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ABSTRACT

Thermalization, the evolution of an interacting many-body system towards a thermal
Gibbs ensemble after initialization in an arbitrary non-equilibrium state, is currently a
phenomenon of great interest, both in theory and experiment. As the time evolution of a
quantum system is unitary, the proposed mechanism of thermalization in quantum many-
body systems corresponds to the so-called eigenstate thermalization hypothesis (ETH) and
the typicality of eigenstates. Although this formally solves the contradiction of thermaliz-
ing but unitary dynamics in a closed quantum many-body system, it does neither make any
statement on the dynamical process of thermalization itself nor in which way the coupling
of the system to an environment can hinder or modify the relaxation dynamics. In this
thesis, we address both the question whether or not a quantum system driven away from
equilibrium is able to relax to a thermal state, which fulfills detailed balance, and if one
can identify universal behavior in the non-equilibrium relaxation dynamics.

As a first realization of driven quantum systems out of equilibrium, we investigate a system
of Ising spins, interacting with the quantized radiation field in an optical cavity. For
multiple cavity modes, this system forms a highly entangled and frustrated state with
infinite correlation times, known as a quantum spin glass. In the presence of drive and
dissipation, introduced by coupling the intra-cavity radiation field to the photon vacuum
outside the cavity via lossy mirrors, the quantum glass state is modified in a universal
manner. For frequencies below the photon loss rate, the dissipation takes over and the
system shows the universal behavior of a dissipative spin glass, with a characteristic spectral
density A(ω) ∼ √ω. On the other hand, for frequencies above the loss rate, the system
retains the universal behavior of a zero temperature, quantum spin glass. Remarkably, at
the glass transition, the two subsystems of spins and photons thermalize to a joint effective
temperature, even in the presence of photon loss. This thermalization is a consequence of
the strong spin-photon interactions, which favor detailed balance in the system and detain
photons from escaping the cavity. In the thermalized system, the features of the spin glass
are mirrored onto the photon degrees of freedom, leading to an emergent photon glass
phase. Exploiting the inherent photon loss of the cavity, we make predictions of possible
measurements on the escaping photons, which contain detailed information of the state
inside the cavity and allow for a precise, non-destructive measurement of the glass state.

As a further set of non-equilibrium systems, we consider one-dimensional quantum fluids
driven out of equilibrium, whose universal low energy theory is formed by the so-called
Luttinger Liquid description, which, due to its large degree of universality, is of intense
theoretical and experimental interest. A set of recent experiments in research groups in
Vienna, Innsbruck and Munich have probed the non-equilibrium time-evolution of one-
dimensional quantum fluids for different experimental realizations and are pushing into
a time regime, where thermalization is expected. From a theoretical point of view, one-
dimensional quantum fluids are particular interesting, as Luttinger Liquids are integrable
and therefore, due to an infinite number of constants of motion, do not thermalize. The
leading order correction to the quadratic theory is irrelevant in the sense of the renor-
malization group and does therefore not modify static correlation functions, however, it
breaks integrability and will therefore, even if irrelevant, induce a completely different non-
equilibrium dynamics as the quadratic Luttinger theory alone. In this thesis, we derive for
the first time a kinetic equation for interacting Luttinger Liquids, which describes the time
evolution of the excitation densities for arbitrary initial states. The resonant character of
the interaction makes a straightforward derivation of the kinetic equation, using Fermi’s
golden rule, impossible and we have to develop non-perturbative techniques in the Keldysh
framework. We derive a closed expression for the time evolution of the excitation densities
in terms of self-energies and vertex corrections. Close to equilibrium, the kinetic equation
describes the exponential decay of excitations, with a decay rate σR = ImΣR, determined
by the self-energy at equilibrium. However, for long times τ , it also reveals the presence of
dynamical slow modes, which are the consequence of exactly energy conserving dynamics
and lead to an algebraic decay ∼ τ−ηD with ηD = 0.58. The presence of these dynamical
slow modes is not contained in the equilibrium Matsubara formalism, while they emerge
naturally in the non-equilibrium formalism developed in this thesis.
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In order to initialize a one-dimensional quantum fluid out of equilibrium, we consider
an interaction quench in a model of interacting, dispersive fermions in Chap. 5. In this
scenario, the fermionic interaction is suddenly changed at time t = 0, such that for t > 0 the
system is not in an eigenstate and therefore undergoes a non-trivial time evolution. For the
quadratic theory, the stationary state in the limit t→∞ is a non-thermal, or prethermal,
state, described by a generalized Gibbs ensemble (GGE). The GGE takes into account for
the conservation of all integrals of motion, formed by the eigenmodes of the Hamiltonian.
On the other hand, in the presence of non-linearities, the final state for t→∞ is a thermal
state with a finite temperature T > 0. . The spatio-temporal, dynamical thermalization
process can be decomposed into three regimes: A prequench regime on the largest distances,
which is determined by the initial state, a prethermal plateau for intermediate distances,
which is determined by the metastable fixed point of the quadratic theory and a thermal
region on the shortest distances. The latter spreads sub-ballistically ∼ tα in space with
0 < α < 1 depending on the quench. Until complete thermalization (i.e. for times t <∞),
the thermal region contains more energy than the prethermal and prequench region, which
is expressed in a larger temperature Tt > T∞, decreasing towards its final value T∞. As
the system has achieved local detailed balance in the thermalized region, energy transport
to the non-thermal region can only be performed by the macroscopic dynamical slow modes
and the decay of the temperature Tt−T∞ ∼ t−ηD again witnesses the presence of these slow
modes. The very slow spreading of thermalization is consistent with recent experiments
performed in Vienna, which observe a metastable, prethermal state after a quench and
only observe the onset of thermalization on much larger time scales. As an immediate
indication of thermalization, we determine the time evolution of the fermionic momentum
distribution after a quench from non-interacting to interacting fermions. For this quench
scenario, the step in the Fermi distribution at the Fermi momentum kF decays to zero
algebraically in the absence of a non-linearity but as a stretched exponential (the exponent
being proportional to the non-linearity) in the presence of a finite non-linearity. This can
serve as a proof for the presence or absence of the non-linearity even on time-scales for
which thermalization can not yet be observed.

Finally, we consider a bosonic quantum fluid, which is driven away from equilibrium by
permanent heating. The origin of the heating is atomic spontaneous emission of laser pho-
tons, which are used to create a coherent lattice potential in optical lattice experiments.
This process preserves the system’s U(1)-invariance, i.e. conserves the global particle num-
ber, and the corresponding long-wavelength description is a heated, interacting Luttinger
Liquid, for which phonon modes are continuously populated with a momentum dependent
rate ∂tnq ∼ γ|q|. In the dynamics, we identify a quasi-thermal regime for large momenta,
featuring an increasing time-dependent effective temperature. In this regime, due to fast
phonon-phonon scattering, detailed balance has been achieved and is expressed by a time-
local, increasing temperature. The thermal region emerges locally and spreads in space
sub-ballistically according to xt ∼ t4/5. For larger distances, the system is described by an
non-equilibrium phonon distribution nq ∼ |q|, which leads to a new, non-equilibrium be-
havior of large distance observables. For instance, the phonon decay rate scales universally
as γq ∼ |q|5/3, with a new non-equilibrium exponent η = 5/3, which differs from equilib-
rium. This new, universal behavior is guaranteed by the U(1) invariant dynamics of the
system and is insensitive to further subleading perturbations. The non-equilibrium long-
distance behavior can be determined experimentally by measuring the static and dynamic
structure factor, both of which clearly indicate the exponents for phonon decay, η = 5/3
and for the spreading of thermalization ηT = 4/5. Remarkably, even in the presence of
this strong external drive, the interactions and their aim to achieve detailed balance are
strong enough to establish a locally emerging and spatially spreading thermal region.

The physical setups in this thesis do not only reveal interesting and new dynamical fea-
tures in the out-of-equilibrium time evolution of interacting systems, but they also strongly
underline the high degree of universality of thermalization for the classes of models studied
here. May it be a system of coupled spins and photons, where the photons are pulled
away from a thermal state by Markovian photon decay caused by a leaky cavity, a one-
dimensional fermionic quantum fluid, which has been initialized in an out-of-equilibrium
state by a quantum quench or a one-dimensional bosonic quantum fluid, which is driven
away from equilibrium by continuous, external heating, all of these systems at the end
establish a local thermal equilibrium, which spreads in space and leads to global thermal-
ization for t→∞. This underpins the importance of thermalizing collisions and endorses
the standard approach of equilibrium statistical mechanics, describing a physical system
in its steady state by a thermal Gibbs ensemble.
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INTRODUCTION

A major achievement and nowadays the foundation of classical and quantum statistical
physics is the description of steady states in terms of (grand) canonical Gibbs ensembles
[68, 24]. In a few words, statistical mechanics proposes that a system initialized in an
arbitrary state (quantum or classical) will relax towards a statistical ensemble, which is
only determined by energy (and likely) particle number conservation but, except for these
macroscopic conserved quantities, has no further dependence on the initial state. The
macroscopic derivation of the Gibbs ensemble relies completely on elementary statistics.
It assumes that any system, whose time evolution is ergodic, will reach any point in the
allowed phase space with equal probability. If the condition of ergodicity is fulfilled, the
Gibbs ensemble is obtained by maximizing the entropy of the system under the constraints
that are set by the allowed phase space.
Prominent examples for systems described by Gibbs ensembles are the microcanonical
ensemble and the canonical ensemble. The microscopic ensemble describes systems, for
which energy is exactly conserved in the dynamics, i.e. for which Var(E) = 0, the variance
in energy E, is zero and all states with energies corresponding to the initial state are
reached by the same probability. On the other hand, the canonical ensemble describes
systems for which energy is only conserved on average and the probability of a state is a
function of the energy and entropy difference to the initial state. In the thermodynamic
limit, for a canonical ensemble the energy variance vanishes as Var(E) ∼

√
E
N where N is

the particle number and N→∞ in the thermodynamic limit. Consequently, the canonical
and microcanonical ensemble coincide in the thermodynamic limit and the restriction to
the canonical ensemble for a statistical description of thermodynamic systems is justified
[89].

Stating the definition of ergodicity in the way it is used above, it reads, during its time
evolution, a system will reach all points in phase space that are not forbidden by additional
dynamical constraints with equal probability. Applying this definition of ergodicity with
the inclusion of all relevant dynamical constraints, all experimentally observed long time
dynamics have been proven to be ergodic. It is therefore taken as a hypothesis, that all
systems fulfill ergodicity in the above sense. As a consequence, a general system initialized
in an arbitrary state will evolve towards a stationary Gibbs ensemble, which has to take
into account "only" the dynamical constraints set by the generator of the dynamics. The
dynamical constraints, on the other hand, can be identified by conservation laws and lead
to dynamically conserved quantities.
This is a very universal statement for classical and quantum dynamics, as it identifies the
dynamical fixed point of the time evolution of macroscopic many-body systems in terms
of conservation laws and therefore symmetries. For the special case, for which the only
conserved quantity is energy, the Gibbs ensemble is also referred to as a thermal ensemble
and the dynamical process of reaching the thermal ensemble is called thermalization.
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Although the Gibbs ensemble has proven to correctly describe the steady state of a large
class of systems and it relies on a macroscopic basis only on very simple but powerful as-
sumptions, its emergence from the deterministic microscopic dynamical equations puzzles
physicists since the last century [199, 166, 184, 21, 53]. The equations of motion for phys-
ical systems, i.e. Newton’s equations, the Schrödinger equation and Maxwell’s equations,
are strictly reversible and the existence of a single dynamical fixed point of these equations,
represented by the Gibbs ensemble, is microscopically a very unexpected result [11].
For classical systems, however, it can be explained by the non-linear structure of the equa-
tions of motion for interacting particles. The non-linearity in these equations drives the
particles to explore ergodically the constant-energy manifold and quickly all particle tra-
jectories begin to look alike [64]. Due to the non-linearity, in the classical equations of
motion it is possible that the information on the initial state gets lost completely and the
Gibbs ensemble is indeed the only dynamical fixed point and all classical trajectories evolve
towards it in time.
For quantum mechanical systems, however, the Schrödinger equation is not only deter-
ministic and reversible but even unitary and the energy levels are quantized to discrete
values, making the time evolution invertible [199, 119]. This forbids the existence of a
single dynamical fixed point in quantum dynamics in a strict sense. The fact, that even
in quantum mechanics, the stationary state of almost all realistic systems is described by
a Gibbs ensemble has been explained in terms of the so-called eigenstate thermalization
hypothesis (ETH) [199, 184, 166, 53]. According to the eigenstate thermalization hypothe-
sis, the off-diagonal elements of the density matrix are vanishing due to dephasing for long
times, i.e. they obtain a time dependent phase factor during the time evolution, which
averages out for large time spans. The resulting density matrix, after long times, is the
projection of the original density matrix on its main diagonal and is called the diagonal
ensemble. For typical systems, this diagonal ensemble is dominated by states that are
consistent with the macroscopic initial values of the state, such as energy, particle number
and other possible conserved quantities. The expectation values of local observables are
not very sensitive towards quantum states with the same macroscopic properties and as
a consequence, can be expressed through a typical state, consistent with the initial val-
ues. For energy and particle number as the only conserved quantities, this typical state is
nothing but the Gibbs ensemble and the thermalization of quantum states can therefore
be explained by the ETH [193, 70].

The effect of quantum thermalization has gained a lot of interest again [74, 122, 121, 87,
175, 171, 197, 104], when almost a decade ago, a set of cold atom experiments, starting with
the quantum Newton’s cradle in David Weiss’ group [111], witnessed the complete absence
of thermalization for certain quantum systems even at very long times. In this first exper-
iment, Kinoshita et al.placed two one-dimensional, interacting Bose-Einstein condensates
on opposite walls of a harmonic trap and let them evolve. What they observed was the
macroscopic, coherent backscattering between the two Bose-Einstein condensates, similar
two a Newton’s cradle of two elastically colliding balls. The absence of thermalization for
very long times in this experiment has been explained by the presence of an infinite number
of integrals of motion in a one-dimensional gas of coherently scattering bosons [111, 167].
Although it was understood, that for this experiment the infinite number of integrals of
motion restricts the dynamics to a small hyper-surface in phase space and prevents it from
thermalization, it was not clear at that time, which and how many integrals of motion are
necessary in order to forbid thermalization at all [166].
In subsequent theoretical works, it was understood that an infinite number of arbitrary
conserved quantities is not sufficient to spoil the thermalization process. The simplest
(and maybe to naive) example is an arbitrary power of the Hamiltonian, which is always
an integral of motion but does not constrain the dynamics. A strict and accepted criterion
for the absence of thermalization has been found to be integrability, which is defined as
the presence of a macroscopic number of integrals of motion, each of which is local, i.e.
does not scale extensively with the system size and does not pairwise commute with the
other integrals of motion [33, 31, 157]. Although integrable systems do not thermalize,
they can still reach an asymptotic steady state in the long time dynamics. This state has
only lost part of the memory of the initial state but completely contains the information
on the integrals of motion of the initial state for all times. Theoretically, it is described in
terms of a generalized Gibbs ensemble, which is nothing but the entropy maximizing state
under the constraint of all the integrals of motion [166].
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At present, there exist two types of integrable systems in the literature, quadratic Hamilto-
nians in arbitrary dimensions and Bethe ansatz solvable, interacting models in one dimen-
sion. The former does not only include trivial, non-interacting systems but also effective
Hamiltonians, which emerge as the corresponding, leading order1 low energy theory of in-
teracting systems, such as spin wave theory and Landau’s Fermi liquid theory. Both types
of integrable systems therefore play an important role in current research, as they, even
though exactly solvable, feature a non-trivial dynamics and interesting asymptotic states
[167, 39, 95, 96, 33, 14, 201, 142].

While the effect of thermalization, and part of its absence, in closed quantum systems has
been understood in terms of the eigenstate thermalization hypothesis, the latter does not
contain any statement about the dynamical process itself, which leads to thermalization.
The thermalization procedure of interacting quantum many-body systems has only been
solved for some exemplary models, which could be attacked with currently available nu-
merical and semi-analytical methods and is far from being understood [186, 61, 57, 139].
On the other hand, recent experiments (both for cold atoms and condensed matter setups
[38, 69]) are entering the far from equilibrium regime and observe the relaxation dynam-
ics of strongly excited states far from equilibrium linear response [183, 74, 121, 132, 197].
In order to explain these experiments and explore the physics beyond the thermal equi-
librium, it is therefore necessary to not only understand the thermalization procedure of
interacting quantum many-body systems but also to better understand in which precise
cases thermalization is absent even for non-integrable systems.

In dimensions larger than one, thermalizing collisions are fast and the large phase space
available for such collisions indicates very fast thermalization in this case. The thermaliza-
tion dynamics is therefore expected to happen on exponentially fast time scales, such that
for most relevant times, the systems can be considered thermal, even if prepared in a non-
thermal state. Exceptions are systems, which are almost perfectly described by an effective
quasi-particle theory and which show slow relaxation towards equilibrium [186, 115].
On the other hand, in one-dimensional systems, thermalizing collisions are suppressed by
small phase space volumes and the dynamics induced by the collisions is expected to be
slow. This assumption is promoted by the presence of a large number of integrable models
in one dimension, which feature the complete absence of effective thermalizing collisions
[33, 39, 11, 117] and which evolve towards a non-thermal dynamical fixed point in their
asymptotic evolution. These integrable models are expected to play a important role in
the thermalization dynamics of one-dimensional systems, as many relevant one-dimensional
systems can be described in terms of integrable models with small integrability breaking
corrections [80, 81]. As a consequence, one expects the relaxation towards equilibrium of
these models to happen in two steps. For small and transient times, the dominant dy-
namics is expected to be the one of the corresponding integrable model, leading to a time
evolution towards the asymptotic, non-thermal dynamical fixed point of this model. This
point serves as a metastable, intermediate state for the dynamics and is able to describe
transient correlations in the system, which, due to the extensive number of conserved
quantities of the integrable model, depend strongly on the initial state. The process of
reaching the asymptotic state in the transient dynamics is called prethermalization. For
much larger times, the effect of the integrability breaking terms becomes visible and leads
to complete thermalization of the system [139, 33]. This scenario has been observed in re-
cent experiments, for which, however, only the onset of thermalization has been measured
at very large times [121, 172].
The prethermalization dynamics in truly thermalizing, interacting one-dimensional systems
has only very recently been observed for systems of spin polarized, short-range interacting
fermions with dimerized hopping amplitudes [18, 147]. In higher dimensions, prethermal-
ization dynamics before the onset of thermalization has also been found for interacting
lattice fermions in infinite dimensions [139, 186] and in the low energy description of the
quark-meson model [17]. For these higher dimensional systems, the corresponding inte-
grable theories, which describe the prethermal state, are effective, quadratic quasi-particle
theories, as for instance Fermi liquid theory for the interacting fermions and Bogoliubov
theory for the case of the quark-meson model.

1Up to terms that are irrelevant in the sense of the renormalization group.

Contents 13



Following the results from Refs. [139, 186, 17] in higher dimensions, the thermalization
dynamics (and more general, the out-of-equilibrium dynamics) of interacting many-body
systems can be understood in terms of the corresponding quasi-particles. In the first step,
for very short times after initializing a system in a non-equilibrium state, the corresponding
quasi-particles have to be built up. While the structure of these quasi-particles depends
on the form of the Hamiltonian, i.e. the microscopic particle-particle interactions and the
kinetic energy, the initial distribution of quasi-particles is determined solely by the initial
state. At intermediate times, scattering processes between the quasi-particles are rare and
the dynamics of the system is determined essentially by the corresponding quadratic theory,
initialized with a non-thermal distribution function. This corresponds to the prethermal
state. At long times, scattering processes between the quasi-particles become dominant,
establishing detailed balance and a thermal quasi-particle distribution, which is the final
process of thermalization. Consequently, the absence of thermalization is equivalent to
the absence scattering processes between the systems quasi-particles2. In this picture, the
GGE describes a state of non-interacting quasi-particles with a non-thermal distribution
function.

Currently, cold atom experiments are pushing the limit towards observable time scales,
on which the effect of quasi-particle scattering will have an impact on the dynamics and
observe the corresponding relaxation dynamics. This strongly motivates the development
of a kinetic theory for interacting Luttinger Liquids out of equilibrium, as we derive it in this
thesis. Making use of this kinetic theory, we will explicitly demonstrate the thermalization
of interacting one-dimensional quantum fluids and the importance of the prethermal state
for this dynamics.

A further question of experimental relevance in the field of cold atoms, which is closely re-
lated to topic of thermalization, is whether or not a many-body system coupled to external
drive and/or dissipation will be driven away from a thermal ensemble or whether interac-
tions and their tendency to achieve detailed balance are strong enough to retain thermal (or
quasi-thermal) equilibrium. Recent works have shown, that systems of exciton-polariton
condensates, which are subject to drive and dissipation, can show the non-equilibrium
equivalent of a Bose condensed phase and that the corresponding phase transition resem-
bles the equilibrium Bose transition, establishing an effective low frequency temperature
at the critical point in three dimensions. The corresponding universality class is the one
of the equilibrium transition except for a set of new dynamical exponents, describing the
relaxation towards effective equilibrium.
A similar effect may take place for other realizations of critical systems under drive and
dissipation or, if the driving is strong enough, it may lead to new behavior without a
corresponding equilibrium counterpart. In this thesis, additionally to the quench scenario
described above, we will investigate two realistic physical setups, where a system is driven
away from a thermal equilibrium by coupling it to an external bath. We analyze the ques-
tion, whether the thermalizing collisions are strong enough to establish an effective thermal
equilibrium in the presence of driven and/or dissipation or if the dynamics will be different
from the corresponding equilibrium system.

The first realization of a driven-dissipative many-body system, which is analyzed in this
thesis is a system of Ising spins coupled to the quantized radiation field inside a lossy cavity
and driven by an external laser. In the absence of cavity photon losses and for strong spin-
photon coupling, this system undergoes a phase transition from a disordered paramagnetic
phase to an ordered ferromagnetic or superradiant phase. In the latter, all Ising spins are
aligned, and the cavity field forms a coherent, standing wave. The corresponding phase
transition is called the Dicke transition and features a single mode, which becomes critical
at the transition. In the presence of finite cavity decay, this transition is purely classical,
resembling a finite temperature transition at the critical point. However, both subsystems
of spins and photons have not thermalized and show a different low energy behavior. This
is due to the structure of the spin-photon interactions, which are unable to achieve detailed

2This explains the absence of thermalization for integrable models from a different perspective. As
integrable models can be solved exactly on the level of quasi-particles, the corresponding excitations are
non-interacting and never change their initial occupation due to the absence of collisions. As a consequence,
once initialized in a non-equilibrium state, they will remain in this state forever.

14 Contents



balance between the two subsystems. Therefore, the photonic subsystem, which is subject
to dissipation evolves towards a different equilibrium state than the spin degrees of freedom,
which do not experience any external dissipation.
On the other hand, when taking into account a multi-mode optical cavity, the effective
spin-photon interaction is highly frustrated and can lead, in the absence of dissipation, to
a quantum spin glass transition. Furthermore, the interaction in the presence of multiple
modes has a new structure, which enables the redistribution of energy between the two
subsystems for a significant number of modes, leading to a joint thermalization process.
While the interactions become strong enough to establish detailed balance between the
two subsystems, we will see that the corresponding phase transition does not belong to the
universality class of equilibrium glass transitions.

The second example of a driven system that we consider in this thesis is even more drastic.
While the driven-dissipative spin glass system was evolving in time towards a stationary
state and we asked the question whether this steady state resembles a thermal state or not,
we will analyze in the last section of this thesis a setup of continuously heated, interacting
bosons. This system does not evolve towards a steady state [25, 154, 156, 177] and features
a continuously increasing energy. By definition, the only possible fixed point is the infinite
temperature state. The microscopic system corresponds to interacting bosons in a one-
dimensional optical lattice, where the lattice is created by a pair of counter-propagating
laser beams. The atoms continuously perform stimulated absorption and emission of laser
photons but there exists a finite probability of a spontaneous emission event, which local-
izes a single atom and leads to an energy increase of the system. These events correspond
dephasing of the local density matrix [25, 154, 192] and lead to a permanent heating of the
system, which can be described by a U(1)-invariant master equation. The corresponding
low energy theory is a heated, interacting Luttinger Liquid. The phonon distribution due
to the heating term has a clear non-thermal structure, increasing linearly in momentum
nq ∼ |q| instead of a thermal, nq ∼ 1

|q| Rayleigh-Jeans divergence. While the thermalizing
collisions between atoms will redistribute the energy and try to achieve detailed balance,
the heating term acts diametrically opposite, which establishes a competition between the
heating and collisions. As we see in chapter 6, the phonon scattering will nevertheless
establish local detailed balance, starting on very short distances and spreading in space
as xtherm ∼ t−4/5, where t is the time and ηtherm = 4/5 is the characteristic thermalization
exponent. For distances larger than the heating, however, we will find a phonon distribu-
tion dictated by the structure of the heating term, which leads to a new non-equilibrium
behavior of the microscopic bosons, which has no equilibrium counterpart but nevertheless
shows quite universal aspects, as we will demonstrate.

In summary, in this thesis, we investigate the effect of quantum thermalization in interact-
ing many-body systems, which are driven away from equilibrium in experimentally relevant
situations. Amongst the exemplary setups, there are closed systems, i.e. systems that are
isolated from the environment, as well as open systems, which interact with their environ-
ment in a significant way. While the time evolution of the former is determined by the
system Hamiltonian alone and the relaxation dynamics are a consequence of interactions,
the latter contain two sources of dissipation, namely the scattering of quasi-particles and
the interaction with the environment. This interaction drives the interacting system away
from a thermalized state and we investigate the competition between thermalizing colli-
sions and external drive and the resulting non-equilibrium dynamics.
The first example, is a closed, one-dimensional quantum fluid of interacting fermions, which
is brought out of equilibrium by a quantum quench and which relaxes towards equilibrium,
showing prethermalization and thermalization.
The second example is a quantum spin glass setup of atoms interacting with cavity pho-
tons, which is brought out of equilibrium by cavity photon dissipation. We find that the
atom-photon interaction is sufficiently strong to achieve detailed balance at the glass tran-
sition and to imprint a global temperature on the combined system, while on the other
hand modifying the universality class of the glass transition to a non-thermal, dissipative
transition.
The third example, is a system of interacting bosons subject to permanent heating. Due
to the permanently increasing energy, it is impossible for this system to reach a stationary
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state. However, the interactions will establish a local detailed balance, i.e. a local quasi-
equilibrium, which spreads in space and mimics on increasing length scales a thermal
system with continuously increasing energy.

What we find by the examples analyzed in this thesis is, that thermalizing collisions and the
corresponding process of thermalization are very strong and universal. Not only do they
lead to thermalization in a closed environment, in which the system has been prepared
initially in a non-thermal state. But even in the presence of drive and dissipation the
interactions will lead to locally spreading, thermal quasi-equilibrium, underpinning the
universality of the Gibbs ensemble for non-integrable systems. As a feature, we have
identified new non-equilibrium universal behavior in the relaxation dynamics, indicating
that not only the process of thermalization itself is quite universal but also its dynamics.

OUTLINE OF THIS THESIS

This thesis contains the major research of the author during the last three years. It
consists of different chapters, which contain either theoretical derivations and background
information or represent research projects that have been published in peer-review journals
or will soon be published. From the present thesis, chapters 2 and 6 are published in
Physical Review A, chapter 4 is currently under review and presented as a preprint on
the arXiv, while chapter 5 will appear on the arXiv soon. Chapters 1 and 3 represent
the theoretical background of the work in this thesis and consist of original work of the
author as well as some necessary review of basic properties of the Keldysh field integral
and Luttinger Liquids.

In Chapter 1, we start by giving a brief overview of the Keldysh path integral formalism. In
this chapter, the Keldysh path integral is derived exemplary for a system, whose dynamics
is described in terms of a Lindblad master equation, thereby setting the notation that will
be used throughout this thesis and illustrating the reasons for which the Keldysh path
integral is required for out-of-equilibrium problems and non-thermal steady states. We
explain the basic properties of the Keldysh Green’s function and introduce the Keldysh
rotation, which transforms into the basis of retarded/advanced Green’s and correlation
functions.

In Chapter 2, we start with a first application of the Keldysh path integral formalism
in order to describe the steady state of an open system with disorder. In this project,
we analyze the steady state dynamics of an ensemble of two-level atoms, i.e. Ising spins,
coupled to the quantized radiation field in an optical cavity, with multiple relevant eigen-
modes. Such multi-mode cavities have been realized in cavity QED experiments [114],
can introduce effective, frustrated spin-spin interaction. At equilibrium, sufficiently strong
frustration leads to a quantum spin glass phase in the Ising degrees of freedom. However,
as we introduce photon loss through the cavity mirrors, the photons are effectively coupled
to the radiation field outside the cavity and pulled away from thermal equilibrium. This
leads to a modification of the photonic and atomic degrees of freedom and the present
glass transition belongs to the universality class of dissipative spin glasses. However, in
the spin glass phase, due to the strong coupling of the atomic and the photonic subsystem,
both systems thermalize to a joint effective low energy temperature. Making the effect of
detailed balance at strong interactions dominant over the coupling to an external bath,
which drives the system away from equilibrium. This highlights the universality of ther-
malization even in the presence of an external, non-equilibrium bath. Furthermore, we
show that the information about the spin glass is mirrored onto the photons and can be
detected directly from the cavity loss, transforming the lossy cavity to an effective cavity
glass microscope. This project is published as

• Dicke-model quantum spin and photon glass in optical cavities: Non-equilibrium
theory and experimental signatures
Michael Buchhold, Philipp Strack, Subir Sachdev, and Sebastian Diehl
Phys. Rev. A 87, 063622 (2013).
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The second half of this work treats one-dimensional quantum fluids both bosonic and
fermionic out-of-equilibrium. In chapter 3, we give an introduction to the effective long-
wavelength description of interacting one-dimensional fermions and bosons, which is the
interacting Luttinger liquid theory. We review the derivation of the Luttinger theory for
both species in equilibrium and derive the corresponding Keldysh path integral description.
Subsequently, we show in which way observables are transformed to the Luttinger Liquid
representation in the Keldysh framework and derive formulas for the microscopic Green’s
functions in terms of Luttinger-Keldysh fields. This chapter is the theoretical foundation of
Luttinger liquid theory out of equilibrium and contains the basic transformation formulas
that are used throughout the rest of the thesis.

The interacting Luttinger liquid theory is the starting point for the derivation of the kinetic
equation for interacting Luttinger liquids in chapter 4. In this chapter, we exploit the struc-
ture of the resonant, cubic phonon scattering processes in order to derive a non-equilibrium
fluctuation dissipation relation for Luttinger liquids and a set of coupled equations for the
phonon self-energy, the cubic vertex correction and the time evolution of the phonon densi-
ties. This set of equations can be solved self-consistently and determines the time evolution
of an interacting Luttinger liquid out of equilibrium. The fact that this problem can be
solved exactly relies on the structure of the cubic vertex and the nature of the resonant
interactions, as we show in this chapter. As an application of the kinetic theory, we com-
pute the relaxation of an excited state close to equilibrium. In this relaxation dynamics,
we recover the linear response result of exponentially decaying excitations with a decay
rate proportional to the self-energy but also an algebraic late time decay, which reveals
the presence of dynamical slow modes due to exactly energy conserving dynamics. The
numerical relaxation exponent for the slow modes is z = 0.58. This work is currently under
review and can be found as a preprint

• Kinetic Theory for Interacting Luttinger Liquids
Michael Buchhold and Sebastian Diehl
arXiv:1501.01027, (2015).

In chapter 5, we investigate the relaxation dynamics of one-dimensional, dispersive fermions
after a sudden interaction quench. First, we determine the time-evolution in the corre-
sponding Luttinger liquid formalism and identify the prethermal state and the relaxation
dynamics towards it, following the results by Cazalilla [39] but in the formalism pre-
sented in chapter 3, which allows us to systematically include interactions in the next step.
Subsequently, we analyze the full relaxation dynamics in the presence of interaction and
determine the thermalization dynamics for one-dimensional interacting fermions. We find
that the relaxation happens in three different, but subsequent steps. First, for short times
after the quench, the new quasi-particles have to be formed, leading to a spatio-temporal
behavior, which is determined from the initial state before the quench. At intermediate
times, the quasi-particles have formed but are distributed according to a non-equilibrium
distribution function, leading to an intermediate time dynamics, which can be described
by the prethermal state in the absence of interactions. Finally, at large times, the system
starts to significantly redistribute energy between the quasi-particle modes and establishes
local detailed balance. This thermal regime is described by an effective temperature, which
is larger than the temperature of the corresponding equilibrium state as there are still re-
gions in the spatio-temporal phase diagram, which have not yet reached equilibrium. The
energy transport from the equilibrated, short distance modes to the thermalizing large
distance modes can, due to the local detailed balance, only be performed by the dynam-
ical slow modes, witnessing again the relaxation exponent ηD = 0.58 in the decay of the
effective temperature Tt − T∞ ∼ t−0.58 towards its final value.
Furthermore, we show, in which way the thermalization dynamics can be understood in
the fermionic real space Green’s function and momentum distribution and thereby, for the
first time, analyze the full thermalization dynamics of interacting, dispersive fermions in
one dimension.

In chapter 6, we analyze the heating dynamics of one-dimensional, interacting lattice bosons
subject to permanent, particle number conserving heating. The bosons are confined to
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a lattice potential created by counter-propagating lasers and heated up by subsequent
stimulated absorption and spontaneous emission of laser photons. As the heating is particle
number conserving, the effective low energy description for this system is an interacting
Luttinger Liquid with permanent phonon production, the latter being the effect of the
heating. The local nature of the spontaneous emission event induces a population rate
of Luttinger phonons ∂tnq ∼ γ|q| in time, which does not correspond to an equilibrium
distribution. However, as the interactions favors detailed balance, a redistribution of energy
takes place simultaneously to the heating, starting at the shortest distances and spreading
towards the longest distances as more and more phonon modes are occupied. On short
distances, where collisions are fast, the system establishes detailed balance even in the
presence of heating and can be described by an effective, time dependent temperature. On
the other hand, for low momenta, the distribution function increases linearly in momentum.
This linear increase in momentum is protected by the structure of the phonon scattering
vertex, which scales to leading order linear for small momenta. On the largest distances,
this non-equilibrium scaling behavior of the distribution function enters the corresponding
observables and imprints a non-equilibrium behavior on large distance observables, such
as for the static and dynamic structure factor at low momenta. It yields a new universal
scaling law for the phonon decay rate, which scales as σRq ∼ |q|5/3, with a non-equilibrium
exponent η = 5/3. We are able to show that this scaling behavior is protected by the
U(1)-invariant dynamics of the system and will even survive in the presence of initial
thermal noise, which makes it a very robust observable in cold atom experiments with
external heating mechanism. As a further universal feature, we show that the effective
thermal regime spreads in space according to xtherm ∼ t4/5 and therefore ultimately erases
the long distance non-equilibrium scaling regime at large times. This work is accepted for
publication in Physical Review A and can be found as a preprint

• Non-equilibrium Universality in the Heating Dynamics of Interacting Luttinger Liq-
uids
Michael Buchhold and Sebastian Diehl
arXiv:1404.3740, (2014).
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1 INTRODUCTION TO THE KELDYSH
PATH INTEGRAL

The Keldysh path integral formalism represents the basic theoretical foundation for this
thesis. It has been developed in the 1960’s in seminal works by Schwinger[178, 179], Kon-
stantinov and Perel’[116], Kadanoff and Baym[98] and its eponymous, Leonid Keldysh[106].
Prospectively, Keldysh introduced the formalism exclusively based on real times and real
frequencies and chose a convenient representation (the so-called Keldysh representation)
for the variables in the path integral and thereby developed the formalism as it is used
today. The Keldysh path integral formalism is a convenient formulation of the time evolu-
tion of a quantum mechanical density operator by introducing the so-called closed contour
formalism. It is suited to describe both equilibrium and far from equilibrium problems and
even for equilibrium problems goes beyond linear response, which can be dealt with in the
imaginary time equilibrium (i.e. Matsubara) formalism.

However, in this thesis we deal with an ensemble of problems that cannot (or can only
with huge difficulties) be dealt within the Matsubara technique.

First, in chapter 2, we consider systems of interacting bosonic particles subject to quenched
disorder. While in the Matsubara formalism, these systems can be solved only by sophis-
ticated replica methods (super-symmetry methods are not applicable with interactions),
they are very naturally and straightforwardly approached in the Keldysh framework, which
promotes the Keldysh path integral to the method of choice for these systems.

Second, in chapters 4, 5 and 6, we develop and apply a kinetic theory for the out of equi-
librium dynamics of interacting one dimensional quantum fluids, theoretically described
in terms of so-called interacting Luttinger Liquids. Although for a number of physical
systems the corresponding kinetic equations can be derived from an equilibrium formal-
ism by simply applying Fermi’s Golden Rule, there are many exceptions for which this is
impossible and a non-equilibrium formalism has to be applied. As we will see, interacting
Luttinger Liquids constitute one of these exceptions as, due to the resonant character of
the interactions, both the matrix elements for Fermi’s Golden Rule as well as the kinetic
equation will diverge without proper regularization. The latter, however, will be a func-
tional of the excitation density and in a far from equilibrium situation can not be obtained
from the Matsubara formalism.

Consequently, for the physical setups considered in this thesis, the Keldysh path inte-
gral formalism is an indispensable tool, which we will derive and explain in the following
sections.
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1.1 KELDYSH PATH INTEGRAL FROM THE QUANTUM MAS-
TER EQUATION

A huge class of non-equilibrium problems are so-called open systems, where the system
of interest S is coupled to a bath B via some system-bath coupling HSB. This coupling
is designed in such a way, that the bath can not simply be treated as a plain energy and
(or) particle reservoir. As a consequence, a common thermodynamic ansatz relying on the
minimization of the combined entropy functional is not easily applicable. Such systems
typically have two features in common. First, the stationary state ρss of the system alone
is not described in terms of a canonical (or grand canonical) Gibbs ensemble, i.e.

ρss 6=
1
Z
e−βH, (1.1.1)

where β−1 = kBT is the inverse temperature and H is the system Hamiltonian. Second,
the dynamics of the system (even close to equilibrium) are not determined by the system
Hamiltonian alone and the system-bath interaction has to be accounted for.

However, for many systems of relevance (and for all the systems considered in this thesis),
the typical bath degrees of freedom equilibrate on time scales much faster than the system’s
degrees of freedom. If this is the case, in a stochastic wave function interpretation, between
two subsequent events in which the bath interacts with the system, the bath has a sufficient
amount of time to equilibrate. This means, that at each interaction event between system
and bath, the system interacts with an equilibrated bath and the bath has completely lost
its memory on the previous interaction event. Such a bath is referred to as memoryless
or Markovian bath. For a sufficiently weak system-bath interaction, one can then perform
second order perturbation theory in the system-bath coupling terms and derive an effective
equation of motion for the density matrix of the system, which contains system operators
only. This procedure is known as Born-Markov approximation and adiabatic elimination
and the type of equation of motion, that is obtained from it as the quantum master
equation12.

The most general form for a time-local quantum master equation is the so-called Lindblad
form, which reads

∂tρt = Lρ =
1
i

[H, ρt] +
∑

α

(
2LαρtL

†
α −

{
L†αLα, ρt

})
. (1.1.2)

Here, ρt is the time dependent density matrix (throughout this thesis we will write temporal
and spatial degrees of freedom as a subscript), H is again the system Hamiltonian, [·, ·]
denotes the commutator and {·, ·} the anti-commutator and the operators {Lα} are the
so-called Lindblad or quantum jump operators. The Lindblad operators are functionals,
in many cases linears or bilinears, of system operators and their precise form depends on
the specific system-bath coupling. The operator L is called the Liouvillian and it is the
generator of the dynamics of the density matrix. The Hamiltonian part of the Liouvillian
represents the unitary quantum (i.e. the coherent) dynamics of the system, while the
jump operators introduce a source of decoherence and therefore dissipative dynamics of
the system. As a consequence of the elimination of the bath variables, the dynamics
of the system and therefore the master equation in Eq. (1.1.2) is not unitary anymore.

1The requirement of a Markovian bath is not necessary for a quantum master equation. However, for
a non-Markovian bath, the quantum master equation will obtain a time non-local memory kernel, which
reflects the fact, that the bath is unable to equilibrate between two subsequent system-bath interactions
and retains memory of these events.

2We will not explicitly demonstrate the individual steps corresponding to the Born-Markov approxima-
tion and adiabatic elimination since it is a standard procedure in the context of open systems, but refer
the reader to Refs.[27, 66]
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However, the structure of the Lindblad master equation guarantees a trace (and therefore
probability) conserving, positive and hermitian density matrix for all times[127, 118].

We will now take Eq. (1.1.2) as the starting point for the derivation of a path integral for
the partition function and the Green’s functions of a Markovian open quantum system. Of
course, the steps explained above, i.e. the Born-Markov approximation and the adiabatic
elimination of the bath variables, can be performed as well on the level on a path integral.
For this approach, one defines the path integral for the complete system on the Keldysh
contour (which displays only Hamiltonian dynamics in this case) first and subsequently
integrates out the bath degrees of freedom in the Born-Markov approximation. The latter
approach is demonstrated in Sec. 2.8.

1.1.1 The Partition Function

The central object in a path integral approach to many body physics is the partition
function Z(t), defined as

Z(t) = Tr (ρt) , (1.1.3)

as it is the starting point for any field theoretical approach, as for instance the derivation
of the effective action. The time evolution of the density matrix ρt is described in terms
of the Lindblad master equation (1.1.2), which has the formal solution

ρt = etLρ0. (1.1.4)

As already explained above, the Lindblad type dynamics preserve the norm of the density
matrix. Considering an initial density matrix ρ0 normalized to unity, Tr (ρ0) = 1, we
therefore have

Z(t) = Tr (ρt) = Tr
(
etLρ0

)
≡ 1t. (1.1.5)

Here, the artificial index t in 1t indicates, that this expression is unity at time t. Commonly,
at this point one introduces source fields, which couple linearly or bilinearly to the fields
and generate correlation functions via functional derivatives with respect to these source
fields. After the performing the functional derivatives, the source fields are set to zero and
the partition function equals unity.

For now, we want to find a path integral representation of the partition function and
therefore we are interested in ρt. The formal solution for the time dependent density
matrix is given by Eq. (1.1.4), where the exponential is nothing but the limit

etL = lim
N→∞

(1 + δtL)N , with δt =
t
N
, N ∈ N. (1.1.6)

Applying this expression to the time dependent density matrix, we find

ρt =

[
lim
N→∞

N∏

l=1

(
1 + δ

(l)
t L

)]
ρ0, (1.1.7)

which obviously solves Eq. (1.1.2). Here, the time difference δ(l)
t = t(l) − t(l−1) = t/N

obtains the same numerical value for all l and at this point only indicates the position at
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which this time difference is occurring in the product above. Combining Eqs. (1.1.7) and
(1.1.3), the partition function can be rewritten as

Z(t) = Tr (ρt) = Tr

([
lim
N→∞

N∏

l=1

(
1 + δ

(l)
t L

)]
ρ0

)
. (1.1.8)

Here, we want to point out the similarities and the differences of the partition function
(1.1.8) to an equilibrium partition function, which is defined as

Zeq = Tr
(
e−βH

)
= Tr

([
lim
N→∞

N∏

l=1

(
1− δ(l)

τ H
)]

1

)
, (1.1.9)

where H is the corresponding Hamiltonian and δ(l)
τ = β

N is the imaginary time difference.
In order to simplify the following discussion, we define the discrete time dependent density
matrices

ρ
(m)
t =

m∏

l=1

(
1 + δ

(l)
t L

)
ρ0 and ρ(m)

eq =
m∏

l=1

(
1− δ(l)

τ H
)
. (1.1.10)

Comparing Eqs. (1.1.8) and (1.1.9), we immediately encounter two major differences be-
tween the real time partition function of an open system to the partition function of an
equilibrium system.
First, for the equilibrium system, the Hamilton operator H in imaginary time step (l) only
acts from the left on ρ(l−1)

eq
3. As a consequence, in the derivation of the equilibrium path

integral, it is sufficient to insert a single unit operator in terms of coherent states at each
time step between 1− δ(l)

τ H and ρ(l−1)
eq to transform all operators to the corresponding

fields (either complex, real or Grassmann fields)4. In contrast, the operator L, as by its
definition (see Eq. (1.1.2)), acts at time step (l) from the left and from the right on ρ(l−1)

t .
The complete replacement of operators by fields in equation (1.1.8) is therefore only pos-
sible by inserting two unit operators in terms of coherent states at each time step, one on
the left and one on the right of ρ(l−1)

t , defining the closed time path, i.e. Keldysh, contour.
Second, for the partition function at equilibrium all information is contained in the Hamil-
tonian H, i.e. the generator of the dynamics. This is fundamentally different for the real
time partition function for open systems, where both the generator of the dynamics, i.e.
the operator L as well as the initial state ρ0 determine the partition function and therefore
in general more information is required than for an equilibrium setup5.

In order to derive a path integral for the real time partition function (1.1.8), we consider a
bosonic system6, described by bosonic creation and annihilation operators {b†i , bi }. Here,
the variable (i) labels a complete set of single particle quantum states in terms of which
the Liouvillian L is expressed. In the common way, for a set of complex variables {φi}, we
define bosonic coherent states

|φ〉 ≡ e
∑

i φib
†
i |0〉, (1.1.11)

3We neglect for the moment that H, of course, commutes with itself and that for this reason there is
not really an “action” of this operator from the left.

4For a detailed derivation and discussion of equilibrium path integrals and coherent states see Ref. [146].
5The only exception are steady states of the system ρss, which are zeros of L, i.e. Lρss = 0. However,

for non-zero jump operators, these steady states can not be described by an equilibrium density matrix.
6For fermionic or spin systems, the procedure will be equivalent but one has to use Grassmann or spin

coherent states instead of complex coherent states.
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which are eigenstates of the annihilation operators,

bi |φ〉 = φi|φ〉. (1.1.12)

Adding a proper normalization, these coherent states fulfill an exact completeness relation

1 =

∫
D [φ∗,φ] |φ〉〈φ|, where

∫
D [φ∗,φ] =

∏

i

∫
dφ∗i dφi

π e−φ
∗
i φi . (1.1.13)

Similar to the derivation of the equilibrium path integral, at each infinitesimal time step
in Eq. (1.1.8), one inserts unit operators in terms of coherent states. However, as the
operator 1+ δ

(l)
t L acts both from the left and from the right of ρ(l−1), a pair of identities is

required at each time step. One identity acts from the left and obtains an additional (+)
index, while the other identity acts from the right and obtains an additional (−) index.
For a fixed number of time steps N, this requires the insertion of 2(N + 1) unit operators
according to

Z(t) = Tr


︸︷︷︸

1N+

...



(
1 + δ

(l+1)
t L

)

︸︷︷︸

1l+

ρ
(l)
t ︸︷︷︸

1l−




 ... ︸︷︷︸

1N−




=

∫
D
[
φ∗N+,φN+

]
D
[
φ∗N−,φN−

]
... D

[
φ∗l+,φl+

]
D
[
φ∗l−,φl−

]
... (1.1.14)

Tr
(
|φN+〉〈φN+|...

[(
1 + δ

(l+1)
t L

)(
|φl+〉〈φl+|ρ(l)

t |φl−〉〈φl−|
)]

...|φN−〉〈φN−|
)
.

Here, we have labeled the coherent states at time step (l) with a corresponding index and
the above mentioned additional (±) index corresponding to an action of the coherent state
from the left (right) of the initial density matrix ρ0. This can be seen as two independent
time contours, starting from the density matrix at t = 0 and evolving until the trace is
evaluated at time t. We will from now on refer to these different sets of coherent states as
the +-contour and the −-contour.

In the next step, one has to evaluate the individual matrix elements occurring in Eq. (1.1.14).
For 0 < l < N, these matrix elements are all similar, only differing in the time index l and
we will compute them in the following steps. However, two special matrix elements occur
in the above expression at l = 0 and l = N. First, for l = N, due to the trace, one has to
compute the direct overlap

Tr (||φN+〉〈φN+|...|φN−〉〈φN−|) = 〈φN−|φN+〉 〈φN+|...|φN−〉 (1.1.15)

of coherent states from different contours. On the other hand, for l = 0, one has to evaluate
the matrix element of two coherent states with the initial density matrix

Tr (...|φ0+〉〈φ0+|ρ0|φ0−〉〈φ0−|) ... = 〈φ0+|ρ0|φ0−〉 〈φ0−|...|φ0+〉. (1.1.16)

These two matrix elements are very important, as they not only contain the complete
information on the initial state of the system, but they also provide the regularization of
the path integral in the absence of dissipation. As it is common in the literature, we will
not explicitly evaluate these matrix elements now but later implement them in terms of
initial conditions in the path integral, which is a completely equivalent procedure [99].

For those matrix elements, for which the Liouvillian is enclosed by a set of coherent states,
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we find the following expression at time step l:

|φl+〉〈φl+|
[(

1 + δ
(l)
t L

) (
|φl−1+〉〈φl−1+| ...|φl−1−〉〈φl−1−|

)]
|φl−〉〈φl−|

= |φl+〉〈φl+|φl−1+〉〈φl−1+| ...|φl−1−〉〈φl−1−|φl−〉〈φl−|
+δ

(l)
t |φl+〉〈φl+|

[
L
(
|φl−1+〉〈φl−1+| ...|φl−1−〉〈φl−1−|

)]
|φl−〉〈φl−|

= |φl+〉〈φl+|φl−1+〉〈φl−1+| ...|φl−1−〉〈φl−1−|φl−〉〈φl−| (1.1.17)

+
δ

(l)
t
i
|φl+〉〈φl+|H|φl−1+〉〈φl−1+| ...|φl−1−〉〈φl−1−|φl−〉〈φl−| (1.1.18)

−δ
(l)
t
i
|φl+〉〈φl+|φl−1+〉〈φl−1+| ...|φl−1−〉〈φl−1−|H|φl−〉〈φl−| (1.1.19)

−δ(l)
t

∑

α

|φl+〉〈φl+|L†αLα|φl−1+〉〈φl−1+| ...|φl−1−〉〈φl−1−|φl−〉〈φl−| (1.1.20)

−δ(l)
t

∑

α

|φl+〉〈φl+|φl−1+〉〈φl−1+| ...|φl−1−〉〈φl−1−|L†αLα|φl−〉〈φl−| (1.1.21)

+δ
(l)
t

∑

α

2|φl+〉〈φl+|Lα|φl−1+〉〈φl−1+| ...|φl−1−〉〈φl−1−|L†α|φl−〉〈φl−|. (1.1.22)

All the operators in this expression have to be normal ordered in order to evaluate the
matrix elements. For the Hamiltonian this is typically the case and one finds

|φl+〉〈φl+|H(b†, b )|φl−1+〉〈φl−1+| = H(φ∗l+,φl−1+) |φl+〉〈φl+|φl−1+〉〈φl−1+|. (1.1.23)

for the terms in Eq. (1.1.18). This is done equivalently for the matrix elements on the minus
contour with a subtle difference however. While on the plus contour, creation operators
are evaluated for an infinitesimally later time than annihilation operators, on the minus
contour the exact opposite is true, as one can see from

|φl−1−〉〈φl−1−|H(b†, b )|φl−〉〈φl−| = H(φ∗l−1−,φl−) |φl−1−〉〈φl−1−|φl−〉〈φl−|. (1.1.24)

For typical, relevant physical setups, the jump operators are simple polynomial functions of
the creation and annihilation operators and can therefore be normal ordered in a straight-
forward way. However, for the jump operators one should be careful since the product of
normal ordered operators is in general not normal ordered, i.e.

: L†αLα : 6=: L†α : : Lα :, (1.1.25)

where : ... : denotes normal ordering. This fact is most easily illustrated in the case
of incoherent single particle loss, for which the jump operators are simple annihilation
operators L†α = bα and consequently

: L†α : : Lα := bαb
†
α 6= b†αbα =: bαb

†
α :=: L†αLα : . (1.1.26)

For simplicity, we consider the individual jump operators to be normal ordered, i.e. Lα =:

Lα :. Then, the matrix elements in Eq. (1.1.22) evaluate to

|φl+〉〈φl+|Lα(b†, b)|φl−1+〉〈φl−1+| = Lα(φ∗l+,φl−1+)|φl+〉〈φl+|φl−1+〉〈φl−1+| (1.1.27)

and equivalently for L†α and the normal ordered form of the product L†αLα. After evaluating
the individual matrix elements and replacing all the operators by complex field variables,
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the Liouvillian enclosed by coherent states can be rewritten according to

|φl+〉〈φl+|
[(

1 + δ
(l)
t L

) (
|φl−1+〉〈φl−1+| ...|φl−1−〉〈φl−1−|

)]
|φl−〉〈φl−|

=
(
1 + δ

(l)
t L(φ∗l+,φl−1+,φ∗l−,φl−1−)

)
|φl+〉〈φl+|φl−1+〉〈φl−1+| ...|φl−1−〉〈φl−1−|φl−〉〈φl−|

= eδ
(l)
t L(φ∗l+,φl−1+,φ∗l−,φl−1−) |φl+〉〈φl+|φl−1+〉〈φl−1+| ...|φl−1−〉〈φl−1−|φl−〉〈φl−|. (1.1.28)

Here, we have defined the Liouville functional of the fields

L(φ∗l+,φl−1+,φ
∗
l−,φl−1−) =

1
i
(
H(φ∗l+,φl−1+)−H(φ∗l−,φl−1−)

)

−
∑

α

[(
L†αLα

)
(φ∗l+,φl−1+) +

(
L†αLα

)
(φ∗l−,φl−1−)

]

+
∑

α

2Lα(φ∗l+,φl−1+)L†α(φ∗l−,φl−1−). (1.1.29)

The last term in Eq. (1.1.29) corresponds to the recycling term in the quantum master
equation and mixes coherent state amplitudes from the (+) and (−) part of the contour.
Therefore, it has no counterpart in an equilibrium path integral formulation, where due to
the purely Hamiltonian time evolution, the contours are only connected at l = 0, i.e. at
the initial state and at l = N, where the trace is evaluated.

The residual state overlap elements and the coherent state measure

e−φ
∗
l+φl+ |φl+〉〈φl+|φl−1+〉〈φl−1+| ...|φl−1−〉〈φl−1−|φl−〉〈φl−|e−φ

∗
l−φl−

= e−φ
∗
l+(φl+−φl−1+) |φl+〉〈φl−1+|...|φl−1−〉〈φl−| e−(φ∗l−−φ

∗
l−1−)φl−

= eiδ
(l)
t φ∗l+i∂tφl+ |φl+〉〈φl−1+|...|φl−1−〉〈φl−| eiδ

(l)
t (i∂tφ∗l−)φl− (1.1.30)

= eiδ
(l)
t φ∗l+i∂tφl+ |φl+〉〈φl−1+|...|φl−1−〉〈φl−| e−iδ

(l)
t φ∗l−i∂tφl− , (1.1.31)

form an effective temporal derivative of the fields, which is well known from the equilibrium
path integral. Here, we used the formula for the inner product of coherent states

〈φ|φ′〉 = eφ
∗φ′ (1.1.32)

and the continuum limit δt → 0 to derive (1.1.30). After partial integration on the minus
contour, one arrives at Eq. (1.1.31). The fact that the annihilation operators on the minus
contour are evaluated infinitesimally later in time is expressed by the respective minus sign
in front of the temporal derivative. In the continuum limit, the partition function

Z(tf) =

∫
D[φ∗,φ] eiS (1.1.33)

is now defined in terms of the complex action

S =

∫ tf

t0
dt
(
φ∗+(t)i∂tφ+(t)− φ∗−(t)i∂tφ−(t)− iL(φ∗+(t),φ+(t),φ∗−(t),φ−(t))

)
, (1.1.34)

which is an integral over the Liouville functional and the time derivatives of the fields,
starting from the initial time t0 to the final time tf , at which the partition function is
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evaluated. The functional measure in the integral is defined as

D[φ∗,φ] =
∏

i

∫
dφ∗i dφi (1.1.35)

Up to now, in the action in Eq. (1.1.34), there are still missing the contributions from the
matrix elements at l = N and l = 0. In the continuum limit, these contributions become
infinitesimal terms at t = tf and t = t0, respectively. However, as mentioned above, they
are necessary in order to provide a regularization of the path integral defined in Eq. (1.1.33).
For completeness, we will briefly discuss the corresponding matrix elements, which are

〈φ−(tf)|φ+(tf)〉 = eφ
∗
+(tf)φ−(tf) (1.1.36)

and

〈φ+(t0)|ρ0|φ−(t0)〉 = eΓ(φ∗+(t0),φ−(t0)),
with Γ

(
φ∗+(t0),φ−(t0)

)
= log (〈φ+(t0)|ρ0|φ−(t0)〉) . (1.1.37)

While the evaluation of Eq. (1.1.36) is quite simple, the computation of the function Γ in
Eq. (1.1.37) is very demanding and will not be performed directly. It acts as an initial (or
boundary) condition for the path integral, which is much simpler integrated on a physically
more transparent basis, namely on the basis of the bare Green’s functions. This will be
performed in the subsequent chapter.

As a last step, we can enlarge the contour, ranging from t0 = −∞ to tf =∞ to recover the
non-equilibrium path integral on the (+)-(−) contour for a system with dynamics described
by a master equation, containing both unitary dynamics and non-unitary dynamics in terms
of Lindblad type jump operators.

1.2 NON-EQUILIBRIUM GREEN’S FUNCTIONS

Green’s functions are expectation values of time-nonlocal operator products and as such
contain important information about a system’s response and correlation properties. The
simplest Green’s functions in general are particle-particle Green’s functions, which consist
of only two atomic (creation and annihilation) operators and for many purposes, they
contain already sufficient information to make valuable predictions about the system of
interest. However, there exist arbitrary orders of Green’s functions, the most well-known
being certainly the density-density correlation function, which is nothing but a four point
(consisting of four atomic operators) Green’s function.

In equilibrium, there exists only a single Green’s function (for each different power of
operators), namely the imaginary time ordered or Matsubara Green’s function. This is
a consequence of the fact, that response and correlation properties at equilibrium are
inextricably linked via the equilibrium fluctuation dissipation relation. This is, however,
no longer the case for an out-of-equilibrium situation and more information is required, as
we will see in the following.

Let’s for the moment neglect multiple quantum states and consider a system described
by a single quantum mechanical degree of freedom. In this situation, the complex fields

26 Chapter 1 Introduction to the Keldysh Path Integral



Figure 1.1: Illustration of Green’s functions on equal and on distinct contours. For fields
placed on equal contours (here illustrated with the +-contour), either t2 < t1, then the
Green’s function is already time ordered, or t1 < t2. For the latter, the two overlapping
contour parts, representing two identical phases in the action with opposite sign, cancel
exactly and the remaining Green’s function is time ordered. Therefore, equal contour
Green’s functions are always time ordered. For non-equal contours, there is no cancellation
since both contours are represented by different, independent fields and there is no time
ordering present.

φα(t) only have a single index α = ± indicating whether this field is on the plus or minus
contour. The two-point Green’s function on the ±-contour is defined as7

Gγδ(t, t′) = −i〈φγ(t)φ∗δ(t
′)〉, (1.2.1)

where the average in Eq. (1.2.1) is the average with respect to the functional integral over
the action

〈...〉 =

∫
D[φ∗,φ] ... eiS . (1.2.2)

For indices γ, δ = ±, we have four different combinations, representing four different types
of Green’s functions. For δ = γ = +, both fields are on the plus contour and located on
the left of the density matrix. Since complex fields commute with each other and there is
no backward time evolution in the path integral formulation (compare with Fig. 1.1), this
combination represents a time ordered Green’s function

iG++(t, t′) = 〈φ+(t)φ∗+(t′)〉
= θ(t− t′)Tr

(
b(t)b†(t′)ρ

)
+ θ(t′ − t)Tr

(
b†(t′)b(t)ρ

)
≡ iGT(t, t′),(1.2.3)

where the operator with the larger absolute time is placed on the left of the operator with
the smaller absolute time.
For γ = δ = −, both operators are ordered in time as well, however, this time they are

7For simplicity, we imply U(1) invariance, i.e. strict particle number conservation for the present
situation, such that off-diagonal terms ∼ 〈φ∗φ∗〉 are exactly zero.
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ordered on the minus contour, i.e. on the right of the density matrix, for which larger times
are placed on the right of smaller times and correspondingly the operators are anti-time
ordered

iG−−(t, t′) = 〈φ−(t)φ∗−(t′)〉
= θ(t′ − t)Tr

(
ρb(t)b†(t′)

)
+ θ(t− t′)Tr

(
ρb†(t′)b(t)

)
≡ iGT̃(t, t′). (1.2.4)

For the other two possibilities, where γ 6= δ, the operators are place each on a distinct
contour, such that no time ordering will be performed. The corresponding Green’s func-
tions are the lesser Green’s function, for which the creation operator is on the left of the
annihilation operator

iG+−(t, t′) = 〈φ+(t)φ∗−(t′)〉
= Tr

(
b(t)ρb†(t′)

)
= Tr

(
b†(t′)b(t)ρ

)
≡ G<(t, t′) (1.2.5)

and the greater Green’s function

iG−+(t, t′) = 〈φ−(t)φ∗+(t′)〉
= Tr

(
b†(t′)ρb(t)

)
= Tr

(
b(t)b†(t′)ρ

)
≡ G>(t, t′), (1.2.6)

for which the annihilation operator is on the left of the creation operator. Obviously, there
is some redundancy in these four Green’s functions and we can express the time ordered and
anti-time ordered Green’s function completely in terms of the lesser and greater Green’s
functions, according to

GT(t, t′) = θ(t− t′)G>(t, t′) + θ(t′ − t)G<(t, t′) (1.2.7)

and

GT̃(t, t′) = θ(t− t′)G<(t, t′) + θ(t′ − t)G>(t, t′), (1.2.8)

which follows straightforwardly from Eqs. (1.2.3)-(1.2.6). Due to Eqs. (1.2.7) and (1.2.8),
only the knowledge of two distinct Green’s functions is required, such that the two missing
ones can be constructed as linear combinations of known ones.

In the special case of thermal equilibrium, there is an additional relation, known as the
fluctuation dissipation theorem, which reads

G<(ω) + G>(ω) = (2nB(ω) + 1)
(
G<(ω)−G>(ω)

)
. (1.2.9)

Here, we switched to frequency space and introduced the Bose distribution function8

nB(ω) =
1

eβω − 1
. (1.2.10)

Because of this relation, in thermal equilibrium, it is sufficient to only know a single Green’s
function (time-ordered, anti-time ordered, lesser or greater) such that all other Green’s
functions can be computed. As a consequence of this, the equilibrium path integral is
situated on a single (imaginary time) contour and the Matsubara Green’s function contains
all relevant information on the system. However, this is no longer the case for an system out
of equilibrium, where not only the dynamics have to be determined from the path integral

8For fermionic systems, there exists a similar fluctuation dissipation relation, where the distribution
function is the Fermi-Dirac distribution.
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but also the distribution function of the excitations does not longer coincide with a thermal
Bose distribution. The latter point, of course, renders the fluctuation dissipation relation
in its equilibrium version (i.e. Eq. (1.2.9)) invalid. As a consequence, the knowledge of at
least two distinct Green’s functions is required out of equilibrium.

In the previous section, we showed that it is impossible to construct a path integral based on
a single contour for systems that are either driven and therefore not in thermal equilibrium
or that are evolving in time, starting from a non-thermal initial state. For both of these
situations, a two contour formalism is required as has been introduced in Sec. 1.1.
In this section, we illustrated that it is no longer sufficient for the dynamics to only have
the knowledge on a single (imaginary time) Green’s function but at least two Green’s
functions are required as soon as the distribution function of the system is not thermal
and consequently an equilibrium fluctuation dissipation relation does not hold. These two
results are of course closely related to each other and the deeper reason for them is simply
that for an out of equilibrium system, both response and correlations have to be determined
and described independently.

1.3 KELDYSH ROTATION AND FLUCTUATION-DISSIPATION RE-
LATION

The Green’s function in the (±)-basis contains a lot of redundancy and has no obvious
structural properties. This implies complex diagrammatic rules and causal constraints[99].
Both of these issues can be overcome by the so-called Keldysh rotation, which we will
introduce in the following. It reduces the redundancy in the Green’s functions and implies
a simplified fluctuation dissipation relation in a physically more appealing representation.
As a further consequence, the initial conditions (1.1.37) can be implemented directly in
terms of the initial correlations of the system.

The complete Green’s function matrix in the (±)-basis reads

G̃(t, t′) =

〈(
φ+(t)
φ−(t)

)
(
φ∗+(t′),φ∗−(t′)

)
〉

=

(
GT(t, t′) G<(t, t′)
G>(t, t′) GT̃(t, t′)

)
. (1.3.1)

The Keldysh basis is spanned by the fields φc and φq according to the transformation

(
φc(t)
φq(t)

)
=

1√
2

(
1 1
1 −1

)(
φ+(t)
φ−(t)

)
=

1√
2

(
φ+(t) + φ−(t)
φ+(t)− φ−(t)

)
. (1.3.2)

The field φc is referred to as the classical field and the field φq as the quantum field. The
reason for this nomenclature is that the field φc can acquire a finite expectation value,
while the expectation value of the field φq is always zero, by definition. In a Landau type
action for phase transitions, the field φc represents the order parameter field, which goes
to zero at a second order phase transition, while the field φq is the response field, which is
the generator of response functions.

1.3 Keldysh Rotation and Fluctuation-Dissipation Relation 29



The Green’s function in the Keldysh basis transforms to

G(t, t′) =
1
2

(
1 1
1 −1

)(
GT(t, t′) G<(t, t′)
G>(t, t′) GT̃(t, t′)

)(
1 1
1 −1

)

=

(
G<(t, t′) + G>(t, t′) θ(t− t′) (G>(t, t′)−G<(t, t′))

θ(t′ − t) (G<(t, t′)−G>(t, t′)) 0

)
(1.3.3)

≡
(

GK(t, t′) GR(t, t′)
GA(t, t′) 0

)
=

〈(
φc(t)φ∗c(t′) φc(t)φ∗q(t′)
φq(t)φ∗c(t′) φq(t)φ∗q(t′)

)〉
. (1.3.4)

Eq. (1.3.3) follows from a direct application of the definition of GT,T̃ in terms of G<,>

according to Eqs (1.2.7), (1.2.8). The elements of the Green’s function (1.3.4) are the
retarded/advanced Green’s function GR/A with the property

GA =
(
GR)† (1.3.5)

and an retarded, advanced structure in time. The retarded and advanced Green’s function
contain information on the response of the system to external perturbations and on its
spectral properties. The difference is nothing but the spectral function

GR(t, t′)−GA(t, t′) = G>(t, t′)−G<(t, t′) (1.3.6)
GR(ω)−GA(ω) = A(ω) ≡ 〈δ(ω −H)〉. (1.3.7)

The structure of the Green’s function (1.3.4) is called causal structure and it is preserved
for all physical realizations, i.e. it is tridiagonal, with retarded and advanced components
on the off-diagonal. For an arbitrary n-point function, a product of only quantum fields
has to be zero, which is a consequence of the causality structure.

In terms of bosonic operators, the retarded Green’s functions is

GR(t, t′) = −iθ(t− t′)〈
[
b(t), b†(t′)

]
〉 (1.3.8)

and the so-called Keldysh Green’s function GK, which is the expectation value of two
classical operators, is

GK(t, t′) = −i〈{b(t), b†(t′)}〉. (1.3.9)

It contains informations on the correlations, for instance the occupation of excitations and
therefore informations on the initial state. The Keldysh Green’s function is anti-hermitian,
i.e.

GK = −
(
GK)† . (1.3.10)

It is parametrized as

GK = GR ◦ F− F ◦GA, (1.3.11)

where F is a hermitian function and ◦ denotes the convolution in the corresponding param-
eter space (i.e. temporal and spatial degrees of freedom). The function F is the distribution
function, which contains information on the distribution of excitations in the system. The
parametrization in Eq. (1.3.11) allows the separation of spectral properties and correlation
properties, which are both encoded in the Keldysh Green’s function.
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The inverse of the Green’s function in Eq. (1.3.4) determines the quadratic part of the
action (or in other words, the quadratic part of the action determines the bare Green’s
function) according to

S =

∫ (
φ∗c ,φ

∗
q
)
G−1

(
φc

φq

)
. (1.3.12)

The inverse of Eq. (1.3.4) is

G−1 =

(
0

(
GA)−1

(
GR)−1 −

(
GR)−1GK (GA)−1

)
≡
(

0 DA

DR DK

)
. (1.3.13)

The retarded and advanced sectors of this matrix are determined by the Liouvillian L
alone, while the Keldysh sector (i.e. DK) is determined from the dissipative parts in the
Liouvillian as well as from the initial state. Inserting the parametrization of the Keldysh
Green’s function in Eq. (1.3.11) into the definition of DK, one finds

DK = DR ◦ F− F ◦DA. (1.3.14)

This defines the Keldysh part of the action in terms of the Liouvillian properties (which
determine DR/A) as well as the distribution function of the particles (or excitations) F.
If F is known at t = 0, the computation of the matrix element for the initial state in
Eq. (1.1.37) is no longer required in order to determine the quadratic part of the action.
Of course, this captures only the quadratic initial correlations in the system but it doesn’t
include higher order correlations up to this point. However, for many realizations (that
we will encounter in this thesis) it is sufficient to know the quadratic initial correlations in
order to describe the systems dynamics. These realizations include:
i) quench procedures, for which the initial state is a Gaussian or thermal state and therefore
fulfills an equilibrium fluctuation dissipation relation at t = 0.
ii) steady states for dissipative systems, for which the initial state does not play any role
for the late time dynamics in which the steady state is approached.
iii) disordered systems, for which typically the Liouvillian alone determines the critical
properties, as the disorder induced localization is a pure response property.
However, there are as well examples in the literature, which have shown cases in which
the quadratic initial correlations are by far not sufficient to describe the dynamics in
a reasonable way. The most prominent of these might be a fermionic Luttinger Liquid
connecting two fermionic reservoirs with different chemical potential [76, 75, 77].

The intention of this chapter is to derive the Keldysh action for a system with dynamics
described by a quantum master equation. These include Hamiltonian systems alone, as
well as driven-dissipative systems coupled to an external bath. While for the former, the
Keldysh contour is only required for disordered systems (which can again be seen as systems
coupled to a quenched bath) and systems which are initialized in an out of equilibrium
state, the latter will always require a path integral on the Keldysh contour because of
the presence of the quantum jump operators. We introduced the basic Green’s functions
on the (±)-contour and discussed their properties and finally introduced the framework in
which this thesis will be settled. Namely the Keldysh representation of the non-equilibrium
path integral. In this last section, we provided basic information on the Keldysh Green’s
functions, fluctuation-dissipation relations and the determination of the initial correlations,
which are required for an analysis of non-equilibrium systems in terms of the Keldysh path
integral.
The above discussion is by far not exhaustive and for further information on the Keldysh
path integral, we refer to the reviewing literature [99, 3].

1.3 Keldysh Rotation and Fluctuation-Dissipation Relation 31
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2 DISSIPATIVE SPIN GLASSES IN OP-
TICAL CAVITIES

In the context of ultracold atoms in multimode optical cavities, the appearance of a
quantum-critical glass phase of atomic spins has been predicted recently [190]. Due to the
long-range nature of the cavity-mediated interactions, but also the presence of a driving
laser and dissipative processes such as cavity photon loss, the quantum optical realization
of glassy physics has no analog in condensed matter, and could evolve into a “cavity glass
microscope” for frustrated quantum systems out-of-equilibrium. Here we develop the non-
equilibrium theory of the multimode Dicke model with quenched disorder and Markovian
dissipation. Using a unified Keldysh path integral approach, we show that the defining fea-
tures of a low temperature glass, representing a critical phase of matter with algebraically
decaying temporal correlation functions, are seen to be robust against the presence of dissi-
pation due to cavity loss. The universality class however is modified due to the Markovian
bath. The presence of strong disorder leads to an enhanced equilibration of atomic and
photonic degrees of freedom, including the emergence of a common low-frequency effective
temperature. The imprint of the atomic spin glass physics onto a “photon glass” makes
it possible to detect the glass state by standard experimental techniques of quantum op-
tics. We provide an unambiguous characterization of the superradiant and glassy phases
in terms of fluorescence spectroscopy, homodyne detection, and the temporal photon cor-
relation function g(2)(τ).

2.1 INTRODUCTION

An emerging theme in the research on strongly correlated ultracold atoms is the creation
of quantum soft matter phases ranging from nematics and smectics [71, 72], liquid crystals
[123], granular materials [97, 180, 153], friction phenomena in nonlinear lattices [160, 191],
to glasses [73, 190, 141, 148, 156]. Realizing glasses with strongly interacting light-matter
systems bears the promise to study some of the most celebrated achievements in statistical
mechanics from a new vantage point. The Parisi solution of mean-field spin glasses [20],
for example, continues to trigger research more than three decades after its discovery in
the early 1980’s, and may have implications for information storage [5] and “frustrated”
optimization algorithms [13]. The latter is related to the inability of a glass to find its
ground state; a feature that makes it inherently non-equilibrium.

Historically, quantum effects in soft matter and glasses have not played a prominent role
because most soft materials are too large, too heavy and/or too hot and therefore way
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outside the quantum regime. Spin and charge glass features have however been invoked
in some electronic quantum materials [20, 135], mainly due to RKKY-type interactions
or randomly distributed impurities providing a random potential for the electrons. How-
ever, here the glassy mechanisms occur often in combination with other more dominant
(Coulomb) interactions, and it is hard to pin down which effects are truly due to glassiness.
Note that the somewhat simpler Bose glass of the Bose Hubbard model [62] (see [79] for a
possible realization in optical cavities), while in the quantum regime, occurs because of a
short-range random potential, and does not generically exhibit some of the hallmark phe-
nomena of frustrated glasses, such as many metastable states, aging, or replica-symmetry
breaking.

It would clearly be desirable to have a tunable realization of genuinely frustrated (quan-
tum) glasses in the laboratory. Recent work on ultracold atoms in optical cavities [73,
190, 141, 79] suggests that it may be possible to create spin- and charge glasses in these
systems, which arise because of frustrated couplings of the atomic “qubits” to the dynam-
ical potential of multiple cavity modes. It is appealing to these systems that the photons
escaping the cavity can be used for in-situ detection of the atom dynamics (“cavity glass
microscope”), and that the interaction mediated by cavity photons is long-ranged. The
latter makes the theoretical glass models more tractable and should allow for a realistic
comparison of experiment and theory.

The phases of matter achievable with cavity quantum electrodynamics (QED) systems
settle into non-equilibrium steady states typically balancing a laser drive with dissipation
channels such as cavity photon loss and atomic spontaneous emission. The notion of
temperature is, a priori, not well defined. A line of recent research on the self-organization
transition of bosonic atoms in a single-mode optical cavity (experimentally realized with
a thermal gas of Cesium [23] and with a Bose-Einstein condensate of Rubidium [26, 15]),
has established the basic properties of the non-equilibrium phase transition into the self-
organized, superradiant phase [56, 133, 105, 143, 144, 149, 19, 49, 140, 170]. In particular
it was shown that, upon approximating the atom dynamics by a single collective spin of
length N/2 and taking the atom number N large, the dynamics can be described by classical
equations of motion [105, 19], and that the phase transition becomes thermal due to the
drive and dissipation [49].

In this chapter, we underpin the previous proposal [190], and show that quenched disorder
from multiple cavity modes, leads to qualitatively different non-equilibrium steady states
with quantum glassy properties. We develop a comprehensive non-equilibrium theory for
many-body multimode cavity QED with quenched disorder and Markovian dissipation.
We pay special attention to the quantum optical specifics of the pumped realization of
effective spin model [55], the laser drive and the finite photon lifetimes of cavity QED.
Using a field theoretic Keldysh formalism adapted to quantum optics, we compute several
observables of the glass and superradiant phases, which are accessible in experiments with
current technology. Our key results are summarized in the following section.

The remainder of the chapter is then organized as follows. In Sec. 2.3 we discuss the multi-
mode open Dicke model in the simultaneous presence of quenched disorder and Markovian
dissipation. Disorder and dissipative baths are contrasted more rigorously in Sec. 2.8. We
switch to a unified description of both these aspects in Sec. 2.4 in the framework of a
Keldysh path integral formulation, and specify the formal solution of the problem in the
thermodynamic limit in terms of the partition sum, which allows to extract all atomic
and photonic correlation and response functions of interest. This solution is evaluated
in Sec. 2.5, with some details in Sec. 2.10. This comprises the calculation of the phase
diagram in the presence of cavity loss, as well as the discussion of correlation and response
functions for both atomic and photonic degrees of freedom, allowing us to uniquely char-
acterize the simultaneous spin and photon glass phase from the theoretical perspective.
We then discuss the consequences of these theoretical findings to concrete experimental
observables in cavity QED experiments in Sec. 2.5.5. The combination of correlation and
response measurements allows for a complete characterization of the phase diagram and in
particular of the glass phase.

The relation between Keldysh path integral and quantum optics observables is elaborated
on further in Sec. 2.9.
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2.2 KEY RESULTS

2.2.1 Non-equilibrium Steady State Phase Diagram
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Figure 2.1: Non-equilibrium steady state phase diagram of the open multimode Dicke
model, as a function of averaged atom-photon coupling J (y-axis) and disorder variance K
(x-axis) and for parameters ω0 = 1 (cavity detuning) and ωz = 0.5 (effective atom detuning)
for different photon decay rates κ. QG is the quantum spin and photon glass, SR the
superradiant phase. The T = 0 equilibrium phase diagram of Ref. [190] is recovered as
κ→ 0. The SR-QG transition is not affected by κ.

The shape of the phase diagram for the steady state predicted in [190] , with the presence
of a normal, a superradiant, and a glass phase is robust in the presence of Markovian
dissipation, cf. Fig. 2.1. As to the phase diagram, the open nature of the problem only
leads to quantitative modifications. In particular, the characteristic feature of a glass
representing a critical phase of matter persists. The presence of photon decay overdamps
the spin spectrum and changes the universality class of the glass phase, which we now
discuss.

Within the glass phase, we identify a crossover scale ωc ∼ κ proportional to the cavity
decay rate κ, above which the spectral properties of a zero temperature quantum spin
glass are reproduced. Although the finite cavity decay κ introduces a finite scale “above
the quantum critical point of the closed, equilibrium system”, κ acts very differently from
a finite temperature. In particular, below ωc, the spectral properties are modified due to
the breaking of time reversal symmetry by the Markovian bath, while remaining critical.
Due to the low frequency modification, the quantum spin glass in optical cavities formally
belongs to the dynamical universality class of dissipative quantum glasses, such as glasses
coupled to equilibrium ohmic baths [46, 45, 44] or metallic spin glasses [165, 141].
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2.2.2 Dissipative Spectral Properties and Universality Class
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Figure 2.2: Illustration of the dissipative spectral properties and universality class. As a
function of probe frequency ω (y-axis) and the disorder variance K (x-axis), we illustrate
the different regimes in the phase diagram. In the normal phase, for frequencies ω < α
the system is represented by a dissipative Ising model, described by Eq. (2.2.2), while for
frequencies ω > α,ωc it is described by non-universal behavior of a disordered spin fluid.
In the glass phase (K > Kc), there exist two qualitatitvely distinct frequency regimes,
separated by the crossover scale ωc, cf. Eq. (2.2.1). At the lowest frequencies, ω < ωc the
system is described by the universality class of dissipative spin glasses. For ω > ωc, we
find that the system behaves quantitatively as an equilibrium spin glass. For α < ωc and
K < Kc, there exists a dissipative crossover region (D-C in the figure), which is a precursor
of the dissipative spin glass. It shows dissipative Ising behavior for smallest frequencies
and resembles the dissipative glass for frequencies ωc > ω > α.

Spectral properties – The role of the crossover scale between equilibrium and dissipative
spin glass is further illustrated in Fig. 2.2. It is given by

ωc = 2κ

(
1 +

ω2
0

ω2
0 + κ2

+

(
ω2
0 + κ2

)2
√
Kω2

z

)−1
. (2.2.1)

The resulting modifications below this scale, compared to a more conventional equilibrium
glass are due to the Markovian bath, introducing damping. In the normal and superradiant
phases, this allows for the following form of the frequency resolved linearized Langevin
equation for the atomic Ising variables,

1
Z

(
ω2 + iγω + α2

)
x(ω) = ξ(ω), (2.2.2)

modelling the atoms as an effective damped harmonic oscillator, with finite lifetime τ = 1
γ <∞

and α the effective oscillator frequency, with the physical meaning of the gap of the atomic
excitations in our case. The noise has zero mean and 〈ξ(t′)ξ(t)〉 = 2γ

Z Teffδ(t′ − t).

At the glass transition, Z and α scale to zero simultaneously and the frequency dependence
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Figure 2.3: Dissipative spectral properties and universality class of the single-atom spec-
tral density A(ω) (response signal of RF spectroscopy) in the quantum glass phase for
parameters K = 0.01, J = 0.1,ωz = 2,κ = 0.1, ω0 = 0.7. For frequencies ω < ωc below the
crossover scale, the spectral density is overdamped and proportional to

√
ω. For interme-

diate frequencies ω > ωc, A is linear in the frequency, as for the non-dissipative case [190],
which is recovered in the limit κ→ 0.

becomes gapless and non-analytic. In the entire glass phase, the effective atomic low
frequency dynamics is then governed by the form

1
Z̄

√
ω2 + γ̄|ω| x(ω) = ξ(ω), (2.2.3)

which obviously cannot be viewed as a simple damped oscillator any more. The broken
time reversal symmetry manifests itself in γ, γ̄ > 0, thus modifying the scaling for ω → 0.
The crossover between these different regimes is clearly visible in Fig. 2.3.

Universality class – The qualitative modification of the low-frequency dynamics below the
crossover scale ωc implies a modification of the equilibrium quantum spin glass universality
class. The open system Dicke superradiance phase transition, where the Z2 symmetry of
the Dicke model is broken spontaneously due to a finite photon condensate, is enclosed
by a finite parameter regime in which the dynamics is purely dissipative, or over-damped
(see e.g. [49]). Together with the generation of a low frequency effective temperature
(LET), for this reason the single mode Dicke phase transition can be classified within
the scheme of Hohenberg and Halperin [88] in terms of the purely relaxational Model A,
thereby sharing aspects of an equilibrium dynamical phase transition. This situation is
different for the open system glass transition: Here, irreversible dissipative and reversible
coherent dynamics rival each other at the glass transition down to the lowest frequencies.
In particular, the dissipative dynamics fades out faster than the coherent dynamics as
witnessed by larger critical exponents, and there is no regime in the vicinity of the critical
point where either dissipative or coherent dynamics would vanish completely. This behavior
is demonstrated in the inset of Fig. 2.2.5.

We note that, while these findings are unconventional from the viewpoint of equilibrium
quantum glasses, they are not uniquely tied to the presence of the driven, Markovian non-
equilibrium bath. In fact, such behavior is also present in the case of a system-bath setting
in global thermodynamic equilibrium, where the presence of the bath variables modifies
the spectral properties of the spins [45, 46, 141]. Both physical contexts share in common
the time reversal breaking of the subsystem obtained after elimination of the bath modes
and may be seen to belong to the same universality class.
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Figure 2.4: Thermalization into quantum-critical regime of the atomic (red, dashed line)
and photonic (blue lines) distribution functions F(ω) when approaching the glass transition
at a critical disorder variance Kc for ω0 = 1.3,ωz = 0.5,κ = 0.01,Kc = 0.01, J = 0.1 and
varying parameter δ = Kc − K. For larger values of J, i.e. larger distance from the glass
transition, the low frequency effective temperature (LET) 2Teff = limω→0 ωF(ω) of the
photons is much lower than the LET of the atoms and the frequency interval for which
atoms and photons are not equilibrated is larger. When the glass transition is approached,
atoms and photons attain the same LET.

2.2.3 Atom-Photon Thermalization into Quantum-Critical Regime

As in the driven open Dicke model, the statistical properties of atoms and photons are
governed by effective temperatures at low frequencies. The effective temperature differs
in general for the two subsystems. Approaching the glass transition, these effective tem-
peratures are found to merge. The finite cavity decay enables this mechanism but κ does
not directly play the role of effective temperature. This mechanism pushes the hybrid
system of atoms and photons in the glass phase into a quantum-critical regime described
by a global effective temperature for a range of frequencies. This quantum critical regime
retains signatures of the underlying quantum critical point.

The Markovian bath not only affects the spectral properties, but also governs the statistical
properties of the system. The main statistical effect is the generation of a LET for the
atomic degrees of freedom, for which we find

Teff =
ω2
0 + κ2

4ω0
(2.2.4)

throughout the entire phase diagram, and taking the same value as in the single-mode case
(in the absence of spontaneous emission for the atoms). This thermalization of the atoms
happens despite the microscopic driven-dissipative nature of the dynamics, and has been
observed in a variety of driven open systems theoretically [138, 54, 47, 149, 48, 51, 202, 181]
and experimentally [112]. Below this scale, the occupation properties are governed by an
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Figure 2.5: Emergent photon glass phase with algebraically decaying photon correlation
function g(2)(τ) at long times, for parameters ω0 = 1,κ = 0.4,ωz = 6, J = 0.4,K = 0.16.
The time-scale for which algebraic decay sets in is determined by the inverse crossover
frequency ωc, given by Eq. (2.5.11). For comparison, we have also plotted the envelope of
the exponential decay of the correlation function in the normal and superradiant phase.
The short time behavior of the correlation function is non-universal and not shown in the
figure, however, g(2)(0) = 3 due to the effective thermal distribution for low frequencies.
The parameter τ0 = O( 1

ω0
) was determined numerically.

effective classical thermal distribution 2Teff/ω, while above it the physics is dominated by
non-equilibrium effects [49]. For cavity decay κ� ω0, the crossover scale obeys ωc � Teff.
As a consequence, in an extended regime of frequencies between ωc and Teff, the correlations
describe a finite temperature equilibrium spin glass.

In the single-mode open Dicke model, the photon degrees of freedom are also governed by
an effective temperature, which however differs from the one for atoms [49], indicating the
absence of equilibration between atoms and photons even at low frequencies. The increase
of the disorder variance leads to an adjustment of these two effective temperatures, cf. Fig.
2.4. At the glass transition, and within the entire glass phase, the thermalization of the
subsystems is complete, with common effective temperature given in Eq. (2.4.27). This
effect can be understood qualitatively as a consequence of the disorder induced long ranged
interactions, cf. Sec. 2.2.4. These allow to redistribute energy and enable equilibration.

We emphasize that the notion of thermalization here refers to the expression of a 1/ω di-
vergence for the system’s distribution function, as well as the adjustment of the coefficients
for atoms and photons. This provides an understanding for distinct scaling properties of
correlations (where the distribution function enters) vs. responses (which do not depend on
the statistical distribution), which can be addressed separately in different experiments (see
below). Crucially, this notion of “thermalization” does not mean that the characteristics
features of the glass state are washed out or overwritten.
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Figure 2.6: Cavity glass microscope set-up: Atoms are placed in a multimode cavity
subject to a transversal laser drive with pump frequency ωp. The atoms are fixed at random
positions by an external speckle trapping potential over regions inside the cavity, wherein
mode functions g(ki,xl) randomly change sign as a function of the atomic positions, in
order to provide frustration, as well as vary in magnitude. The more cavity modes, the
better, and in particular the regime where the ratio of the number of cavity modes (M)
over the number of atoms (N), α = M/N is kept sizable is a promising regime for glassy
behavior [5, 73]. Photons leaking from the cavity with rate κ give rise to additional
dissipative dynamics and allow for output detection measurements.

2.2.4 Emergent Photon Glass Phase

The strong light-matter coupling results in a complete imprint of the glass features of the
atomic degrees of freedom onto the photons in the cavity. We refer to the resulting state
of light as a photon glass highlighting the connection of multimode cavity QED to random
lasing media [9, 7].

The photon glass is characterized by a photonic Edwards-Anderson order parameter signal-
ing infinitely long memory in certain temporal two-point correlation function. This implies
that a macroscopic number of photons is permanently present in the cavity (extensive scal-
ing with the system size), which are however not occupying a single mode coherently, but
rather a continuum of modes. The presence of a continuum of modes at low freqeuency is
underpinned by the slow algebraic decay of the system’s correlation functions as shown for
the photon correlation function in Fig. 2.5. This is a consequence of the disorder-induced
degeneracies. g(2)(τ) is accessible by detecting the photons that escape the cavity.

2.2.5 Cavity Glass Microscope

The cavity set-up of Fig. 2.6 should allow for unprecedented access to the strongly coupled
light-matter phase with disorder. Adapting the input-output formalism of quantum optics
[42, 65] to the Keldysh path integral, we provide a comprehensive experimental charac-
terization of the various phases in terms of the cavity output spectrum and the photon
correlations g(2)(τ) in the real time domain.
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This continues and completes a program started in [49] of setting up a translation table
between the language and observables of quantum optics, and the Keldysh path integral
approach. The frequency and time resolved correlations can be determined via fluores-
cence spectroscopy, cf. Fig. 2.2.5, and the measurement of g(2)(τ) follows time-resolved
detection of cavity output, cf. Fig. 2.5. The fluorescence spectrum shows a characteristic
1√
ω
divergence for small frequencies ω < ωc. This indicates a macroscopic but incoherent

occupation of the cavity as anticipated above: The glass state is not characterized by a
single-particle order parameter where a single quantum state is macroscopically occupied,
and which would result in (temporal) long range order such as a superradiant condensate.
Rather it is characterized by a strong and infrared divergent occupation of a continuum of
modes, giving rise to temporal quasi-long range order. This phenomenology is reminiscent
of a Kosterlitz-Thouless critical phase realized e.g. in low temperature weakly interacting
Bose gases, with the difference that spatial correlations are replaced by temporal correla-
tions.

Finally, the combined measurement of response and correlations enables the quantitative
extraction of the effective temperature.

2.3 MULTIMODE OPEN DICKE MODEL

In this section, we explain the model for fixed atoms in an open multimode cavity subject
to a transversal laser drive shown in Fig. 2.6. We first write down the explicitly time-
dependent Hamilton operator for a level scheme involving two Raman transitions proposed
by Dimer et al. [55]. We then transform this Hamiltonian to a frame rotating with the
pump frequency. This eliminates the explicit time dependencies in the Hamiltonian at the
expense of violating detailed balance between the system and the electromagnetic bath
surrounding the cavity. The bath becomes effectively Markovian in accordance with stan-
dard approximations of quantum optics. Finally, we eliminate the excited state dynamics
to arrive at a multimode Dicke model with tunable couplings and frequencies.

2.3.1 Hamilton Operator

The unitary time evolution of the atom-cavity system with the level scheme of Fig. 2.8
follows the Hamiltonian

Ĥ = Ĥcav + Ĥat + Ĥint + Ĥ(t)pump, (2.3.1)

which we now explain one-by-one. The cavity contains M photon modes with frequencies
νi

Ĥcav =
∑M

i=1 νia
†
i ai, (2.3.2)

which we later take to be in a relatively narrow frequency range νi ≈ ν0 such that the modes
couple with comparable strengths to the detuned internal transition shown in Fig. 2.8. The
atom dynamics with frequencies given relative to the lower ground state |0〉 is

Ĥat =
N∑

`=1

ωr|r`〉〈r`|+ ωs|s`〉〈s`|+ ω1|1`〉〈1`|. (2.3.3)
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Figure 2.7: Cavity glass microscope output of a typical fluorescence spectrum S(ω) (not
normalized), decomposed in coherent Sc and incoherent part Sinc for the three distinct
phases in the multimode Dicke model. The parameters J,K are varied, while ω0 = 1,κ =
0.1,ωz = 0.5 are kept fixed for each panel. Normal phase, (J,K) = (0.13, 0.008). Central
and outer doublets are visible but broadened by the disorder, only the incoherent contri-
bution is non-zero. Superradiant phase, (J,K) = (0.4, 0.008). The central doublets have
merged due to the presence of a critical mode at ω = 0. At zero frequency there is a co-
herent δ-contribution indicated by the arrow (dashed). Glass phase, (J,K) = (0.13, 0.017).
There is a characteristic 1√

ω
divergence for small ω < ωc due to the non-classical critical

modes at zero frequency. The peak at ω = 0 is incoherent and can therefore easily be
discriminated from the coherent peak in the middle panel. Scaling of correlations. The
inset in the upper panel shows the behavior of the peak distance of S(ω) in the normal
phase when approaching the glass phase. The two peaks approach each other and merge
at the glass transition. The distance follows the dominant coherent exponent αδ ∝ δ

3
2 , cf.

Sec. 2.2.2.

The interaction between the atoms and cavity modes

Ĥint =

N∑

`=1

M∑

i=1

(
gr(ki,x`)|r`〉〈0`|+ gs(ki,x`)|s`〉〈1`|

)
âi + H.c. (2.3.4)
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involves a set of cavity mode functions g(ki,x`) which depend on the wave vector of the
cavity mode ki and the position of the atom x`. The pump term

Ĥpump(t) =

N∑

`=1

(
e−iωp,rt Ωr(kr,x`)

2 |r`〉〈1`|

+ e−iωp,st Ωs(ks,x`)
2 |s`〉〈0`|

)
+ H.c. (2.3.5)

does not involve photon operators and induces coherent transitions between the excited
and ground states as per Fig. 2.8. ωp is the (optical) frequency of the pump laser. We
assume the atoms to be homogeneously pumped from the side so that the mode function
of the pump lasers are approximately constant Ωr,s(kr,s,x`) ≈ Ωr,s.
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Figure 2.8: Internal level scheme to generate tunable Dicke couplings between the ground
state levels |1〉, |0〉 and the cavity. Adapted from Dimer et al. [55].

We now transform Eqs. (2.3.1)-(2.3.5) to a frame rotating with the (optical) frequency of
the pump laser, mainly to eliminate the explicit time dependence from the pump term
Eq. (2.3.5) [55]. The unitary transformation operator is Û(t) = exp(−iĤ0t) with Ĥ0 =

(ωp,s − ω′1)
∑M

i=1 a
†
i ai +

∑N
`=1

{
(ωp,r + ω′1) |r`〉〈r`| + ωp,s|s`〉〈s`| + ω′1|1`〉〈1`|

}
, with ω′1 a

frequency close to ω1 satisfying ωp,s−ωp,r = 2ω′1 [55]. We then eliminate the excited states
in the limit of large detuning ∆ to finally obtain the multimode Dicke model

Ĥ =
M∑

i=1

ωiâ
†
i âi +

ωz
2

N∑

l=1

σzl +
∑

i,l

gil
2
σxl

(
â†i + âi

)
, (2.3.6)

with a correspondence of the effective spin operators in Eq. (2.3.6) to the internal atomic
levels

σz` = |1`〉〈1`| − |0`〉〈0`| , σx` = |1`〉〈0`|+ |0`〉〈1`| . (2.3.7)
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The couplings and frequencies are tunable:

ωi = νi − (ωp,s − ω′1) +
g̃2r (ki)

∆r
, ωz = 2(ω1 − ω′1),

gi` =
gr(ki,x`)Ωr

2∆r
, (2.3.8)

where we assume Eq. (15) of Ref. [55] to be satisfied: g2r
∆r

= g2s
∆s

and grΩr
∆r

= gsΩs
∆s

. In
particular the effective spin-photon coupling gi` can now be tuned sufficiently strong to
reach superradiant regimes by changing the amplitude of the pump Ωr. The effective cavity
frequencies receive an additional shift from a mode mixing term aiaj with space averaged
cavity couplings ∼ g̃2/∆r from which we only keep the mode-diagonal contribution (for
running wave cavity mode functions ∼ eikix` this is exact; we do not expect qualitative
changes to our results from this approximation).

The multimode Dicke model with internal atomic levels obeys the same Ising-type Z2
symmetry, (ai ,σ

x
l )→ (−ai ,−σxl ), familiar from the single-mode Dicke model [84, 200, 35,

43, 59, 58]. Therefore, there exists a critical coupling strength Jc, such that the ground
state of the system spontaneously breaks the Z2 symmetry as soon as the average coupling
strength

J ≡ 1
N

N∑

l,m=1

M∑

i=1

gilgim
4

(2.3.9)

exceeds the critical value, J ≥ Jc. The phase transition from the symmetric to the sym-
metry broken, superradiant (SR) phase has been well analyzed for the single-mode Dicke
model and the essential findings, such as the universal behavior for zero and finite temper-
ature transitions [59, 58] or in the presence of dissipation [144, 149, 49], remain valid also
for the multimode case. The superradiant phase is determined by the presence of a photon
condensate, i.e. the emergence of a coherent intra-cavity field [15, 16], which is described
by a finite expectation value of a photon creation operator 〈a†C〉 6= 0. The superradiant
condensate a†C =

∑
i α

C
i a
†
i , with

∑
i |αC

i |2 = 1, is a superposition of many cavity modes
a†i , and its explicit structure depends on the realization of the couplings {gil}.

2.3.2 Markovian Dissipation

In a cavity QED experiment of the type described in Fig. 2.6, the atoms and photons
governed by the Hamiltonian (2.3.6) are additionally coupled to the electromagnetic field
outside the cavity. This leads to the additional processes of spontaneously emitted photons
into the environment and to cavity photon loss through imperfect mirrors, accurately
captured by a Markovian master equation [66, 34]) of the form

∂tρ = −i[Ĥ, ρ] + L(ρ) ≡ Ltot(ρ), (2.3.10)

where ρ is the density matrix of the atom-photon system, Ĥ is the Hamiltonian (2.3.6) and
L is a Liouville operator in Lindblad form

L(ρ) =
∑

α

κα

(
2LαρL

†
α − {L†αLα, ρ}

)
. (2.3.11)

44 Chapter 2 Dissipative Spin Glasses in Optical Cavities



Here, {· , ·} represents the anti-commutator and the Lα are Lindblad or quantum jump
operators. The photon dissipation is described by the Liouvillian

Lph(ρ) =
M∑

i=1

κi

(
2âiρâ

†
i − {â

†
i âi, ρ}

)
, (2.3.12)

where κi is the loss rate of a cavity photon from mode (i). Eq. (2.3.12) describes a Marko-
vian loss process that, while being a standard approximation in quantum optics, violates
detailed balance between the system and the bath. Formally, it can be derived by starting
with a cavity-bath setup in which both are at equilibrium with each other, and performing
the transformation into the rotating frame outlined above Eq. (2.3.6) also on the system-
bath couplings (see Sec. 2.8.3).

In this work, we consider κi < ωi,ωz but of the same order of magnitude. In contrast, the
atomic dissipative dynamics are considered to happen by far on the largest time scale, which
can be achieved in typical cavity experiments [15, 16]. In a recent open system realization
of the single-mode Dicke model [15, 16], spontaneous individual atom-light scattering is
suppressed by five orders of magnitude compared to the relevant system time-scales, such
that atomic dephasing effectively plays no role [15]. As a result, only global atomic loss is
influencing the dynamics, which, however, can be compensated experimentally by steadily
increasing the pump intensity or chirping the pump-cavity detuning [15]. We therefore do
not consider atomic spontaneous emission in this thesis.

2.3.3 Quenched or Quasi-static Disorder

The glassy physics addressed in this chapter arises when the spatial variation of cavity
mode couplings

K =
1
N

N∑

l,m=1

(
M∑

i=1

gilgim
4

)2

− J2, (2.3.13)

is sufficiently large. The specific values of the couplings gil in Eq. (2.3.6) are fluctuating as
a function of the atom (l) and photon (i) numbers and depend on the cavity geometry and
realization of the random trapping potential (Fig. 2.6). After integrating out the photonic
degrees of freedom in Eq. (2.3.6), we obtain the effective atomic Hamiltonian

Heff =
ωz
2

N∑

l=1

σzl −
N∑

l,m=1

Jlmσxl σ
x
m, (2.3.14)

where we introduced the effective atom-atom couplings Jlm =
∑M

i=1
gligim

4 , and at this point
neglected the frequency dependence in the atom-atom coupling term in Eq. (2.3.14). This
is appropriate for ωi ≈ ω0 and ω0 large compared to other energy scales (in particular,
|(ωi − ω0)/ω0| � 1). In order to solve the effective Hamiltonian (2.3.14), it is sufficient
to know the distribution of the couplings Jlm, which itself is a sum over M random vari-
ables. For a large number of modes (M→∞), this distribution becomes Gaussian, ac-
cording to the central limit theorem, with expectation value J and variance K, as defined
in Eqs. (2.3.9), (2.3.13), respectively.

The variables Jlm can be seen as spatially fluctuating but temporally static variables,
connecting all atoms with each other. This may be seen as a coupling to a bath with
random variables Jlm, which vary on time scales τQ much larger than the typical time
scales of the system τS only. The dynamics of the bath is then frozen on time scales of the
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system, and the bath is denoted as quasi-static or quenched [20]. This type of bath is in a
regime opposite to a Markovian bath, where the dynamics of the bath happens on much
faster time scales τM than for the system, τM � τS [66, 34]. We have summarized basic
properties of these baths in Sec. 2.8.

2.4 KELDYSH PATH INTEGRAL APPROACH

In this section, we introduce the Keldysh formalism [100, 99, 49] and derive the set of
self-consistency equations for the atoms and photons from which all our results can be
extracted. We first formulate the open multimode Dicke model Eqs. (2.3.6,2.3.12) as an
equivalent Keldysh action that includes the non-unitary time evolution induced by cavity
decay. In the Keldysh approach, one additionally benefits from the fact that the partition
function

Z = Tr (ρ(t)) = 1 (2.4.1)

is normalized to unity, independent of the specific realization of disorder, and we perform
the disorder average directly on the partition function. We then integrate out the photons
(carefully keeping track of their correlations, as explained below) and derive a set of saddle-
point equations for frequency-dependent correlation functions which can be solved.

2.4.1 Multimode Dicke Action

To describe the photon dynamics, one starts from an action for the coupled system of
cavity photons and a Markovian bath. Then the bath variables are integrated out in Born-
Markov and rotating wave approximations. The resulting Markovian dissipative action for
the photonic degrees of freedom on the (±)-contour reads

Sph =
∑

j

∫ ∞

−∞
dt
(
a∗j+(i∂t − ωj)aj+ − (a∗j−(i∂t − ωj)aj−

− iκ[2aj+a
∗
j− − (a∗j+aj+ + a∗j−aj−)]

)
. (2.4.2)

Here, the creation and annihilation operators have been replaced by time-dependent com-
plex fields. The structure of the master equation (2.3.10) is clearly reflected in the action
on the (±)-contour in Eq. (2.4.2). The first line corresponds to the Hamiltonian part of
the dynamics, with a relative minus sign between (+) and (−) contour stemming from the
commutator. The second line displays the characteristic form of the dissipative part in
Lindblad form.

For practical calculations, it is more convenient to switch from a (±)-representation of the
path integral to the so-called Keldysh or RAK representation. In the latter, the fields on
the (±)-contour are transformed to “classical” aj,c = (aj+ + aj−)/

√
2 and “quantum” fields

aj,q = (aj+ − aj−)/
√
2, where the labeling of these fields indicates that aj,c can acquire a

finite expectation value, while the expectation value of aj,q is always zero. After a Fourier
transformation to frequency space, ai (ω) =

∫
dt ai (t) e

−iωt, the photonic action in Keldysh
representation is obtained as

Sph =

∫

j,ω
(a∗j,c, a

∗
j,q)

(
0 DR

j (ω)

DA
j (ω) DK

j (ω)

)(
aj,c
aj,q

)
, (2.4.3)
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where we used the abbreviation
∫
j,ω =

∑M
j=1
∫ dω

2π . The integral kernel of Eq. (2.4.3) is
the inverse Green’s function in Keldysh space with the inverse retarded/advanced Green’s
function

DR/A
j (ω) = [GR/A

j ]−1(ω) = ω ± iκj − ωj (2.4.4)

and the Keldysh component of the inverse Green’s function

DK
j (ω) = 2iκj. (2.4.5)

From now on, we will focus on the case where the variation in the photon parameters is
much smaller than all other energy scales of this problem and consider only a single photon
frequency ω0 and photon loss rate κ, i.e. |κ− κj| � κ and |ω0 − ωj| � ω0 for all photon
modes (j). As a result all photon Green’s functions are identical with κj = κ and ωj = ω0.
The Green’s function in Keldysh space takes the form

G(ω) =

(
GK(ω) GR(ω)

GA(ω) 0

)
=

(
0 DR(ω)

DA(ω) DK(ω)

)−1
, (2.4.6)

where we already identified retarded/advanced Green’s function GR(ω) in Eq. (2.4.4). The
Keldysh component of the Green’s function is obtained by performing the inversion (2.4.6)
as

GK(ω) = −GR(ω)DK(ω)GA(ω). (2.4.7)

The retarded Green’s function encodes the response of the system to external perturbations
and its anti-hermitian part is proportional to the spectral density

A(ω) = i
(
GR(ω)−GA(ω)

)
, (2.4.8)

since GA(ω) =
[
GR(ω)

]†. The retarded Green’s function GR(ω) and the Keldysh Green’s
function GK(ω) constitute the basic players in a non-equilibrium path integral description,
determining the system’s response and correlations. For a more detailed discussion of a
Keldysh path integral description of cavity photons, we refer the reader to [49].

The atomic sector of the Dicke Hamiltonian (2.3.6) can be mapped to an action in terms
of real fields φl, as long as the physically relevant dynamics happens on frequencies below
ωz [174]. The φ` obey the non-linear constraint

δ(φ2l (t)− 1) =

∫
Dλl(t)eiλl(t)(φ

2
l (t)−1) , (2.4.9)

where λl(t) are Lagrange multipliers, in order to represent Ising spin variables (see Ref. [49]
for further explanation). As a result, we can apply the following mapping to Eq. (2.3.6)

σxl (t) −→ φl(t), (2.4.10)

σzl (t) −→
2
ω2
z

(∂tφl(t))2 − 1, (2.4.11)

On the (±)-contour, we then obtain

Sat =
1
ωz

∫

l,t
(∂tφl+)2 − (∂tφl−)2 , (2.4.12)
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subject to the non-linear constraint

Sconst =
1
ωz

∫

l,t
λl+

(
φ2l+ − 1

)
− λl−

(
φ2l− − 1

)
. (2.4.13)

The atom-photon coupling reads

Scoup =

∫

t,i,l

gil
2

(
φl+

(
a∗i+ + ai+

)
− φl−

(
a∗i− + ai−

))
. (2.4.14)

Transforming to the Keldysh basis and frequency space, the atomic propagator becomes

Sat =
1
ωz

∫

ω,l
(φc,l,φq,l)Dat(ω)

(
φc,l

φq,l

)
+

1
ωz

∫

ω,l
λq,l, (2.4.15)

with

Dat(ω) =

(
λq,l λc,l − (ω + iη)2

λc,l − (ω − iη)2 λq,l

)
. (2.4.16)

Here, η → 0+ plays the role of a regulator that ensures causality for the retarded/advanced
Green’s functions. For the atom-photon coupling in the Keldysh basis, we get

Scoup =

∫

ω,l,j

gil
2

(
(φc,l,φq,l)σx

(
ac,l
aq,l

)
+(a∗c,l, a

∗
q,l)σ

x

(
φc,l

φq,l

))
.

(2.4.17)

For the atomic fields, it is useful in the following to introduce the Keldysh vector Φl(ω) =(
φc,l(ω)

φq,l(ω)

)
, which will simplify the notation in the following.

The Keldysh action for the open multimode Dicke model is then obtained as the sum of
Eqs. (2.4.3,2.4.15, 2.4.17)

S
[
{a†, a ,φ,λ}

]
= Sph + Sat + Scoup. (2.4.18)

2.4.2 Calculation Procedure

We now explain how we solve the Keldysh field theory described by Eq. (2.4.18). The
calculation proceeds in three steps:

1. Integration of the photon modes: This step can be performed exactly via Gaussian
integration, since the action (2.4.18) is quadratic in the photon fields. Note that this does
not mean that we discard the photon dynamics from our analysis. To also keep track of
the photonic observables, we modify the bare inverse photon propagator, Eq. (2.4.3), by
adding (two-particle) source fields µ according to

Dph(ω)→ Dph(ω) + µ(ω), with µ =

(
µcc µcq

µqc µqq

)
. (2.4.19)
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Atoms Photons

Qcc(t) = QK(t) = −i
〈
{σxl (t),σxl }

〉
Gcc(t) = GK(t) = −i

〈
{am(t), a†m}

〉

ψc√
2

= 〈σxl 〉 Qcq(t) = QR(t) = −iΘt
〈
[σxl (t),σxl ]

〉
Gcq(t) = GR(t) = −iΘt

〈
[am(t), a†m]

〉

ψq(t) = 0 Qqc(t) = QA(t) =
(
QR(t)

)† Gqc(t) = GA(t) =
(
GR(t)

)†
Qqq(t) = 0 Gqq(t) = 0

Table 2.1: Translation table for the atomic order parameter and Green’s functions, from
now on labeled with Q, and the intra-cavity photon Green’s function, labeled with G. For
simplicity, we have implicitely assumed time translational invariance.

The photon Green’s functions are then obtained via functional variation of the partition
function with respect to the source fields

GR/A/K(ω) =
δ

δµqc/cq/cc(ω)
Z
∣∣∣∣
µ=0

. (2.4.20)

The resulting action is a sum of the bare atomic part (2.4.15) and an effective atom-atom
interaction

Sat-at = −
∫

ω

∑

l,m

JlmΦT
l (−ω)Λ(ω)Φm(ω), (2.4.21)

with atom-atom coupling constants Jlm defined in (2.3.14) and the frequency dependent
coupling

Λ(ω) =
1
2
σx
(
G0 (ω) + GT

0 (−ω)
)
σx, (2.4.22)

which is the bare photon Green’s function G0 after symmetrization respecting the real
nature of the Ising fields Φl. We note that the information of the photonic coupling to the
Markovian bath is encoded in Λ(ω).

2. Disorder average: The coupling parameters Jlm are considered to be Gaussian dis-
tributed and the corresponding distribution function is determined by the expectation
value and covariance of the parameters Jlm

Jlm =
J
N
, (2.4.23)

δJlmδJl′m′ =
K
N

(δll′δmm′ + δlm′δml′) ≡ K̂lml′m′ , (2.4.24)

where the line denotes the disorder average and δJlm = Jlm − Jlm represents the variation
from the mean value. The disorder averaged partition function can be expressed as

Z =

∫
D ({Φ,λ, J}) ei(Sat+Sat-at+Sdis), (2.4.25)

with the disorder “action”

Sdis =
i
2

∑

l,m,l′,m′

(
Jlm − Jlm

)
K̂−1lml′m′

(
Jl′m′ − Jl′m′

)
, (2.4.26)
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describing a temporally frozen bath with variables Jlm. Performing the disorder aver-
age, i.e. integrating out the variables Jlm in the action (2.4.25) replaces the parameters
Jlm → J/N in (2.4.21) by their mean value. Furthermore, the variance K introduces a
quartic interaction term for the atomic Ising variables which is long-range in space

Sat-4 =
iK
N

∫

ω,ω′

∑

l,m

(ΦlΛΦm) (ω) (ΦlΛΦm) (ω′), (2.4.27)

with the shortcut (ΦlΛΦm)(ω) ≡ ΦT
l (ω)Λ(ω)Φm(ω).

3. Collective variables: Atomic order parameter and Green’s function: To decouple the
spatially non-local terms in (2.4.21) and (2.4.27), we introduce the Hubbard-Stratonovich
fields ψα and Qαα′ with α,α′ = c, q, which represent the atomic order parameter

ψα(ω) =
1
N

∑

l

〈φα,l(ω)〉 (2.4.28)

and average atomic Green’s function

Qαα′(ω,ω′) =
1
N

∑

l

〈φα,l(ω)φα′,l(ω′)〉. (2.4.29)

Now, the action is quadratic in the original atomic fields φ`, and so these can be integrated
out. The resulting action has a global prefactor N and we will perform a saddle-point
approximation which becomes exact in the thermodynamic limit and upon neglecting fluc-
tuations of the Lagrange multiplier. We replace the fluctuating Lagrange multipliers λl(t)
by their saddle-point value λl(t) = λ. In the steady state, the atomic observables become
time-translational invariant which restricts the frequency dependence of the fields to

ψα(ω) = 2πδ(ω)ψα, (2.4.30)
Qαα′(ω,ω′) = 2πδ(ω + ω′)Qαα′(ω). (2.4.31)

2.4.3 Saddle-point Action and Self-consistency Equations

The saddle-point action is given by the expression

S/N = −2λq
ωz

+

∫

ω
ΨT(−ω)

[
JΛ(ω)− J2Λ(ω)G̃(ω)Λ(ω)

]
Ψ(ω)

− i
2
Tr
[
ln G̃(ω)

]
+ iKTr [ΛQΛQ] (ω), (2.4.32)

with the “Green’s function”

G̃(ω) =
(
Dat(ω)− 2KΛ(ω)Q(ω)Λ(ω)

)
(2.4.33)

and the field ΨT = (ψc,ψq). The matrices Λ, G̃ and Q in Eq. (2.4.32) possess Keldysh
structure, i.e. they are frequency dependent triangular matrices with retarded, advanced
and Keldysh components. The matrix Λ contains the photon frequencies ω0, the decay rate
κ, and also depends on the photon Lagrange multiplier µ, so that all photon correlations
can be extracted from Eq. (2.4.32).
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Atomic Sector

In order to find a closed expression for the macroscopic fields {Φ, Q} and to determine
the saddle-point value for the Lagrange multiplier λ, we have to evaluate the saddle-point
equations

δS
δX

!
= 0, with X = Qαα′ ,ψα,λα, α = c, q. (2.4.34)

In stationary state, λq = ψq = Qqq = 0 by causality and we set λc = λ and ψc = ψ for
convenience.

The saddle-point equation for λq expresses the constraint

2 =

∫

ω
iQK(ω) = iQK(t = 0) = 2

1
N

N∑

l=1

〈(σxl )2〉, (2.4.35)

which has been reduced to a soft constraint, present on average with respect to (l), com-
pared to the original hard constraint, (σxl )2 = 1 for each (l) individually.

In the superradiant phase and in the glass phase, the spin attain locally “frozen” configura-
tions. The correlation time of the system becomes infinite, expressed via a non-zero value
of the Edwards-Anderson order parameter

qEA := lim
τ→∞

1
N

N∑

l=1

〈σxl (τ)σxl (0)〉. (2.4.36)

As a consequence, the correlation function QK(ω) is the sum of a regular part, describing
the short time correlations and a δ-function at ω = 0, caused by the infinite correlation
time. We decompose the correlation function according to

QK(ω) = 4iπqEAδ(ω) + QK
reg(ω), (2.4.37)

with the Edwards-Anderson order parameter qEA, being defined in Eq. (2.4.36) and a
regular contribution QK

reg. In the literature [46, 108], this decomposition is referred to as
modified fluctuation dissipation relation (FDR) as also discussed in Sec. 2.8. The saddle-
point equations for atomic response function and the regular part of the Keldysh function
are

QR(ω) =

(
2(λ− ω2)

ωz
− 4K

(
ΛR(ω)

)2QR(ω)

)−1
(2.4.38)

and

QK
reg(ω) =

4K
∣∣QR

∣∣2 ΛK (QAΛA + QRΛR)

1− 4K |QRΛR|2
. (2.4.39)

Eqs. (2.4.35), (2.4.38), (2.4.39) form a closed set of non-linear equations, describing the
physics of the atomic subsystem in the thermodynamic limit, which will be discussed in
Sec. 2.5.
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Photonic Sector

The photon response GR and correlation function GK are determined via functional deriva-
tives of the partition function Z with respect to the source fields µ, as described in (2.4.19)
and (2.4.20). The saddle-point for the partition function is

Z = eiS × Z(0)
ph , (2.4.40)

with the action S from Eq. (2.4.32) and the bare photon partition function Z(0)
ph .

In the Dicke model, the photon occupation ni is not a conserved quantity, such that anoma-
lous expectation values

〈
a2
〉
6= 0 will become important. This has to be taken into account

by introducing a Nambu representation, where the photon Green’s functions become 2× 2
matrices, see Sec. 2.7. Generalizing the source fields µ to include normal and anomalous
contributions, and evaluating the functional derivatives with respect to these fields, results
in the inverse photon response function

DR
2×2(ω) = (2.4.41)(
ω + iκ− ω0 + ΣR(ω) ΣR(ω)(

ΣR(−ω)
)∗ −ω − iκ− ω0 +

(
ΣR(−ω)

)∗

)
. (2.4.42)

Here, the subscript 2× 2 indicates Nambu representation and

ΣR(ω) =
(
ΣR(−ω)

)∗
=

1
2ΛR(ω)

(
ωzDR

at(ω)

2 (ω2 − λ)
− 1
)

(2.4.43)

is the self-energy, resulting from the atom-photon interaction. The Keldysh component of
the inverse Green’s function is

DK
2×2(ω) =

(
2iκ+ ΣK(ω) ΣK(ω)

−
(
ΣK(ω)

)∗ 2iκ−
(
ΣK(ω)

)∗

)
(2.4.44)

with the self-energy

ΣK(ω) = −
(
ΣK(ω)

)∗
=

QK(ω)

4Re (QR(ω)ΛR(ω))
. (2.4.45)

In the Dicke model, the natural choice of representation for the photon degrees of freedom
is the x-p basis, i.e. in terms of the real fields x = 1√

2
(a∗ + a), p = 1√

2i
(a∗ − a), since the

atom-photon interaction couples the photonic x-operator to the atoms. In this basis, the
self-energy gives only a contribution to the x-x component of the inverse Green’s function,
and the inverse response function reads

DR
xp(ω) =

(
2ΣR(ω)− ω0 κ− iω
−κ+ iω −ω0

)
. (2.4.46)

In the limit of vanishing disorder K→ 0, the self-energy approaches the value ΣR(ω) =
Jωz

2(ω2−λ)
, reproducing the result for the single mode Dicke model [49, 59, 58].
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2.5 RESULTS

We now present our predictions from solving the atomic saddle-point equations Eqs. (2.4.35),
(2.4.38), (2.4.39) and then extracting the photonics correlations using Eqs. (2.4.42)-(2.4.46),
in the same order as in the Key Results Section 2.2. In the subsection Cavity Glass Mi-
croscope, we present signatures for standard experimental observables of cavity QED by
adapting the input-output formalism to the Keldysh path integral.

2.5.1 Non-equilibrium Steady State Phase Diagram

The phases in the multimode Dicke model shown in Fig. 2.1 can be distinguished by the
two order parameters, namely the Edwards-Anderson order parameters qEA in Eq. (2.4.36),
indicating an infinite correlation time τ and the ferromagnetic order parameter ψ defined
(Eq. (2.4.30)), indicating a global magnetization:

Normal qEA = 0 ψ = 0
SR qEA 6= 0 ψ 6= 0
QG qEA 6= 0 ψ = 0

In the normal phase, the Edwards-Anderson parameter qEA and the ferromagnetic order
parameter ψ are both zero and Eq. (2.4.35) implicitly determines the numerical value of the
Lagrange parameter λN. In contrast, in the superradiant phase ψ 6= 0, and the Lagrange
parameter can be determined analytically to be

λSR =
ωzω0
ω2
0 + κ2

(
J +

K
J

)
. (2.5.1)

In the quantum glass phase the Lagrange parameter is pinned to

λQG =
ωzω0
ω2
0 + κ2

√
K. (2.5.2)

The normal phase is characterized by a vanishing Edwards-Anderson order parameter, and
the corresponding Lagrange multiplier λN is determined via the integral

0 = 2− i
∫

ω
QK

reg(ω)

∣∣∣∣
λ=λN

. (2.5.3)

The normal-SR phase border is located at the line for which λN = λSR, while the normal-
QG transition happens at λN = λQG. In the same way, the transition between superradiant
phase and quantum glass phase happens when ψ vanishes for finite qEA 6= 0. This is the
case for

λSR = λQG ⇔ K = J2. (2.5.4)

The phase diagram for the open system for different values of the photon dissipation κ
is shown in Fig. 2.1. As can be seen from this figure, the qualitative features of the zero
temperature phase diagram [190] are preserved in the presence of dissipation. However,
with increasing κ, the phase boundaries between normal and SR, QG phase are shifted to
larger values of J, K respectively, while the QG-SR transition is still located at the values
for which J2 = K as for the zero temperature equilibrium case. Finite dissipation neither
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Analytic expressions SR to
QG

Normal to
QG

QR(ω) =

Zδ
(

(ω + iγδ)2 − α2δ
)−1

αδ =
√
2(ω20+κ2)
8
√
K
3
κ
× δ

3
2

∣∣∣ δ
log(δ)

∣∣∣
3
2

γδ =
ω20+κ2

16K2κ
× δ2

∣∣∣ δ
log(δ)

∣∣∣
2

Zδ =
ω0(ω20+κ2)
8
√
K
5
κ2
× δ3

∣∣∣ δ
log(δ)

∣∣∣
3

Table 2.2: Atomic spectral response and scaling behavior approaching the glass transi-
tion in two different ways. The normal to glass transition shows logarithmic corrections
compared to the SR to QG transition. The logarithmic scaling correction is a typical
feature of the glass transition and has also been found for T = 0 and finite temperature
glass transitions in equilibrium [203, 134]. We see that the lifetime of the excitations γδ
scales differently from the excitation energy αδ, which indicates a strong competition of
the reversible quantum dynamics and the classical relaxational dynamics. Although the
inverse lifetime scales faster to zero than the excitation energy, there is no point before
the transition, where one of these quantities becomes exactly zero as it was the case for
the superradiance transition. The described behavior at the glass transition means that
there is no purely relaxational low energy theory which is able to describe the dynamics
close to the transition. It does not fall into the Halperin-Hohenberg classification of dissi-
pative dynamical systems, but belongs to the universality class of dissipative spin glasses
[165, 46, 45, 44].

favors the QG nor the SR phase and as a result, the competition between disorder and
order is not influenced by the dissipative dynamics. The line at K = 0, i.e. zero disorder,
describes the normal-SR transition for the single mode Dicke model, which is known to be
located at Jc =

ω20+κ2

4ω0 ωz [49, 59, 58]. This result is exactly reproduced within our approach.

2.5.2 Dissipative Spectral Properties and Universality Class

The atomic excitation spectrum and the influence of the system-bath coupling on the
atomic dynamics are encoded in the retarded atomic Green’s function, which is identical
to the atomic linear susceptibility, QR(ω) = χ(1)(ω). It describes the response of the atomic
system to a weak perturbation as, for instance, the coupling to a weak coherent light field
(see Sec. 2.9.1), and its imaginary part determines the atomic spectral response

A(ω) = −2Im
(
QR(ω)

)
, (2.5.5)

which can be measured directly via radio-frequency spectroscopy [188, 82]. The spectral
responseA for the normal and SR phase (the regular part for the latter) is shown in Fig. 2.9.
In order to describe the low frequency behavior of the atomic spectrum, we decompose it
into a regular and singular part, where the singular part captures the critical mode of the
SR phase in terms of a δ-function at zero frequency, which is absent in the normal phase.
The regular part of the spectrum has the same structure for the normal and superradiant

54 Chapter 2 Dissipative Spin Glasses in Optical Cavities



phase, and a derivative expansion of the inverse Green’s function yields the low frequency
response function

QR(ω) = Zδ
(

(ω + iγδ)2 − α2δ
)−1

(2.5.6)

with the analytic expressions for the coefficients given in Table 2.2. This is the Green’s
function of a damped harmonic oscillator with characteristic frequency ω = αδ and damp-
ing γδ, which is described by classical relaxational dynamics and correctly determines the
atomic spectral response for frequencies ω < ||αδ − iγδ|| smaller than the pole. The index
δ in Eq. (2.5.6) indicates that the parameters scale with the distance to the glass transition

δ = Kc −K, (2.5.7)

which happens at K = Kc (δ > 0 in SR and normal phases). Transforming the response
function to the time-domain,

QR(t) = Zδe−γδt cos (αδt) , (2.5.8)

which describes an excitation of the system with inverse lifetime γδ = 1/τδ, energy αδ and
quasi-particle residuum Zδ. For frequencies ω < αδ, the spectral response is determined by
the imaginary part of Eq. (2.5.6), yielding

A(ω) ≈ Zδγδω
α4δ

=
2κ

ω0
√
Kδ

ω. (2.5.9)

This linear behavior is completely determined by parameters of the quenched and the
Markovian bath and vanishes for κ→ 0, resulting in a gap in the spectral weight for the
zero temperature equilibrium case, as discussed in [190]. For ω > αδ, i.e. for ω larger than
the gap, the atomic response function develops a non-analytic square root behavior

A(ω) ∝ √ω − αδ, (2.5.10)

resulting from the quadratic form in Eq. (2.4.38). The scaling of the excitation gap αδ and
the ratio Zδγδ

α4δ
can be obtained directly from the atomic spectral response, as illustrated in

Fig. 2.9, lower panel. At the glass transition, the gap vanishes, such that the square root
behavior starts from ω = 0.

In Table 2.2, we compare the scaling behavior of the atomic spectral response close to the
normal-QG transition versus SR-QG transition lines. At the glass transition, Zδ, γδ and
αδ vanish, which for the latter two results in zero energy excitations with infinite lifetime
and therefore infinite correlation times. The vanishing of the residuum Zδ indicates that
the discrete poles of the system, representing quasi-particles with weight Z, transform into
a continuum represented by a branch cut in the complex plane as illustrated in Fig. 2.10.
As a consequence, a derivative expansion of the inverse propagator is no longer possible in
the quantum glass phase.

When approaching the glass phase, the frequency interval which is described by classical
relaxational dynamics (i.e. [0,αδ]) shrinks and vanishes completely at the transition, where
the system becomes quantum critical. The linear scaling of A(ω) in combination with the
closing of the spectral gap is taken in thermal equilibrium as the defining property of a
quantum glass. However, for a general non-equilibrium setting, the closing of the spectral
gap is only a necessary but not a sufficient condition for the glass phase. The unique
property of the glass transition in a non-equilibrium setting is the emergence of a critical
continuum at zero frequency, which leads to the closing of the gap of the retarded Green’s
function (distinct from the spectral gap). From the structure of the low frequency response
function, Eq. (2.5.6), we see that closing the spectral gap and a linear behavior of the
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Figure 2.9: Regular part of the spectral density A(ω) in the superradiant phase for
parameters K = 0.05 and J = 0.4 and varying κ and ω0. For small frequencies ω < αδ
the spectral density is linear in ω and κ and behaves as a square root for intermediate
frequencies ω > αδ. For the non-dissipative case (κ→ 0), the spectral weight develops
a gap at low frequencies, which is indicated for κ = 10−3 (solid line). The lower panel
depicts the low frequency behavior of A (red, dash-dotted line) for values κ = 0.03 and
ω0 = 0.9. The green (full) and the black (dashed) line indicate the linear, square root
behavior, respectively. Approaching the glass transition, αδ scales to zero ∝ δ 3

2 .

spectral density is a non-trivial (and glass) signature only for a system where time-reversal
symmetry is preserved, i.e. γ = 0. On the other hand, the spectral gap closing is always
present for broken time-reversal symmetry.

Within the glass phase, it is again possible to separate two distinct frequency regimes
delimited by a cross-over frequency

ωc = 2κ

(
1 +

ω2
0

ω2
0 + κ2

+

(
ω2
0 + κ2

)2
√
Kω2

z

)−1
, (2.5.11)

which depends on all system and bath parameters. For ω < ωc, the atomic spectral density
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a)

b)

c)

Figure 2.10: Schematic illustration of the pole structure and critical dynamics in the
present model: a) the normal to superradiance transition in the dissipative Dicke model,
b) the normal to glass transition in the zero temperature equilibrium model, c) the nor-
mal to glass transition in the dissipative model. a) When approaching the superradiance
transition, two of the polaritonic modes advance to the imaginary axis and become purely
imaginary before the transition point. This leads to the effective classical relaxational dy-
namics close to the transition. At the transition point, the Z2 symmetry is broken by only
a single mode approaching zero and becoming critical for J→ Jc.
b) For moderate disorder K, the poles are located on the real axis away from zero. For in-
creasing K, the poles approach zero, with the closest pole scaling proportional to |K−Kc|

1
2 .

At K = Kc the modes form a continuum which reaches zero and becomes quantum criti-
cal. No dissipative dynamics is involved. c) For moderate disorder K, the set of modes is
located in the complex plane, away from zero. For increasing variance K, the modes get
shifted closer to the origin, however, due to the scaling of real (∝ |K−Kc|

3
2 ) and imaginary

part (∝ |K − Kc|2), they neither become purely real nor purely imaginary. At K = Kc a
continuum of modes reaches zero.

is described by

A(ω) =
ω<ωc

sgn(ω)

√
2κ
(
ω2
0 + κ2

)
|ω|

Kω2
0

. (2.5.12)

This unusual square root behavior of the spectral density in the glass phase, illustrated
in Fig. 2.3 and also reflected in the pole structure Fig. 2.10, is a characteristic feature
for glassy systems that are coupled to an environment [45, 141]. It has been discussed
previously in the context of metallic glasses, where collective charges couple to a bath of
mobile electrons [141] or for spin glasses, where the spins couple to an external ohmic
bath [45]. For intermediate frequencies, ω > ωc, the spectral density is linear, as it is
known for the non-dissipative zero temperature case. In the limit κ→ 0, ωc is shifted
to smaller and smaller frequencies, vanishing for κ = 0. The cross-over frequency ωc sets
a time-scale tc = 1

ωc
, such that for times t < tc the system behaves as if it were isolated
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and one would observe the behavior of a T = 0 quantum glass for (relative) time scales
t < tc in experiments. On the other hand, the long time behavior, t > tc, of the atoms
is described by overdamped dynamics, resulting from the coupling of the photons to a
Markovian bath. This is a strong signature of low frequency equilibration of the atomic
and photonic subsystem, which happens exactly at the glass transition (see Sec. 2.5.3).

2.5.3 Atom-Photon Thermalization

We now discuss thermalization properties. The presence of quenched disorder in our model
leads to an effective quartic atom-atom interaction, shown in Eq. (2.4.27), which allows for
an energy redistribution to different frequency regimes.

Atom Distribution Function

In order to determine the atomic distribution function Fat(ω), we make use of the FDR
(see Sec. 2.8, Eq. (2.8.3)), which for the atoms described by a scalar degree of freedom
simplifies to

QK(ω) = Fat(ω)
(
QR(ω)−QA(ω)

)
. (2.5.13)

The atomic correlation function QK is determined via Eq. (2.4.39). This equation contains
the photonic Keldysh Green’s function via ΛK(ω), and it is therefore evident, that the
atomic distribution function will depend on the distribution function of the bare photons.
The bare photon distribution function fph(ω) is again defined via the FDR, reading

GK
0 (ω) = fph(ω)

(
GR

0 (ω)−GA
0 (ω)

)
, (2.5.14)

with the bare photon response and correlation functions GR/A/K
0 . Decomposing f = fS + fAS

into a symmetric fS(ω) = fS(−ω) and an anti-symmetric fAS(ω) = −fAS(−ω) contribution
allows us to rewrite ΛK(ω) in Eq. (2.4.39) as

2ΛK(ω) = GK
0 (ω) + GK

0 (−ω)

= 2fAS(ω)
(
ΛR(ω)− ΛA(ω)

)
+ fS(ω)

(
gR(ω) + gR(−ω)− gA(ω)− gA(−ω)

)

= 2
(
fAS(ω) +

ω2 + κ2 + ω2
0

2ωω0
fS(ω)

)(
ΛR(ω)− ΛA(ω)

)
. (2.5.15)

Inserting this result into the expression for the correlation function (2.4.39), and making
use of Eq. (2.4.40) and its complex conjugate yields

QK
reg =

(
fAS +

ω2 + κ2 + ω2
0

2ωω0
fS
)(

QR −QA) (2.5.16)

and thus identifies the atomic distribution function

Fat(ω) = fAS(ω) +
ω2 + κ2 + ω2

0
2ωω0

fS(ω). (2.5.17)

This very general expression for the atomic distribution function incorporates the two
most important examples, either a coupling to a thermal or a Markovian bath. For the
coupling to a heat bath, the bare photonic distribution function is fully anti-symmetric with
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fAS(ω) = coth
(
ω
2T

)
, fS(ω) = 0, which implies that the atoms will be distributed according

to a thermal distribution as well and experience the same temperature T as the photons.
For the case of dissipative photons, the bare distribution function of the photons is fully
symmetric, with fS(ω) = 1, fAS(ω) = 0. Therefore the atomic distribution function for this
system is

Fat(ω) =
ω2 + κ2 + ω2

0
2ωω0

. (2.5.18)

For small frequencies ω �
√
ω2
0 + κ2, the atomic distribution function diverges as Fat(ω) ∼ 1

ω .
This is the same asymptotic low frequency behavior as for the thermal distribution func-
tion coth

(
ω
2T

)
∼ 2T

ω , such that for low frequencies, the system is effectively described by a
thermal distribution with a non-zero low frequency effective temperature (LET)

Teff = lim
ω→0

ωFat(ω)

2
=
ω2
0 + κ2

4ω0
. (2.5.19)

The atomic distribution Fat and low-frequency effective temperature Teff in Eqs. (2.5.18),
(2.5.19) is identical to the distribution function and LET of the photonic x-component,
which is obtained by expressing the photonic action in terms of the x and p component,
p = i√

2
(a† − a), and subsequently integrating out the p component. This procedure is

shown in Sec. 2.10. From the resulting action, the x component is described by a distribu-
tion function Fxx(ω) = Fat(ω), resulting from the coupling of the photons to the Markovian
bath. Due to the strong atom-photon interaction, the atoms and the photonic x component
equilibrate, resulting in the same distribution function and LET.

Photon Distribution Function

To compute the photon distribution function, we use the FDR

GK(ω) = GR(ω)Fph(ω)− FphGA(ω), (2.5.20)

which in this case is an equation for the 2×2 matrices GR/A/K and F. The matrix F solving
Eq. (2.5.20) is not diagonal, and the distribution of the excitations is determined by its
eigenvalues fα. These are shown in Fig. 2.4 and illustrate the thermalization process of the
system. In the normal and superradiant phase, the photons have a lower LET than the
atoms, resulting from the frequency regime for which the dynamics is classical relaxational.
As for the spectral response, when the glass transition is approached, this classical region
is shifted towards ω = 0 and the photon LET approaches the atomic effective temperature.
At the transition, the photons and atoms have thermalized completely in the low frequency
regime.

2.5.4 Emergent Photon Glass

In the glass phase, the condensate order parameter 〈ai〉 ∝ 1
N
∑

l〈σxl 〉 = ψ vanishes for
all photon modes (i). However there exists a photon version of the Edwards-Anderson
parameter

q̃EA = lim
τ→∞

1
M

M∑

i=1

〈xi(t + τ)xi(t)〉 ∝ qEA, (2.5.21)
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Figure 2.11: Spectral equilibration: Photon x-x spectral response Axx(ω) =
−2Im

(
GR

xx(ω)
)
in the glass phase for parameters K = 0.04, J = 0.12,ωz = 2,ω0 = 1,κ =

0.02. As for the SR phase, it shows the same low frequency behavior as the atomic spectral
response −2Im

(
QR(ω)

)
(multiplied with a constant ωzω0

2λ ). As for the atomic spectral den-
sity, one can clearly identify the overdamped regime with the unusual square-root behavior
and the linear regime, separated by the frequency ωc.

where x = 1√
2
(a + a†) is the photon x operator and Eq. (2.5.21) only holds for the x-

x correlations (and for those with finite contributions to x-x). A non-vanishing photon
Edwards-Anderson parameter implies an infinite correlation time for the photons, analo-
gous to the atomic qEA-parameter. This is best illustrated by the correlator in the complex
basis

lim
τ→∞
〈a(t + τ)a†(t)〉 =

1
2

lim
τ→∞
〈x(t + τ)x(t)〉 =

q̃EA
2

, (2.5.22)

where we made use of the fact that the x-p and p-p correlations vanish for τ →∞.
Eq. (2.5.22) implies that a photon which enters the cavity at time t has a non-vanishing
probability to decay from the cavity at arbitrary time t+τ , with τ ∈ [0,∞). This highlights
a connection to photon localization in disordered media [9, 7].

Close to the glass transition, the properties of the atomic system are completely mapped
to the inverse photon Green’s function. In the low frequency and small κ limit, i.e. ω,κ�
ω0,ωz, the inverse photon Green’s function Eq. (2.4.46) has the expansion

DR
x−p(ω) =

(
−ω0ωzDR

at(ω)
2(ω2−λ)

0

0 −ω0

)
, (2.5.23)

such that the atomic low frequency physics is mapped to the photon x-x component.

The determinant of DR
x−p vanishes at the zeros of DR

at, such that the photon propagator
shows the same poles or branch cuts as the atomic propagator, and the scaling behavior
at the glass transition obtained from the photons is identical to the one obtained from the
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atoms. The photon response properties induced by the atom-photon coupling are most
pronounced in the x-x component GR

xx of the retarded photon Green’s function,

GR
xx(ω) =

ω0

(ω + iκ)2 + 2ω0ΣR(ω)− ω2
0
. (2.5.24)

For low frequencies, we can perform the same approximation as above to find

GR
xx(ω) =

2
(
λ− ω2)

ω0ωzDR
at(ω)

=
2
(
λ− ω2)

ω0ωz
QR(ω). (2.5.25)

Close to the glass transition and in the glass phase, the atomic retarded Green’s function QR

determines the low frequency photon x-x response function. This is reflected in Fig. 2.11.
The discussion of the atomic response and scaling behavior in Sec. 2.5.2 remains valid for
the photons.

2.5.5 Cavity Glass Microscope

We now describe three experimental signatures (cavity output fluorescence spectrum, pho-
ton real-time correlation function g(2)(τ), and the photon response via driven homodyne
detection) of the superradiant and glassy phases and their spectral properties. The cavity
output is determined by the cavity input and the intra-cavity photons via the input-output
relation [65, 42]

aout(ω) =
√
2κ ã(ω) + ain(ω), (2.5.26)

with the cavity input annihilation operator ain(ω) and the averaged intra-cavity field

ã(ω) =
1√
M

M∑

i=1

ai (ω) (2.5.27)

accounting for the M distinct cavity modes.

Cavity-output Fluorescence Spectrum

The fluorescence spectrum S(ω) describes the (unnormalized) probability of measuring a
photon of frequency ω at the cavity output [55], and is defined by

S(ω) = 〈a†out(ω)aout(ω)〉, (2.5.28)

where a†out(ω), aout(ω) are creation, annihilation operators of the output field. Considering
a vacuum input field, the fluorescence spectrum is expressed solely by the auto-correlation
function of the intra-cavity field

S(ω) = 〈ã†(ω)ã(ω)〉 =

∫

τ
eiωτ 〈ã†(0)ã(τ)〉 = iG<(ω), (2.5.29)
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which is the “G-lesser” Green’s function, occurring in the (±)-representation (see [99, 3]).
Introducing also the “G-greater” Green’s function

iG>(ω) =

∫

τ
eiωτ 〈ã(τ)ã†(0)〉, (2.5.30)

we can express response and correlation functions in terms of G</>

GK(ω) = G>(ω) + G<(ω) (2.5.31)
GR(ω)−GA(ω) = G>(ω)−G<(ω), (2.5.32)

which yields

S(ω) =
i
2
(
GK(ω)−GR(ω) + GA(ω)

)

=
i
2
(
GR(ω) (F(ω)− 1)− (F(ω)− 1)GA(ω)

)
. (2.5.33)

In thermal equilibrium (F(ω) = 2nB(ω) + 1), where F is diagonal in Nambu space, this
expression simply reads

S(ω) = nB(ω)A(ω) (2.5.34)

and the fluorescence spectrum reveals information about the intra-cavity spectral density
A.

In order to further analyze Eq. (2.5.33), we decompose the fluorescence spectrum into
a regular part and a singular part as it was done for the Keldysh Green’s function in
Eq. (2.4.37),

S(ω) = Sreg(ω) + 2πq̃EAδ(ω), (2.5.35)

with the Edwards-Anderson parameter for the photons q̃EA. The regular part Sreg is deter-
mined by the regular contributions from the response and distribution function, GR/A, F,
which we have analyzed in the previous section. For small frequencies, F(ω) ∝ 1

ω and in
the normal and SR phase, (GR − GA) ∝ ω, which leads to a finite contribution of Sreg to
the spectrum. In contrast, in the QG phase, (GR −GA) ∝ √ω, such that

Sreg(ω) ∝ 1√
ω

(2.5.36)

has a square root divergence for small frequencies ω < ωc
QG (see Eq. (2.5.11)). This

divergence is indicated in Fig. 2.2.5 (c) and is a clear experimental signature of the glass
phase.

A further distinction between all three phases is possible by decomposing the fluorescence
spectrum into a coherent and an incoherent part, where the coherent part describes the
“classical” solution (i.e. the part resulting from the presence of a photon condensate 〈ã〉 6=
0) and the incoherent part describes the fluctuations. Accordingly, the coherent part is

Sc(ω) = 2π|〈ã〉|2δ(ω) (2.5.37)

and the incoherent part reads

Sinc(ω) = Sreg(ω) + 2π
(
q̃EA − |〈ã〉|2

)
δ(ω). (2.5.38)
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Typical fluorescence spectra characterizing the three distinct phases are plotted in Fig. 2.2.5.
For the normal phase, the spectrum shows central and outer doublets associated with the
hybridized atomic and photonic modes. Above the critical point for the superradiance
transition, the doublets merge since a single mode becomes critical. However, compared to
the single-mode transition, the central peak is much broader as a consequence of disorder.
Additionally, in the superradiant phase, the fluorescence spectrum has a non-zero coherent
contribution, which allows for a unique identification of this phase.

In the glass phase, the doublets have merged after the emergence of a critical continuum
of modes at ω = 0, and one can clearly identify the square root divergence for small
frequencies, as discussed above. Additionally, the singular behavior of S(ω) in the glass
phase is of incoherent nature, since 〈a†〉 = 0. This combination of an incoherent zero
frequency peak together with the absence of a coherent contribution uniquely defines the
fluorescence spectrum in the glass phase and allows for a complete classification of the
system’s phases via fluorescence spectroscopy.

The coherent contribution to the spectrum can be determined via homodyne detection (see
below), where 〈ã〉 can be measured directly.

Photon Real-time Correlation Function g(2)(τ)

The time-resolved four-point correlation function of the output field

g(2)(t, τ) =
〈a†out(t)a†out(t + τ)aout(t + τ)aout(t)〉

|〈a†out(t)aout(t)〉|
(2.5.39)

reveals how the correlations in the cavity decay with the time difference τ . In steady state,
g(2)(t, τ) only depends on the time difference τ and we write g(2)(τ). For τ → 0, g(2)(0)
is a measure of the underlying photon statistics in the cavity, e.g. indicates bunching or
anti-bunching of the cavity photons, respectively.

In the open Dicke model, due to the effective temperature (cf. Fig. 2.4 and Ref. [49]),
g(2)(0) > 1, describing photon bunching, as expected for thermal bosons. We find g(2)(0) =
3 for all the three phases, which stems from the off-diagonal atom-photon coupling in the
Dicke model and coincides with the findings in Ref. [149] for the normal and superradiant
phase.

In the normal and superradiant phase, the long time behavior is governed by the classical
low frequency dynamics, leading to an exponential decay

g(2)(τ) ∼ 1 + 2e−2κτ . (2.5.40)

This behavior is well known for the single mode Dicke model [149] and remains valid for
the multimode case, away from the glass transition. In contrast, when the glass phase
is approached, the modes of the system form a branch cut in the complex plane and the
correlation function in the glass phase decays algebraically, according to

g(2)(τ) ∼ 1 +
(τ0
τ

) 1
2 , (2.5.41)

where τ0 = O(1/ω0). This algebraic decay of the correlation function provides clearcut
evidence for a critical continuum of modes around zero frequency witnessing the glass
phase. In Fig. 2.5, we show g(2)(τ) demonstrating this behavior.
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In order to compute the four-point correlation function (2.5.39), we make use of Eq. (2.5.26)
and the vacuum nature of the input field, i.e. the fact that all averages over ain, a

†
in vanish.

As a consequence, the operators for the output field in Eq. (2.5.39) can be replaced by the
operators for the averaged cavity field ã, see Eq. (2.5.27). The denominator in Eq. (2.5.39)
is then

|〈ã†(t)ã(t)〉|2 = |〈ã∗−(t)ã+(t)〉|2 = |G<(0)|2. (2.5.42)

The numerator similarly is expressed as

〈ã†(t)ã†(t + τ)ã(t + τ)ã(t)〉 = 〈ã∗−(t)ã∗−(t + τ)ã+(t + τ)ã+(t)〉. (2.5.43)

Note that both expressions (Eqs. (2.5.42), (2.5.43)) preserve the correct operator ordering of
Eq. (2.5.39), according to the different time-ordering on the (+), (−)-contour, respectively.

The four-point function in Eq. (2.5.43) can be expressed in terms of functional derivatives of
the partition function Z (Eq. (2.4.40)) with respect to the source fields µ (Eq. (2.4.19)). In
the thermodynamic limit, the macroscopic action, Eq. (2.4.32), depends only on atomic and
photonic two-point functions and, equivalent to Wick’s theorem, the four-point function
becomes the sum over all possible products of two-point functions

G(2)(τ) = 〈ã∗−(t)ã∗−(t + τ)ã+(t + τ)ã+(t)〉
= 〈ã∗−(t)ã+(t)〉 〈ã∗−(t + τ)ã+(t + τ)〉

+〈ã∗−(t + τ)ã+(t)〉 〈ã∗−(t)ã+(t + τ)〉
+〈ã∗−(t)ã∗−(t + τ)〉 〈ã+(t + τ)ã+(t)〉

= |G<(0)|2 + |G<(τ)|2 + |G<
an(τ)|2, (2.5.44)

with the anomalous G-lesser function

G<
an(τ) = −i〈ã(τ)ã(0)〉. (2.5.45)

Inserting Eq. (2.5.44) into the expression for the four-point correlation function yields

g(2)(τ) = 1 + |g(1)(τ)|2 +
|G<

an(τ)|2
|G<(0)|2 , (2.5.46)

with the two-point correlation function

g(1)(τ) =
G<(τ)

G<(0)
=
〈ã†(τ)ã(0)〉
〈ã†(0)ã(0)〉 . (2.5.47)

G<(τ) is the Fourier transform of the fluorescence spectrum S(ω), as discussed in the
previous section, and we therefore decompose it according to

G<(τ) = q̃EA + G<
reg(τ), (2.5.48)

with G<
reg(τ) being the Fourier transform of Sreg(ω). In the infinite time limit, the regular

part of G<(τ) decays to zero, such that the infinite correlation time value becomes

g(1)(τ) =
τ→∞

q̃EA
q̃EA + G<

reg(0)
=

q̃EA
q̃EA + Nreg

. (2.5.49)
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Nreg denotes the occupation of the non-critical cavity modes. The way how this value of
g(1) is reached in time is determined by the 1√

ω
divergence of Sreg(ω) for frequencies ω < ωc

smaller than the cross-over frequency ωc, cf. Fig. 2.2.5. This leads to

g(1)(τ) →
τ>τc

q̃EA
q̃EA + Nreg

+

(
τ̃0
τ

) 1
2

, (2.5.50)

where τc = 2π
ωc

and τ̃0 has to be determined numerically. This algebraic decay to the
infinite τ value of the correlation function with the exponent ν = 1

2 has also been found in
Ref. [46] for the correlation function of a spin glass coupling to a finite temperature ohmic
bath, in line with the discussion of universality in Sec. 2.5.2. The finite temperature
exponent results from the non-zero effective temperature of the system, which influences
the correlation function. For the case of Teff = 0 this exponent changes to ν = 3

2 but the
spectral properties are left unchanged.

The non-zero value of the two-point correlation g(1)(τ)→ q̃EA
q̃EA+Nreg

for τ →∞ serves as a
possible measure of the photonic Edwards-Anderson parameter q̃EA in the glass phase: q̃EA
can be inferred from a correlation measurement, if the total photon number in the cavity
Ntot = q̃EA + Nreg has been measured separately.

Taking the absolute value of g(1)(τ) in Eq. (2.5.50), leads to the dominant contribution

|g(1)(τ)|2 →
τ>τc

(
q̃EA

q̃EA + Nreg

)2

+ 2
q̃EA

q̃EA + Nreg

(
τ̃0
τ

) 1
2

, (2.5.51)

as displayed in the asymptotic behavior of the four-point correlation function (Eq. (2.5.41)
, where we have absorbed the prefactors in the definition of τ0 and normalized the long-time
limit to unity.

While the non-zero value of g(1)(τ → ∞) is caused by critical poles of the system, it
does not include any more information about the pole structure of the system and may for
instance be caused by a single critical pole, as it is the case for the superradiance transition.
However, the algebraic decay to the infinite correlation time value of g(1), and the same for
g(2), is a clear signature of a branch cut in the complex plane and therefore a continuum
of modes reaching to zero frequency. This in turn is a strong signature of the critical glass
phase in the cavity.

Photon Response via Driven Homodyne Detection

Here we relate homodyne detection measurements of the output signal to the quadrature
response functions in the Keldysh formalism and calculate the corresponding signal. This
gives predictions for the experimental analysis of the spectral properties and the scaling at
the glass transition, which have been discussed in previous sections.

In the process of homodyne detection, the output field aout is sent to a beam-splitter,
where it is superimposed with a coherent light field β(t) = β e−i(ωβt+θ) with frequency
ωβ , amplitude β and phase θ. After passing the beam-splitter, the intensity of the two
resulting light fields is measured and the difference in this measurement (the difference
current) for the case of a 50/50 beam-splitter is described by

n−(t) = i
〈
a†out(t)β(t)− β∗(t)aout(t)

〉

= β
〈
ei(θ−

π
2 )aout(t)eiωβt + e−i(θ−

π
2 )a†out(t)e

−iωβt
〉
. (2.5.52)
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Figure 2.12: Illustration of homodyne detection of a weakly driven cavity. The cavity is
driven via a weak coherent input field η(t) entering the cavity through one of the mirrors.
Then a homodyne measurement is performed on the output signal of the driven cavity.
For this, the output signal is superimposed with a reference laser β(t) via a 50/50 beam-
splitter and the difference current of the two outgoing channels is measured. From this,
the response function of the photons in the cavity can be measured by tuning the relative
phases and frequencies of β(t) and η(t), as explained in the text.

Here, we added a conventional phase shift φ = π
2 of the beam-splitter. For the case of a

vacuum input field, Eq. (2.5.52) simply measures the steady state expectation value of the
cavity quadrature components

Xθ−π2 ,ωβ (t) = ei(θ−
π
2 )ã(t)eiωβt + e−i(θ−

π
2 )ã†(t)e−iωβt, (2.5.53)

with the intra-cavity operators ã, as defined in Eqs. (2.5.26), (2.5.27). This quantity
indicates a finite superradiance order parameter 〈ã〉, but for the steady state contains no
further information.

This situation changes when the input field is changed from the vacuum state to a weak
coherent laser field η(t). For this special case, the difference current in Eq. (2.5.52) is
modified according to

n−(t) = i (η∗β − β∗η) (t) + i
√
2κ
〈
ã†(t)β(t)− β∗(t)ã(t)

〉

= i (η∗β − β∗η) (t) +
√
2κ|β|

〈
Xθ−π2 ,ωβ (t)

〉
. (2.5.54)

For the special case of the input field coming from the same signal as the reference laser,
we have η(t) = β(t) (which we assume from now on for simplicity) and the first term in
Eq. (2.5.54) vanishes. The main difference here, is that the quadrature operator Xθ,ωβ (t)
is not evaluated for the steady state but for a state which has been perturbed by the weak
laser field β(t). For a weak laser amplitude |β| � 1, the system stays in the linear response
regime and the difference current is proportional to the retarded Green’s function for the
quadrature component Xθ+π

2 ,ωβ
as we proceed to show.

The interaction between the cavity photons and the radiation field outside the cavity is
commonly described by the Hamiltonian

Hint = i
√
2κ
(
ã†ain − a†inã

)
, (2.5.55)

66 Chapter 2 Dissipative Spin Glasses in Optical Cavities



which after a transformation to the Keldysh action and replacing the input fields by the
coherent light field β(t) enters the action as

Sint =
√
2κ
∫

ω

(
ã∗c , ã

∗
q
)

(ω)iσx
(
βc

βq

)
(ω) + h.c., (2.5.56)

which is exactly the form of a source term in quantum field theory, generating all Green’s
functions of the system via functional derivatives with respect to the fields β. Expressing
the action (2.5.56) in terms of Keldysh components of the quadrature fields Xθ,ωβ yields

Sint =
√
2κ
∫

ω

(
Xc,θ−π2 ,ωβ , Xq,θ−π2 ,ωβ

)
(ω) σx

(
|βc|
|βq|

)
(ω). (2.5.57)

The linear response 〈Xθ−π2 ,ωβ 〉
(1)(t) of the quadrature expectation value is expressed as

(see Sec. 2.9)

〈Xθ−π2 ,ωβ 〉
(1)(t) = −2κ|β|2

∫

t′
GR

Xθ−π2 ,ωβ
(t− t′), (2.5.58)

with the quadrature response function

GR
Xθ−π2 ,ωβ

(t− t′) = −iθ(t− t′)〈
[
Xθ−π2 ,ωβ (t), Xθ−π2 ,ωβ (t′)

]
〉. (2.5.59)

For the specific choice of θ = π
2 ,

Xθ−π2 ,ωβ =
√
2xωβ =

(
ã(t)eiωβt + ã†(t)e−iωβt

)
, (2.5.60)

the response function GR
Xθ−π2 ,ωβ

(t− t′) = 2GR
xωβ

(t− t′) becomes the x-x retarded Green’s
function in a frame rotating with the laser frequency ωβ . In this case, the difference current
is a direct measurement of the x-x response

n−(t) = −4κ|β|2
∫

t′
GR

xωβ
(t− t′), (2.5.61)

which we have discussed in detail in Sec. 2.5.4. The frequency dependence of xωβ , indicated
by the subscript ωβ , coming from Eq. (2.5.53), can be used to scan through different
frequency regimes and directly access the atom and photon x-x spectral response.

2.6 CONCLUSION

We have developed the non-equilibrium theory of the multimode Dicke model with quenched
disorder and Markovian dissipation, and provided a comprehensive characterization of the
resulting phases in terms of standard experimental observables. The main theoretical find-
ings relate to the interplay of disorder and dissipation. We establish the robustness of a
disorder induced glass in the presence of Markovian dissipation. This concerns, for ex-
ample, the presence of an Edwards-Anderson order parameter and the algebraic decay of
correlation functions in the entire glass phase. Central quantitative aspects, such as the
decay exponents of the correlation functions, are strongly affected by the presence of dissi-
pation. Disorder leads to enhanced equilibration of the atomic and photonic subsystems for
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both the spectral (response) and their statistical properties. The spin glass physics of the
atoms is mirrored onto the photonic degrees of freedom. We presented direct experimental
signatures for the atomic and photonic dynamics that allow unambiguous characterization
of the various superradiant and glassy phases.

Several directions for future work emerge from these results. In particular, the realization
of disorder may not be governed by an ideal single Gaussian probability distribution in
experimental realizations of multimode Dicke models. This may concern, for example,
effects relating to the finite number of cavity modes (M) or effective two-level atoms (N).
1/N corrections contain information on the critical behavior close to the conventional Dicke
transition [144, 49], with similar features expected for the glass transition. While we expect
the main glassy features to be robust to such finite-size effects, it would be interesting to
study a concrete cavity geometry with specific information of the cavity mode functions.

Furthermore, with our focus on the stationary state we did not touch upon the interesting
questions of glassy dynamics [108, 45] in this work (for thermalization dynamics of the
single mode Dicke model, see [2]). An interesting problem is a quantum quench of the
open, disordered system. In particular, the non-universal short time and transient regimes
should contain more system specific and non-equilibrium information. In the long time
limit, the nature of aging and dependencies on the aging protocol remains to be explored.

2.7 PHOTON FIELDS IN THE SUPERRADIANT PHASE

In order to describe a system where the particle number is not conserved, as it is the case
for the photons in the Dicke model, we introduce the spinor field

Aα,j(t) =

(
aα,j(t)
a∗α,j(t)

)
, (2.7.1)

containing the bosonic fields aα,j(t), a
∗
α,j(t) for a quantum state j and with index α = q, c.

The corresponding adjoint field is

A†α,j(t) =
(
a∗α,j(t), aα,j(t)

)
. (2.7.2)

The action for a quadratic problem is (for simplicy we consider only a single quantum
state)

S =

∫

t,t′

(
A†c(t), A

†
q(t)

)
D4×4(t, t′)

(
Ac(t′)
Aq(t′)

)
, (2.7.3)

where

D4×4(t, t′) =

(
0 DA

2×2(t, t
′)

DR
2×2(t, t

′) DK
2×2(t, t

′)

)
= (G4×4)

−1 (t, t′) (2.7.4)

is the inverse Green’s function. The Keldysh correlation and retarded Green’s function are
also 2× 2 matrices, which can be expressed in terms of operator averages according to

GR
2×2(t, t

′) =
(
DR
2×2
)−1

(t, t′) (2.7.5)

= −iθ(t− t′)

〈(
[a(t), a†(t′)] [a(t), a(t′)]
[a†(t), a†(t′)] [a†(t), a(t′)]

)〉
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and

GK
2×2(t, t

′) = −
(
GR

2×2 ◦DK
2×2 ◦GA

2×2
)

(t, t′) (2.7.6)

= −i
〈(

{a(t), a†(t′)} {a(t), a(t′)}
{a†(t), a†(t′)} {a†(t), a(t′)}

)〉
.

In Eq. (2.7.6), the ◦-operation represents convolution with respect to time.

For the Dicke model with strong atom-photon coupling, it is reasonable to transform to
the x-p representation in terms of real fields

x(t) =
1√
2

(a∗(t) + a(t)) , p(t) =
1√
2i

(a∗(t)− a(t)) . (2.7.7)

This is done via the unitary transformation for the fields

(x(t), p(t)) =
(
a†(t), a(t)

) 1√
2

(
1 −i
1 i

)

︸ ︷︷ ︸
=V

(2.7.8)

and the Green’s function

GR
x−p(t, t”) = V†GR

2×2(t, t
′)V =

(
GR

xx(t, t′) GR
xp(t, t′)

GR
px(t, t′) GR

pp(t, t′)

)
. (2.7.9)

The same can be done for the advanced and Keldysh Green’s functions, leading to the
expressions for response and correlation functions as discussed in the main text.

2.8 MARKOVIAN DISSIPATION VS. QUENCHED DISORDER

As anticipated in the main text, the quenched bath, resulting from the coupling to a static
distribution, is fundamentally different from the Markovian bath, represented by the fast
electromagnetic field outside the cavity. While the dynamics of the quenched bath is frozen
on the time scales of the system, the dynamics of the Markovian bath happens on much
faster time scales than those of the system. As we will see, both types of bath inherently
lead to non-equilibrium dynamics of the system since the system-bath equilibration time
becomes infinite. For both cases this implies a non-equilibrium fluctuation-dissipation-
relation (FDR), connecting response and correlations via a non-thermal distribution func-
tion.

2.8.1 Non-equilibrium Fluctuation Dissipation Relation

Correlation and response properties are not fully independent of each other but connected
via fluctuation-dissipation relations, which we will briefly introduce in this part. In a system
with multiple degrees of freedom, the response properties are encoded in the retarded
(advanced) Green’s function GR(A)(t, t′), which is defined as

GR
ij (t, t

′) = −iθ(t− t′)〈[ai (t), a
†
j (t
′)]〉, (2.8.1)
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with the commutator [·, ·], the system creation and annihilation operators a†i , ai and
GR(t, t′) =

(
GA(t′, t)

)†. The correlation function on the other hand

Cij(t, t′) = 〈{ai (t), a
†
j (t
′)}〉 = iGK

ij (t, t
′) (2.8.2)

is defined via the anti-commutator {·, ·} and defines the Keldysh Green’s function GK(t, t′)
[100, 99, 3].

The fluctuation dissipation relation states

GK(ω) = GR(ω)F(ω)− F(ω)GA(ω) (2.8.3)

and relates the response and correlations of the system via the distribution function F(ω).
In thermal equilibrium, the distribution function is fully determined by the quantum statis-
tics of the particles and the temperature T according to

Fij(ω) = δij (2nB(ω) + 1) , (2.8.4)

with the Bose distribution function nB. As a result, in equilibrium, it is sufficient to
determine either response or correlation properties in order to gain information on each of
these.

2.8.2 Effective System-only Action

In this part, we present a derivation of a system-only action after elimination of the bath
variables via Gaussian integration. Depending on the nature of the bath, different distri-
bution functions will be imprinted to the system. We start with the general action of the
bath, which we consider to be well described by a quadratic action and in the (±)-basis

SB =
∑

µ

∫

t,t′

(
ζ†+µ(t), ζ†−µ(t)

)( G++
µ G+−

µ

G−+
µ G−−µ

)−1
(t, t′)

(
ζ+µ(t′)
ζ−µ(t′)

)
, (2.8.5)

with the bath variables ζµ and the bath mode index µ, which will be chosen a continuous
index below. The Green’s functions for the uncoupled bath variables are assumed to be in
equilibrium and read

G+−
µ (t, t′) ≡ G<

µ (t, t′) = −in(ωµ) e−iωµ(t−t′) (2.8.6)

G−+
µ (t, t′) ≡ G>

µ (t, t′) = −i(n(ωµ) + 1) e−iωµ(t−t′) (2.8.7)

G++
µ (t, t′) ≡ GT

µ (t, t′) = θ(t− t′)G>
µ + θ(t′ − t)G<

µ (2.8.8)

G−−µ (t, t′) ≡ GT̃
µ (t, t′) = θ(t− t′)G<

µ + θ(t′ − t)G>
µ , (2.8.9)

with the bath frequencies ωµ and the familiar Green’s functions G-lesser, G-greater, the
time-ordered and the anti-time ordered Green’s function. The linear coupling between
system and bath is

SI =
∑

µ

√
γµ

∫

t

(
a†+(t), a†−(t)

)( 1 0
0 −1

)(
ζ+µ(t)
ζ−µ(t)

)
+ h.c., (2.8.10)
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where a†, a are the system’s creation and annihilation operators. For simplicity we con-
sider only a single quantum state of the system, but a generalization to many states is
straightforward. The partition function is of the general form

Z =

∫
D[a, a†, ζµ, ζ

†
µ]ei(SS+SI+SB)

=

∫
D[a, a†]eiSS

{∫
D[ζµ, ζ

†
µ]ei(SI+SB)

}

︸ ︷︷ ︸
eiSeff

, (2.8.11)

where SS is the bare action of the system. Now we integrate out the bath via completion
of the square. The contribution iSeff,µ of the µth mode to the effective action reads

Seff,µ[a, a†] = γµ

∫

t,t′
(a†+(t),−a†−(t))

(
G++
µ (t, t′) G−+

µ (t, t′)
G+−
µ (t, t′) G−−µ (t, t′)

)(
a+(t′)
−a−(t′)

)
.(2.8.12)

The signs for the operators on the − contour come from the backward integration in time.
Thus the mixed terms will occur with an overall − sign, while the ++ and −− terms come
with an overall +. Summing over all the modes µ we obtain the effective action of the
bath for the field variables of the subsystem. We now take the continuum limit of densely
lying bath modes, centered around some central frequency ω0 and with bandwidth ϑ. That
is, we substitute the sum over the modes with an integral in the energy Ω weighted by a
(phenomenologically introduced) density of states (DOS) ν(Ω) of the bath

∑
µ γµ '

∫ ω0+ϑ
ω0−ϑ dΩ γ(Ω)ν(Ω) (2.8.13)

and obtain

Seff=−
∫ ω0+ϑ

ω0−ϑ
dΩγ(Ω)ν(Ω)

∫

t,τ
(a†+(t), a†−(t))

(
G++

Ω (τ) −G+−
Ω (τ)

−G−+
Ω (τ) G−−Ω (τ)

)(
a+(t− τ)

a−(t− τ)

)
,(2.8.14)

where in addition we have used the translation invariance of the bath Green’s function,
Gαβ

Ω (t, t′) = Gαβ
Ω (t− t′) to suitably shift the integration variables. Eq. (2.8.14) is a general

expression for an effective system action resulting from a coupling of the system to a bath
of harmonic oscillators with a coupling that is linear in the bath operators. In the case
of a strong separation of time scales, the effective action can be further simplified. Here
we consider two extreme and opposite limiting cases, namely a Markov and a quenched
disorder bath.

2.8.3 The Markov Approximation

The Markov approximation is appropriate when there exists a rotating frame in which the
evolution of the system is slow compared to the scales of the bath, i.e. ωsys � ω0,ϑ, such
that the system is considered as being static on the typical time scale of the bath. This
leads to a temporally local form of the resulting effective action. As an example, we derive
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the (±)-part of the effective action

S+−
eff = −

∫
dt a†−(t)

∫
dτ
∫ ω0+ϑ

ω0−ϑ

dΩ

2π
γ(Ω)ν(Ω)G+−

Ω (τ)a+(t− τ)

Markov≈ −γν
∫

dt a†−(t)
(∫

dτ
∫ ω0+ϑ

ω0−ϑ

dΩ

2π
G+−

Ω (τ)

)
a+(t−δ)

Eq. (2.8.6)
= iγν

∫
dt a†−(t)

(∫
dτ
∫ ω0+ϑ

ω0−ϑ

dΩ

2π
n(Ω)e−i(Ω−ω0)τ

)
a+(t−δ)

≈ 2iκn̄
∫

dt a†−(t)a+(t−δ). (2.8.15)

In the second line, we made use of the Markov approximation, i.e. the time evolution of
the system is much slower than the one of the bath in the rotating frame, and the coupling
and DOS are constant over the relevant frequency interval. In the third line, we replaced
the Green’s function by its definition (in the rotating frame). Finally, in the last line,
we introduced the particle number n̄ = n̄(ω0) at the rotating frequency and the effective
coupling 2κ = γν. Performing these steps for all the four contributions to the action in
the (±)-basis leads to the action

Seff[a, a†] =

∫
dt (a†+(t), a†−(t))ΣMar

(
a+(t)
a−(t)

)
, (2.8.16)

which is local in time, containing the Markovian dissipative self-energies

ΣMar = iκ

(
2n̄ + 1 −2(n̄ + 1)

−2n̄ 2n̄ + 1

)
. (2.8.17)

Transforming this self-energy to the Keldysh representation, we finally obtain

ΣMar = iκ

(
0 1
−1 4n̄ + 2

)
. (2.8.18)

The additional contribution to the distribution function FMar(ω) for the Markovian case is
obtained from the FDR for the self-energies

ΣK(ω) = F(ω)
(
ΣR(ω)− ΣA(ω)

)
. (2.8.19)

For the case when the system couples only to the Markovian bath or to an additional
thermal bath, these contributions are infinitesimal and only those from the Markovian
bath have to be taken into account, yielding

iκ(4n̄ + 2) = F(ω)2iκ, (2.8.20)

i.e. the distribution function

F(ω) = 2n̄ + 1. (2.8.21)

In this expression, the frequency dependent particle distribution n(ω) has been replaced
by the relevant particle number n(ω0) of the bath. The interpretation of this, is that the
dynamics in the bath are so fast compared to the system, that the for the full frequency
regime, the system only couples to the slowest bath modes (in the rotating frame), located
at ω = ω0. This makes it impossible for the system to equilibrate with the bath and it can
therefore not be described by a thermal distribution, i.e. stays out of equilibrium.
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2.8.4 The Quenched Bath

The quenched bath is located in the opposite limit of the Markovian bath, i.e. it constitutes
of a system bath coupling, such that there exists a rotating frame for which the system
dynamics is much faster than the bath dynamics, i.e. ω0,ϑ� ωsys. The corresponding
approximation is to assume that the bath is static on the relevant time scale of the system
and the resulting effective action for the system is infinite range in time. In this case, the
contribution to the action for the (+−)-component reads

S+−
eff = −

∫
dt a†−(t)

∫
dτ
∫ ω0+ϑ

ω0−ϑ

dΩ

2π
γ(Ω)ν(Ω)G+−

Ω (τ)a+(t− τ)

quenched≈ iγν
∫

dt
∫

dτ a†−(t)
(∫ ω0+ϑ

ω0−ϑ

dΩ

2π
n(Ω)

)
a+(t− τ)

= 2iκN̄
∫

dω
2π

a†−(ω) δ(ω) a+(ω). (2.8.22)

In the second line, we inserted the definition of the Green’s function and made the approx-
imation of a slowly varying bath as well as a constant DOS and coupling, ν, γ. In the third
line, we replaced γν = 2κ and inserted the average particle number of the bath N̄.

Repeating these steps for all contributions to the action in the (±) basis and subsequently
transforming to the Keldysh basis, we have the self-energy

ΣQ(ω) = iκδ(ω)

(
0 1
−1 4N̄ + 2

)
. (2.8.23)

This contribution is structurally different from the one from integrating out the Markovian
bath, since it only acts at ω = 0. As a result, the distribution function for the system is
only changed for ω = 0 compared to the uncoupled, bare system. And therefore

F(ω) =

{
2N̄ + 1 if ω = 0
Fbare(ω) if ω 6= 0

, (2.8.24)

where Fbare is the distribution of the bare system. In contrast to the Markovian case,
where we obtain a constant distribution for all frequencies and therefore higher system
frequencies are strongly pronounced, the quenched bath shifts the occupation distribution
to the very slowest modes of the system, therefore implying very slow dynamics on the
system. This is reflected in the modified FDR and the appearance of a glassy phase, as
discussed in Sec. 2.4.2.

The picture obtained from these extreme cases of possible system bath couplings is quite
transparent. For an equilibrium system, one assumes that the bath is such that for any
possible frequency of the system, there exists a continuum of modes in the bath, such that
thermalization of the system will happen on the whole frequency interval. In contrast,
when the bath modes are located at much higher frequencies than the system, all the
system modes interact the strongest with the slowest bath modes, leading to a distribution
function as depicted in Eq. (2.8.21) and avoiding direct thermalization. On the other hand,
for a bath that evolves on much slower time scales than the system, the picture is reversed,
and only the slowest modes of the system interact with all the bath modes in an equivalent
way. For the extreme case of a static bath, all the bath modes interact with the system’s
zero frequency mode, and the distribution function becomes the one in Eq. (2.8.24). This
is again a non-equilibrium distribution, such that the system does not directly thermalize.
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2.9 LINEAR RESPONSE IN THE KELDYSH FORMALISM

A common experimental procedure to probe a physical system is to apply a small exter-
nal perturbation and measure the system’s corresponding response. If the perturbation
is sufficiently weak, the measured response will be linear in the generalized perturbing
force. Here we review this construction in the Keldysh formalism in order to provide the
background for the connection to the input-output formalism of quantum optics made in
the text.

We consider a setup, where the hermitian operator Ô = Ô† is measured after a perturbation
of the form

Hper(t) = F(t)Ô (2.9.1)

has been switched on at t = 0. Here, the (unknown) real valued field F(t) ∝ Θ(t) is the
corresponding generalized force.

The expectation value

〈Ô〉(t) =
1
Z
Tr
(
ρ̂(t) Ô

)
(2.9.2)

is evaluated by introducing a source field h(t), such that

〈Ô〉(t) =
1
Z
δZ(h)

δh(t)

∣∣∣∣
h=0

, (2.9.3)

where

Z(h) = Tr
(
e−βH+

∫
dt h(t)Ô(t)

)
. (2.9.4)

Expressing Z in a real-time Keldysh framework, we have

Z(h) =

∫
D[ψ∗,ψ]eiS0[ψ∗,ψ] eiδS[h,ψ∗,ψ], (2.9.5)

where S0 is the unperturbed action and {ψ,ψ∗} are the complex fields representing the
creation and annihilation operators of the system (in the ±-basis). The term

δS[h,ψ∗,ψ] =

∫
dt
(
h+(t)O+(t)[ψ∗+,ψ+]

−h−(t)O−(t)[ψ∗−,ψ−]
)

(2.9.6)

contains the source fields h± coupling to O± which polynomials in ψ∗,ψ. The expectation
value (2.9.2) transforms according to

〈Ô(t)〉 = 〈O+(t)〉 = 〈O−(t)〉 =
1
2
〈O+(t) + O−(t)〉, (2.9.7)

whereas the averages on the right always mean averages with respect to the functional
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integral. In terms of functional derivatives of the partition function, we find

〈Ô(t)〉 = − i
2

(
δ

δh+(t)
− δ

δh−(t)

)
Z(h)

∣∣∣∣
h=0

= − i√
2

δ

δhq(t)
Z(h)

∣∣∣∣
h=0

. (2.9.8)

The second equality results from a rotation to the Keldysh representation and determines
the time-dependent expectation value of Ô(t) for a system described by the action S0. In
order to incorporate the perturbation (2.9.1), we add the perturbation to the bare action
of Eq. (2.9.5)

S0 −→ S0 +

∫
dt (F+(t)O+(t)− F−(t)O−(t)) . (2.9.9)

Now we can expand the expectation value of Ô to various orders in the force. The zeroth
order simply is the expectation value in the absence of the perturbation:

〈Ô(t)〉(0) = − i√
2

δ

δhq(t)
Z(h, F)

∣∣∣∣
F=h=0

. (2.9.10)

The linear order term is then obtained via

〈Ô(t)〉(1) =

∫ t

−∞
dt′ F+(t′)

(
δ

δF+(t′)
〈Ô(t)〉

)

F=0

+F−(t′)
(

δ

δF−(t′)
〈Ô(t)〉

)

F=0
, (2.9.11)

which after a translation into the Keldysh representation reads

〈Ô(t)〉(1) =
1
2

∫ t

−∞
dt′

(
F+(t′)

(
δ

δF+(t′)
〈O+(t) + O−(t)〉

)

F=0

+F−(t′)
(

δ

δF−(t′)
〈O+(t) + O−(t)〉

)

F=0

)

=
1
2

∫
dt′ F(t′)

((
δ

δF+(t′)
+

δ

δF−(t′)

)
〈O+(t) + O−(t)〉

)

F=0

= − i
2

∫
dt′F(t′)

(
δ

δF+(t′)
+

δ

δF−(t′)

)(
δ

δh+(t)
− δ

δh−(t)

)
Z(h, F)

∣∣∣∣
h=F=0

= −i
∫

dt′F(t′)
δ2

δFc(t′)δhq(t)
Z(h, F)

∣∣∣∣
F=h=0

= −
∫

dt′F(t′)GR
OO(t, t′),(2.9.12)

where we made use of (at the point where we extract physical information) F+(t) =
F−(t) ≡ F(t), and furthermore that t′ ≤ t, such that the last equality indeed yields the
retarded Green’s function for the operator O. The integral in (2.9.12) runs from minus
infinity to plus infinity, whereas the retarded Green’s function defines the upper bound
being t and the force F(t′) sets the lower bound to be t0 since it vanishes for t < t0 when
the perturbation is switched on at t = t0. Since the integral formally runs from minus
infinity to plus infinity, we can switch to frequency space, where for the time-translational
system (stationary state) we find

〈Ô〉(1)(ω) = −F(ω)GR
OO(ω). (2.9.13)

2.9 Linear Response in the Keldysh Formalism 75



2.9.1 Example: Laser Field Induced Polarization of Cavity Atoms

The polarization of an atomic two-level system can be expressed as

P(t) = 〈µRσx(t) + µIσ
y(t)〉, (2.9.14)

or after a rotation around the z-axis

P(t) = µ〈σx(t)〉. (2.9.15)

We are interested in the response of the polarization to a perturbation of the system by a
coherent monochromatic light field. Since the coupling of the light field is proportional to
the polarization, the corresponding Hamiltonian reads

H(t) = Ω(t)σx, (2.9.16)

where Ω(t) = θ(t)µE(t) is the generalized force and E(t) is the electric field. The corre-
sponding action for this problem is then

S = S0 + δS[h,Ω,φ]

= S0 +

∫
dt hq(t)φc(t) + hc(t)φq(t)

+Ωq(t)φc(t) + Ωc(t)φq(t), (2.9.17)

where we have replaced σx by the real fields φ as in Sec. 2.4.1. Applying (2.9.12), we then
find

P(1)(t) = −i µ
∫

dt′Ω(t′)
δ2

δΩc(t′)δhq(t)
Z(h,Ω)

∣∣∣∣
Ω=h=0

= −µ
∫

dt′Ω(t′)QR(t− t′), (2.9.18)

where QR(t − t′) is the retarded atomic propagator as in the previous sections. Now we
again switch to frequency space and use the definition of Ω, such that we find

P(1)(ω) = µ2E(ω)QR(ω), (2.9.19)

where we have absorbed the θ-function into the electric field. This equation identifies
the retarded atomic Green’s function that we used in the previous section with the linear
atomic susceptibility χ(1)(ω), which is commonly used in a quantum optics context.

2.10 DISTRIBUTION FUNCTION OF THE PHOTON X-COMPONENT

In this section, we derive the distribution function for the photonic x-component and show
that it is identical to the atomic distribution function, proving that the atoms equilibrate
with the photon x-component.

The Keldysh action describing the bare photon degrees of freedom is given by Eq. (2.4.3)
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and we express this action directly in the Nambu basis, using the vector

A4(ω) =




ac(ω)

a∗c(−ω)

aq(ω)

a∗q(−ω)




, (2.10.1)

the photonic action reads

Sph =

∫

ω
A†4(ω)D4×4(ω)A4(ω), (2.10.2)

with the inverse Green’s function in Nambu representation

D4×4(ω) =

(
02×2 (ω + iκ)σz + ω012×2

(ω − iκ)σz + ω012×2 2iκ12×2

)
. (2.10.3)

The action (2.10.2) can also be expressed in terms of real fields by performing the unitary

transformation
(

xα(ω)

pα(ω)

)
=

1√
2

(
1 1
i −i

)(
aα(ω)

a∗α(−ω)

)
, (2.10.4)

with α = c, q. After this transformation, we express the action in terms of the real field

V4(ω) =




xc(ω)

pc(ω)

xq(ω)

pq(ω)




, (2.10.5)

such that

Sph =

∫

ω
VT
4 (−ω)Dx−p(ω)V4(ω), (2.10.6)

with the inverse Green’s function

Dx−p(ω) =




0 0 −ω0 κ− iω
0 0 −κ+ iω −ω0
−ω0 −κ− iω 2iκ 0
κ+ iω −ω0 0 2iκ




. (2.10.7)

The action (2.10.6) is quadratic in the fields xα and pα and we can eliminate the p-fields

from the action via Gaussian integration. The resulting action is

Sx =
1
ω0

∫

ω
XT(ω)Dx(ω)X(ω), (2.10.8)
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with the field

X(ω) =

(
xc(ω)

xq(ω)

)
(2.10.9)

and the inverse Green’s function

Dx(ω) =

(
0 (ω + iκ)2 − ω2

0

(ω − iκ)2 − ω2
0

2iκ(κ2+ω2+ω20)
ω0

)
. (2.10.10)

The distribution function Fx(ω) for the x-field is obtained via the fluctuation-dissipation
relation

DK
x (ω) = Fx(ω)

(
DR
x (ω)−DA

x (ω)
)
, (2.10.11)

yielding

Fx(ω) =
ω2 + κ2 + ω2

0
2ω0ω

. (2.10.12)

This is indeed identical to the atomic distribution function, that we have computed in
Sec. 2.5.3, which proves that the atoms equilibrate with the photon x-field.
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3 ONE-DIMENSIONAL QUANTUM FLU-
IDS OUT OF EQUILIBRIUM

One dimensional quantum fluids, both bosonic and fermionic, represent a remarkable ex-
ample for universal dynamics in physical systems as in equilibrium there long wavelength
behavior is described in terms of a quadratic theory, which requires only two effective pa-
rameters. They feature superfluidity at sufficiently low temperatures, algebraic real space
correlation functions and, for fermions, absence of a quasi-particle residue known from
Fermi Liquid theory in higher dimensions. The theoretical description of these system
was derived by Luttinger, Luther and Peschel and Haldane and is based on the Luttinger
Liquid Hamiltonian, which is quadratic in some effective fields φ and θ, which we call the
Luttinger fields. While the Hamiltonian of these systems is very simple, the mapping of
the microscopic bosonic and fermionic fields to the Luttinger fields is non-trivial and the
reason for the specific features of one-dimensional systems. The Luttinger formalism at
equilibrium has proven to be very accurate in describing the properties of one-dimensional
quantum wires (both for condensed matter and cold atom experiments) for various differ-
ent setups and its success and importance is at the same level as Bogoliubov theory for
interacting bosons (attractively interacting fermions) and Landau’s Fermi Liquid theory
for interacting fermions in higher dimensions, d > 1.

For non-equilibrium setups, Luttinger Liquids have another remarkable properties, namely
that the quadratic Luttinger theory is integrable. As a consequence, a system prepared
in a non-equilibrium state will, according to the Luttinger Liquid Hamiltonian, not relax
to its corresponding equilibrium state but instead reach a so-called prethermal state. The
reason for reaching this state instead of a thermal one is that simply the eigenmodes of the
Luttinger Hamiltonian, which are density waves, i.e. phonons, do not interact with each
other and therefore the occupations of these phonons are constants of motion. Remarkably,
the microscopic models, from which the Luttinger Hamiltonian is derived as the leading
order description in the renormalization group sense, are in most cases not integrable and
relaxation to equilibrium is expected in the long time limit.
In fact, the irrelevant corrections to the quadratic Luttinger theory break the integrability
of the model and enforce thermalization for long times and consequently, they can not be
neglected in a non-equilibrium setting. An interesting question is however, in which way
the competition of the quadratic theory, which drives the system towards a non-equilibrium
fixed point and the nonlinear correction, which enforces thermalization in the long time
limit is visible in the non-equilibrium dynamics of the system in view of the fact, that the
nonlinearity is irrelevant.

In this chapter, we derive the Keldysh path integral for the interacting Luttinger model,
which describes one-dimensional quantum fluids out of equilibrium both for bosonic and

79



fermionic microscopic models and discuss the properties of Luttinger Liquids at equilib-
rium. In the following chapters, the dynamics of interacting Luttinger Liquids is studied
for particular examples of out of equilibrium setups, namely a fermionic quantum quench
and a bosonic system subject to permanent heating. The development of a theoretical de-
scription for interacting Luttinger Liquids is particular relevant for cold atom experiments,
where one dimensional systems of interacting particles have been realized experimentally
and where the experiments are currently at a status, at which they reach the limit of
the noninteracting Luttinger theory, observing for instance the inset of thermalization and
non-trivial Bragg responses.

3.1 THE LUTTINGER FORMALISM FOR ONE-DIMENSIONAL IN-
TERACTING BOSONS

One of the main features of bosonic particles is that the corresponding quantum statis-
tics allows for an arbitrarily large occupation of a single quantum state. For a macro-
scopic system consisting of N bosonic particles it is even possible to occupy a single quan-
tum state with a number of N0 bosons, such that in the thermodynamic limit, the ratio
limN→∞

N0
N > 0 remains finite. If a single quantum state is macroscopically occupied,

the system is considered to be in a so-called Bose-Einstein condensate, BEC. As Einstein
has shown, for non-interacting particles, there exists a phase transition between a nor-
mal phase, which has no macroscopically occupied quantum states and a BEC. While in
three dimensions, this transitions happens at finite temperature, in two and one dimen-
sions it takes place exactly at zero temperature and a true BEC can only exist in the limit
T→∞.
In a field theoretical language, this BEC transition is associated with the spontaneous
breaking of the continuous U(1) symmetry of the system and is therefore a second order
phase transition. The U(1)-symmetry in turn corresponds to exact particle number con-
servation. While the system as a whole of course has a conserved particle number in both
the normal and the BEC phase (since it is not spontaneously coupled to an external bath
with particle number exchange), in the BEC the macroscopically occupied single particle
state itself acts as a bath, which exchanges particles with the rest of the system. None of
these two subsystems (the macroscopically occupied single particle state and the macro-
scopically occupied residual system) itself has exact particle number conservation and so,
in the presence of a BEC, the non-condensed particles do not posses a U(1) symmetry,
which is spontaneously broken at the transition where the BEC state occurs.

The theoretical approach to describe the dynamics close to the ground state of interacting
bosons in the presence of a BEC is typically to expand the action in terms of fluctuations
around a perfectly condensed state. This state corresponds to a homogeneous an tempo-
rally fluctuationless density, where fluctuations of the density (of both thermal and quan-
tum mechanical origin) and the phase of the system are small and one can expand around
the stationary density profile. This leads to the famous and well-known Bogolioubov the-
ory, which is very successfully applied for the physics of two- and three-dimensional systems
of interacting bosons.
However, in one spatial dimension, due to the Mermin-Wagner-Hohenberg theorem, there
exists no BEC phase for short-range interacting particles1. As a consequence, there is no
macroscopically occupied single particle state and no static density field around which a
fluctuation expansion can be performed. This implies that both density and phase fluctua-
tions are gapless in one dimension2 and a Bogoliubov type expansion is not applicable. In
contrast, the proper long wavelength description is the so-called Luttinger Liquid theory.

1The exact statement of the theorem is that in classical systems with short range interactions, sponta-
neous symmetry breaking at finite temperature is forbidden. Since one-dimensional quantum systems with
a linear excitation spectrum at T = 0 can be mapped to a two-dimensional classical system, this statement
applies to one-dimensional interacting bosons.

2In contrast to higher dimensions, where due to the presence of a BEC only phase fluctuations are
gapless.
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In order to derive the Luttinger action, the complex bosonic fields are decomposed into a
phase and amplitude representation according to

ψ(X) = [ρ(X)]
1
2 eiθ(X), (3.1.1)

where ρ, θ are real fields representing the density and phase of the bosonic particles. The
phase is a dimensionless field by definition, while the density has the dimension of an
inverse length scale. In a sequence of seminal papers, Haldane found a representation of
the density operator in terms of an additional dimensionless variables according to

ρ(X) =

(
ρ0 −

1
π
∂xφ(X)

) ∞∑

m=−∞
αme2im(πρ0x−φ(X)). (3.1.2)

Here, ρ0 is the macroscopic expectation value of the particle density and the parameters αm
are real and depend non-universally on the specific theoretical generator of the dynamics,
i.e. the Hamiltonian or the Liouvillian. As proven by Haldane, such a decomposition is
always possible for one-dimensional bosons and the real field φ is the conjugate field for
the phase variable in the sense that in a operator representation

[
∂xφ̂(x), θ̂(x′)

]
= iπδ(x− x′). (3.1.3)

The representation of the density operator in Eq. (3.1.2) is exact, as well as the commuta-
tion relation in Eq. (3.1.3). This leads to an exact representation of the bosonic fields in
terms of the dimensionless fields

ψ(X) =

(
ρ0 −

1
π
∂xφ(X)

) 1
2
( ∞∑

m=−∞
βme2im(πρ0x−φ(X))

)
eiθ(X) (3.1.4)

with a new set of non-universal parameters βm. In the long wavelength limit, the oscilla-
tions in the second parenthesis will average out and the only relevant contribution is the
one for m = 0. As a consequence, in the long wavelength limit, the bosonic fields are
approximately

ψ(X) ≈
(
ρ0 −

1
π
∂xφ(X)

) 1
2

eiθ(X). (3.1.5)

3.1.1 Long-wavelength Action for Lieb-Lininger Type Models

The specific action describing a system of interacting bosons depends on the model under
consideration. However, the form of the action for a one-dimensional bosonic quantum fluid
is quite universal and is called Luttinger Liquid action. In order to derive it exemplary,
we start with a generic model for interacting bosons, which is the so-called Lieb-Liniger
model. It is an integrable model, describing bosons with a short ranged δ-type interaction3
and a quadratic dispersion. Although this model does of course not cover all bosonic
systems in one dimension (as most of the models are not exactly integrable), the Luttinger
formalism that is derived from it takes on the same form for a much broader class of one-
dimensional models and only the corresponding effective parameters have to be adjusted

3This is the effective interaction potential for spin polarized bosons with short range interactions in the
infrared limit.
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to the microscopic model under consideration. The Lieb-Liniger model is described by the
Hamiltonian

HLiLi =

∫

x

[
−ψ̂†x

∂2x
2m

ψ̂x + g
(
ψ̂†xψ̂x

)2]
. (3.1.6)

Inserting the definition of the bosonic fields in the long-wavelength limit (3.1.5) into the
Hamiltonian, the interaction part is transformed trivially, reading

g
∫

x

(
ψ̂†xψ̂x

)2
=

g
π2

∫

x
(∂xφ(X))2 , (3.1.7)

where we neglected irrelevant constants.
On the other hand, the kinetic term becomes more complicated, as it transforms according
to

∫

x
ψ̂†x

∂2x
2m

ψ̂x =
1

4πm

∫

x

[
2πρ (∂xθx)2 − 2∂xφ (∂xθ)

2 +

(
∂2xφ

)2

2πρ− 2∂xφ

]
. (3.1.8)

In the long-wavelength limit, only the lowest order derivative terms in this expansion
contribute to the dynamics and typically one only takes into account the quadratic terms
in the derivatives. However, we will derive an intermediate action up to forth power in the
derivatives, which reads

HLiLi =

∫

x

[
ρ

2m
(∂xθx)2 − 1

2πm
∂xφ (∂xθ)

2 +

(
∂2xφ

)2

8π2mρ
+

g
π2

(∂xφ(X))2
]
. (3.1.9)

The terms of this Hamiltonian, which are quadratic in derivatives form the well-known
Luttinger Liquid Hamiltonian, which is commonly described in terms of two distinct pa-
rameters according to

HLL =
1
2π

∫

x

[
uK (∂xθx)2 +

u
K

(∂xφ(X))2
]
. (3.1.10)

Here K is the Luttinger parameter and u is the speed of sound that determines the disper-
sion of the excitations of the system. In terms of microscopic parameters, we find

K = π

√
ρ

2mg
and u =

1
π

√
ρg
2m

. (3.1.11)

However, one should be careful with the microscopic parameters, since the Luttinger Hamil-
tonian describes an effective long-wavelength description, for which the short wavelength
modes have been integrated out in the renormalization group sense. This procedure renor-
malizes the effective parameters of the theory, i.e. u and K strongly and Eq. (3.1.10) only
holds in the limit of weak interactions.

The higher order terms in the expansion of the Lieb-Liniger Hamiltonian (3.1.9) will induce
two different features. Let us start with the term proportional to the second order derivative
of the field φ. This term is quadratic in the field but quartic in the derivatives. As a
consequence, it introduces a correction to the dispersion of the fields in agreement with
Bogoliubov theory, i.e. for very short distances, this term will become the dominant one
and introduces a quadratic dispersion for the excitations. For this reason, we will refer to
this term as the Bogoliubov term. However, since it is quadratic in φ, it will not lead to
any coupling between the different modes of the system and will therefore not induce any
non-trivial dynamics. On the other hand, the cubic term ∼ ∂xφ (∂xθ)

2 contains only three
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spatial derivatives and will therefore be relevant on larger length scales than the Bogoliubov
term. Therefore the cubic interaction term is more relevant than the modification of the
dispersion due to the quartic term. We will also see in the following chapters, that the cubic
term induces a redistribution of energy between the different modes of the Luttinger Liquid
and can lead to a relaxation of an excited state into the thermal equilibrium. Therefore,
even if not relevant compared to the quadratic terms, this term is non-negligible in a non-
equilibrium setting, where the relaxation of the state is the major feature of the dynamics.

In order to give an estimate of the relevance of the higher order terms, we diagonalize
the Luttinger Liquid Hamiltonian (3.1.10) by performing the rescaling φ →

√
Kφ and

θ → 1√
K
θ. This leads to

HLiLi =
u
2π

∫

x

[
(∂xθ)

2 + (∂xφ)2 − 1
mu
√
K
∂xφ (∂xθ)

2 +
K

4πmuρ
(
∂2xφ

)2
]
. (3.1.12)

In momentum space, the Bogoliubov term becomes of the same order of magnitude as the
Luttinger terms at the Luttinger cutoff Λ, which fulfills

1 =
KΛ2

4πmuρ
. (3.1.13)

For momenta q > Λ, the influence of the Bogoliubov term is no longer negligible and the
dispersion gets a quadratic correction to the linear one, which is a feature of the Luttinger
Hamiltonian. Therefore, we restrict ourselves to momenta below the Luttinger cutoff,
which in macroscopic parameters reads

Λ =
2√
π

√
gmρ (3.1.14)

For momenta q below this cutoff (in other words, for length-scales larger than the inverse
cutoff), the Bogoliubov term can be dropped and we obtain a quadratic Luttinger Liquid
with a cubic interaction term. The resulting Hamiltonian and the corresponding systems
are from now on referred to as interacting Luttinger Liquids. The Hamiltonian is

HILL =
u
2π

∫

x

[
(∂xθ)

2 + (∂xφ)2 + v (∂xφ) (∂xθ)
2
]

(3.1.15)

and we have introduced the effective coupling constant v.

3.1.2 Remarks on Interacting Luttinger Liquids

For the derivation of the interacting Luttinger Liquid, Eq. (3.1.15), we have neglected
several terms, including the Bogoliubov term, because of their irrelevance in the long
wavelength limit. In principle, one could argue the same way in order to get rid of the
cubic nonlinearity that describes the interaction in the Hamiltonian (3.1.15). Actually
this is performed for most equilibrium problems, where the theoretical description is based
solely on the quadratic Luttinger Liquid Hamiltonian. The justification for this is that
the cubic interaction term does not modify the dispersion of the excitations but leads
to a redistribution of energy and to scattering processes between the excitations. As a
consequence, in an equilibrium setup, where the system has reached its stationary state,
the only impact of the cubic term is the generation of a finite lifetime for the excitations
(due to the scattering processes) and therefore a modification of dynamical, frequency
resolved observables. Therefore it can be and is commonly neglected in equilibrium setups.
However, as pointed out above, for any non-equilibrium setup, the cubic nonlinearity is the
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leading order term that introduces relaxational dynamics to the system and can therefore
under no circumstances be neglected, as we will see in the following sections of this thesis.

The global position and momentum operator in the Luttinger basis are

X̂ =
1
N

∫

x
xρ(x) = − 1

Nπ

∫

x
x∂xφx, (3.1.16)

where N is the global particle number and

P̂ =
~

2mi

∫

x
ψ†x∂xψx −

(
∂xψ

†
x

)
ψx =

~
mπ

∫

x
(πρ0 − ∂xφx) ∂xθx. (3.1.17)

Galilean invariance of the non-relativistic system requires

NmP̂ = ∂tX̂ =
i
~

[
H, X̂

]
, (3.1.18)

where Nm is the global mass of the system. As by the commutation relation [∂xφx, θx′ ] =
iπδ(x − x′) an operator θ annihilates a derivative of φ, the linear contribution of the
momentum operator is recovered from the quadratic part of the Hamiltonian, while the
quadratic part of the momentum operator is recovered only in the presence of the cubic
nonlinearity. The nonlinearity is therefore required for Galilean invariance of the system.
On the other hand, operators proportional to ∂xθ (∂xφ)2 and (∂xθ)

3 in the Hamiltonian are
forbidden, since they would create additional terms in Eq. (3.1.18), which are incompatible
with the momentum operator in Eq. (3.1.17) and therefore with Galilean invariance.

As pointed out briefly above, the interacting Luttinger Liquid is an effective long wave-
length description for interacting one-dimensional bosons. It can be seen as the resulting
theoretical description after the fast, short distance degrees of freedom have been inte-
grated out. This procedure however does not only reduce the Hamiltonian to the form
of Eq. (3.1.15), which contains only the leading order terms in the sense of a derivative
expansion but also renormalizes the remaining effective parameters in the Hamiltonian. As
a consequence, for strong microscopic interactions, the Luttinger parameters can no longer
be determined straightforwardly from the microscopic parameters and the definition of the
Luttinger K and u in Eq. (3.1.11) is no longer correct and can only for very few cases
be determined numerically. The same is true for the nonlinear part of the Hamiltonian,
where v becomes an effective parameter as well. Furthermore, the projection onto the long
wavelength modes generates an additional nonlinear term proportional to (∂xφ)3, which
corresponds to an effective cubic density interaction. However, although the effective pa-
rameters governing the dynamics of the interacting Luttinger Liquid are no longer easy to
determine, the structure of the Hamiltonian (3.1.15) is protected. As we will see in the
following sections, this leads to a non-equilibrium dynamics that is determined by only
three free parameters, which can be determined from experimental measurements, which
makes the non-equilibrium dynamics of the interacting Luttinger Liquid in the same sense
universal as the well studied equilibrium dynamics of the non-interacting Luttinger Liquid.

The parameters uK ≡ νJ and u
K ≡ νN for instance can be uniquely identify in terms

of thermodynamic properties of the system’s ground state. While νJ is in a direct way
related to Kohn’s stiffness, i.e. the weight of the Drude peak (∼ δ(ω)) in the conductivity
[113, 67, 80]. On the other hand, νN determines the inverse macroscopic compressibility of
the system. The latter increases for increasing microscopic interactions and is therefore a
continuous function of 1/K.
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3.1.3 Keldysh Action for Interacting Luttinger Liquids

In order to study the non-equilibrium dynamics of interacting bosons in one dimension, we
have to develop the Keldysh path integral for the interacting Luttinger Liquid described
by the Hamiltonian (3.1.15). In chapter 1, the partition function of a corresponding phys-
ical system has been formulated in terms of a Keldysh functional integral. This has been
achieved by first deriving a path integral formulation for the time evolution of the system’s
density matrix on the (±)-contour and subsequently performing the Keldysh rotation to
classical and quantum coordinates. While the Keldysh rotation is a linear and unitary
transformation, this is not true for the transformation from microscopic bosonic operators
to the Luttinger fields (Eqs. (3.1.1), (3.1.2)). Because of the latter, both transformation do
not commute and the order in which a Luttinger Liquid is transformed to Keldysh space
is important.
Complex fields on the (±)-contour have the same physical meaning as quantum field oper-
ators and therefore a transformation as shown in Eqs. (3.1.1) and (3.1.2) which is based on
physical arguments remains valid for fields on the (±)-contour. On the other hand, clas-
sical and quantum fields have no clear, direct physical meaning and Haldane’s arguments
leading to the Luttinger transformation have no meaning in the Keldysh rotated space.
Therefore, one has to perform first the transformation to the Luttinger fields in the (±)
basis and then transform to Keldysh space, for which the action becomes simplified again.
This implies however some computational effort for bosonic response and correlation func-
tions, as we will see.

The action for the interacting Luttinger Liquid on the (±)-contour is derived exactly as
described in (1.1.34). Starting from the Lieb-Liniger model, in terms of microscopic bosonic
operators, it reads

S =

∫

X

[
ψ†+,Xi∂tψ+,X − ψ

†
−,Xi∂tψ−,X

]
+ H+

LiLi −H−LiLi, (3.1.19)

where

HαLiLi =

∫

X
ψ†α,X

(
− ∂

2
x

2m

)
ψα,X + g

(
ψ†α,Xψα,X

)2
(3.1.20)

is the Hamilton functional on the α = ±-contour. The time derivative part in the action
transforms into the Luttinger representation according to

∫

X
ψ†α,Xi∂tψα,t =

∫

X

(
− i
2π
∂t∂xφα,X −

(
ρ0 −

1
π
∂xφα,X

)
∂tθα,X

)

=
1
π

∫

X
∂xφα,X∂tθα,X, (3.1.21)

where we dropped all constant terms in the last equality. The Hamiltonian part transforms
according to the steps described in Sec. 3.1.1, such that the action in the Luttinger basis
is

S =
1
π

∫

X
[∂xφ+,X∂tθ+,X − ∂xφ−,X∂tθ−,X] + H+

ILL −H−ILL. (3.1.22)

Here we have replaced the indices (X) = X by a collective one and inserted the Hamilton
functional for the interacting Luttinger Liquid

HαILL =
u
2π

∫

X

[
(∂xθα,X)2 + (∂xφα,X)2 + v (∂xφα,X) (∂xθα,X)2

]
. (3.1.23)
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Now, one can perform the Keldysh rotation for this action, which leads to

S =
1
π

∫

X
− (θc,X,φc,X)

(
uK∂2x ∂x∂t

∂x∂t
u
K∂

2
x

)(
θq,X

φq,X

)
(3.1.24)

+
v√
8π

∫

X

[
2 (∂xθc,X) (∂xφq,X) (∂xθq,X) + (∂xφq,X)

(
(∂xθq,X)2 + (∂xθc,X)2

)]
.

Eq. (3.1.24) is the Keldysh action for the interacting Luttinger Liquid. So far, there
is no regularization and no information on the initial conditions included and this will
only be done in the following chapters, when explicit examples of Luttinger Liquids out
of equilibrium are considered. However, from the quadratic part of the action, one can
already derive non-interacting excitation spectrum, obtained by requiring

det

(
uK∂2x ∂x∂t

∂x∂t
u
K∂

2
x

)
= 0⇔ ∂t ± u∂x = 0⇔ ω±q = ±u|q|. (3.1.25)

Describing sound waves with a linear dispersion ω±q = ±u|q| in momentum space.

The real fields in this expression are neither representing bosonic nor fermionic statistics
and lack a simple quasi-particle picture. Even further, they do not represent the eigenmodes
of the system, since the quadratic part of the action is not diagonal in these fields. In
order to transform to the eigenmodes, we perform a canonical Bogoliubov transformation
according to

φα,X = φα,t − πδNα,tθ(x)− i
2

∫ ′

q

(
2πK
|q|

) 1
2

sgn(q) e−iqx (āα,q,t + aα,−q,t) ,(3.1.26)

θα,X = θα,t + Jα,tθ(x) +
i
2

∫ ′

q

(
2π
|q|K

) 1
2

e−iqx (āα,q,t − aα,−q,t) . (3.1.27)

The integral
∫ ′
q is over momentum space4, where the apostrophe indicates that it leaves

out the value q = 0. The complex fields āα, aα represent complex bosonic fields with the
Keldysh index α = c, q and for momenta q 6= 0 are the eigenmodes of the system. the
corresponding q = 0 modes are represented by the two real fields δN and J. The fields
φα,t, θα,t represent global modes, which do not appear in the Hamiltonian (since their
spatial derivative is zero) but in principle can be added to the variables, i.e. a global
center of mass motion and a global phase of the initial state. The corresponding spatial
derivatives read

∂xφα,X = −πδNα,tδ(x)− 1
2

∫ ′

q
(2π|q|K)

1
2 e−iqx (āα,q,t + aα,−q,t) , (3.1.28)

∂xθα,X = Jα,tδ(x) +
1
2

∫ ′

q

(
2π|q|
K

) 1
2

sgn(q) e−iqx (āα,q,t − aα,−q,t) . (3.1.29)

The global, zero momentum modes δN and J represent global density fluctuations and
persistent currents in the system. The first statement becomes evident, when integrating
the density (3.1.2) over the complete space for

∫

x
ρX =

∫

x

(
ρ0 −

1
π
∂xφX

)
= Vρ0 − δNt, (3.1.30)

4We use the abbreviation
∫
q ≡

∫∞
−∞

dq
2π throughout the thesis.
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where V is the volume of the system. The second is visible when considering the total
momentum operator (3.1.17)

P̂ =
~
m
ρ0

∫

x
∂θX =

~ρ0
m

Jt. (3.1.31)

As we consider a system with exact particle number conservation and without any per-
sistent currents, we will drop δN and J and do not consider them as relevant degrees of
freedom. However, one must be careful with persistent currents in Luttinger Liquids in
general as they turn out to be relevant for a huge class of physical setups 5. Plugging
the fields and derivatives of the fields (and neglecting all global operators) into the action
(3.1.24), we obtain a quadratic part

S(2) =
1
2π

∫

p,t
(āc,p,t, āq,p,t)

(
0 i∂t − u|p|

i∂t − u|p| 0

)(
ac,p,t
aq,p,t

)
, (3.1.32)

reflecting that the bosonic fields represent the eigenmodes of the non-interacting Luttinger
Liquid. They represent sound waves, i.e. phonons, with a dispersion ωp = u|p| and a
velocity u. The cubic part transforms to a more complicated expression, which we render
here in a simplified form, without Keldysh indices

S(3) = v
√

2π
K

∫

q,p,k,t

√
|qpk|sgn(pk) (āq,t + a−q,t) (āp,t − a−p,t) (āk,t − a−k,t) δ(q + p + k)

=

∫

q,p,k,t
V(q, p, k)

(
1
3
āq,tāk,tāp,tδ(q + k + p) + āq,tak,tap,tδ(q− k− p) + h.c.

)
,(3.1.33)

with the symmetrized vertex function

V(q, p, k) = 3v
√

2π
K

√
|qpk| (sgn(qp) + sgn(pk) + sgn(kq)) . (3.1.34)

The cubic interaction represents phonon scattering processes, which do not conserve the
total phonon number and consist of four different processes. The term ∼ â3 creates three
phonons out of the vacuum, the term ∼ a3 annihilates three phonons, the term ∼ âa2

converts two phonons into a single one and the term ∼ â2a converts a single phonon into
two. While all the scattering processes are momentum conserving, only the two conversion
processes can be energy conserving as there is associated a positive energy for the creation
of a single phonon. Therefore the processes ∼ â3 and ∼ a3 cannot be energy conserving and
are only able to induce virtual processes, which possibly renormalizes the parameters of
the action. We will analyze the impact of the interaction on the dynamics of the system for
different physical setups in the following sections and now proceed with the introduction
of the Luttinger Liquid action for fermions out of equilibrium.

5For instance is has been shown, that an impurity with a certain velocity might be slowed down in
a Luttinger Liquid by inducing a persistent current to the system, which becomes the relevant degree of
freedom for this setup. And therefore no external modulation of the system is needed in order to induce
persistent currents.
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3.2 THE LUTTINGER FORMALISM FOR INTERACTING FERMIONS
IN ONE DIMENSION

3.2.1 Deriving the Keldysh Action for Interacting One-Dimensional Fermions

We consider a model of spin-polarized one-dimensional fermions with some short ranged
interaction potential g(x− x′), which are described by the Hamiltonian

HF =

∫

k
ψ†kεkψk +

∫

x,x′
g(x− x′)ρ(x)ρ(x′), (3.2.1)

where εk is the fermionic dispersion and ρ(x) = ψ†xψx is the fermionic real-space density.
Close to the Fermi edge, the dispersion can be linearized since in the presence of interac-
tions, the corrections to a linear dispersion in one dimension are small and irrelevant in
the renormalization group sense. This leads to

εk = εF + vF(k− kF) +
(k− kF)2

2m∗
+O(k3), (3.2.2)

with the Fermi momentum kF, the Fermi energy εF = εk|k=kF , the Fermi velocity vF =

∂kεk|k=kF and the effective mass m∗ =
(
∂2kεk|k=kF

)−1. For fermions, the relevant low energy
excitations are close to the Fermi edge and low momentum, i.e. long wavelength, behavior
is determined by momenta close to the Fermi edge. Therefore, we introduce the notation
of left and right moving fermions, where left moving fermions have a negative absolute
momentum and right movers have a positive absolute momentum. Now, we can express
momentum in terms of momentum relative to the left and right Fermi momentum and we
label left and right movers with the index η = ±. The energy is as well expressed relative
to the Fermi energy and so we have

εηk = ηvFk +
k2

2m∗
(3.2.3)

We will as well introduce left and right moving fermions ψ†η,k,ψη,k with the commutation
relation

{ψη,k,ψ
†
η′,k′} = δη,η′δk,k′ . (3.2.4)

This is an exact relation for momenta |k| < kF as for these momenta the definition is
unique6. The corresponding Hamiltonian transforms to

HF =

∫

x

∑

η=±
ψ†η,x

(
iηvF∂x −

∂2x
2m∗

)
ψη,x +

∫

x,x′
g(x− x′)ρ(x)ρ(x′). (3.2.5)

Without the band curvature term ∼ ∂2x, this system is integrable and we will now derive the
Luttinger Hamiltonian for this system and add the band curvature term as an irrelevant
perturbation later.

6A right moving fermion with momentum k < −kF is of course equal to a left moving fermion with
momentum k′ = −|k− kF.
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The Hamiltonian under consideration is the linear fermion model, first considered by Lut-
tinger, and reads

HFL =

∫

x

∑

η=±
ψ†η,x (iηvF∂x)ψη,x +

∫

x,x′
g(x− x′)ρ(x)ρ(x′). (3.2.6)

This model has in principle an infinite number of negative energy states and one has to
implement the constraint, that for both species η = ± only states with positive energy can
be occupied and states with negative energy can become unoccupied. Both processes cost
energy and are therefore allowed. As a consequence, we have to express all operators in
normal ordered form, i.e. for states below the Fermi momentum ηq < ηkF, the operator
product ψ†η,qψη,q transforms to

: ψ†η,qψη,q := −ψη,qψ†η,q = ψ†η,qψη,q − 1 = ψ†η,qψη,q − 〈0|ψ†η,qψη,q|0〉, (3.2.7)

where |0〉 denotes the vacuum state, i.e. the filled Fermi sea. On the other hand, for
momenta ηq > ηkF, the states are unoccupied and the energy is positive, such that normal
ordering does not change the operator and we have

: ψ†η,qψη,q := ψ†η,qψη,q − 0 = ψ†η,qψη,q − 〈0|ψ†η,qψη,q|0〉. (3.2.8)

As a consequence, normal ordering is simply implemented by subtracting the vacuum
expectation value. From now on, all bilinear operators will be considered normal ordered
and we skip the explicit signature : ... : for these. The normal ordered densities of left and
right movers are defined as

ρη,x =: ψ†η,xψη,x : . (3.2.9)

It has the Fourier transform

ρη,q =

∫

x
ρη,xe−iqx =

∫

k

(
ψ†η,k+qψη,k − 〈0|ψ

†
η,k+qψη,k|0〉

)

=

{ ∫
k ψ
†
η,k+qψη,k for q 6= 0

∫
k

(
ψ†η,kψη,k − 〈0|ψ

†
η,kψη,k|0〉

)
= N̂η for q = 0

, (3.2.10)

where N̂η counts the number of excitations (particles minus holes) in the direction η. Now
we can take a look at the commutators of the normal ordered densities. For mixtures of
left and right movers

[ρ+,q, ρ−,p] = 0, (3.2.11)

these are of course always zero, since the different species anti-commute already on the
level of bare fermions. For densities of the same species, we find however

[ρη,q, ρη,p] =

∫

k,k′
:
[
ψ†η,k+qψη,k,ψ

†
η,k′+pψη,k′

]
: . (3.2.12)

Here we have already used the fact, that the vacuum expectation values of both operators
cancel each other in the commutator. However, the commutator itself has to be evaluated
in a normal ordered way, which leads to

[ρη,q, ρη,p] =

∫

k

(
〈ψ†η,k+q+pψη,k〉 − 〈ψ

†
η,k+qψη,k−p〉

)
= −δ(p + q)η

p
2π

. (3.2.13)
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This commutation relation, which strictly relies on the filled Fermi sea state, is called
Kac-Moody algebra and is very similar to bosonic commutation relations, if one would
normalize the density operators by one over the corresponding momentum. Additionally,
we instantly see that

ρ+(p < 0)|0〉 = 0, (3.2.14)
ρ−(p > 0)|0〉 = 0, (3.2.15)

since the corresponding states are occupied. This hints towards defining a bosonic annihi-
lation operator according to

bq =

(
2π
|q|

) 1
2 ∑

η

θ(ηp)ρη,−p. (3.2.16)

Obviously, this operator has the property

bq|0〉 = 0 (3.2.17)

for all q 6= 0. In combination with the Kac-Moody algebra of the densities, this implies
[
bq, b

†
p

]
= δ(q− p), (3.2.18)

where

b†q =

((
2π
|q|

) 1
2 ∑

η

θ(ηp)ρη,−p

)†
=

(
2π
|q|

) 1
2 ∑

η

θ(ηp)ρη,p. (3.2.19)

The kinetic part of the Hamiltonian (3.2.6)

HKin =

∫

x

∑

η=±
ψ†η,xiηvF∂xψη,x (3.2.20)

has the following commutation relation with a bosonic annihilation operator with arbitrary
(positive) momentum q

[
bq, HKin

]
=

(
2π
|q|

)∫

k
vFk

[
ρ+,−q,ψ

†
+,kψ+,k

]
=

(
2π
|q|

)
vFq

∫

k
ψ†+,k−qψ+,k

= vFqbq. (3.2.21)

In the same way, we find for arbitrary negative momenta q < 0,
[
bq, HKin

]
= −vFqbq = vF|q|bq. (3.2.22)

Combining the results from Eqs. (3.2.21) and (3.2.22), the kinetic part of the Hamiltonian
takes the form

HKin =

∫

k
vF|k|b†kbk, (3.2.23)

i.e. the Hamiltonian of one-dimensional fermions with linear dispersion can be expressed
in terms of bosonic operators with a linear dispersion. This result is possible only because

90 Chapter 3 One-Dimensional Quantum Fluids out of Equilibrium



of the commutation relations of the fermionic density operators, which crucially rely on a
filled Fermi sea. As a consequence, the elementary excitations are not single fermions but
particle-hole excitations, which aren’t bosons in a strict sense, but for which we found a
bosonic representation.

In order to find a representation of fermionic single particle operators in terms of the
densities, we evaluate the commutator

[
ρη,q,ψη′,x

]
= δη,η′

∫

k,p
eipx

[
ψ†η,k+qψη,k,ψη,p

]
= −δη,η′eiqxψη,x. (3.2.24)

Due to the Kac-Moody algebra of the fermionic density operators (3.2.13), we can interpret
the density in an commutator in terms of a derivative, i.e.

[ρη,q, ...] = −η q
2π

∂

∂ρη,−q
... (3.2.25)

and with the combination of the commutation with a single particle operator (3.2.24), this
yields

∂

∂ρη,−q
ψη′,x = δη,η′

2πη
q

eiqxψη,x. (3.2.26)

This differential equation is solved straightforwardly by

ψη,x = Uη e−
∫
q

(
2πη
q e−iqxρη,q

)
, (3.2.27)

where the undetermined operator U cannot be a function of any fermionic operator, nei-
ther single particle nor density operators, i.e. its commutation relation with all possible
fermionic densities is zero. It is, however, very simple to determine the operator Uη. The
only density operator that is not contained in the right side of Eq. (3.2.27) is the global
number operator Nη = ρη,0. On the other hand, in the present form, the right hand side of
Eq. (3.2.27) does not change the global particle number of the system, while the left hand
side does lower the global particle number. Since the removal of a particle from a specific
state of the system would lead to additional commuation relations in Eq. (3.2.24), Uη can
only change the global particle number uniformly and fulfills the relation

U†ηUη = Nη. (3.2.28)

A rigorous derivation of the prefactor Uη can be found in Refs. [83, 67, 80] but the discus-
sion presented here is sufficient to understand its meaning and sufficient for the following
sections.

So far we have found a simple expression for the kinetic part of the Hamiltonian in terms
of bosonic operators and an expression for the single fermion operators in terms of fermion
densities. In order to relate the two in a simple and straightforward way, we now introduce,
very similar as for the bosonic case, the real operators φ and θ according to

φx = −(N+ + N−)πx− iπ
∫ ′

q

1
q
e−iqx (ρ+,q + ρ−,q) e−

q
Λ (3.2.29)

θx = (N+ −N−)πx + iπ
∫ ′

q

1
q
e−iqx (ρ+,q − ρ−,q) e−

q
Λ . (3.2.30)

We will now briefly discuss these operators. First, as for the bosonic case, 1
π∂xφx can be

seen as the density fluctuation operator, describing the global density fluctuations of left
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and right moving particles in the zero momentum term ∼ (N+ + N−) and momentum
dependent density fluctuation in the sum term. On the other hand ∂xθ is proportional to
a current in the system, the term ∼ (N+ − N−) describing a global current through the
system, while the momentum dependent terms describe local current fluctuations. We also
added a cutoff Λ in this description, which was not present in the previous formulas. This
cutoff fulfills actually two requirements. For a perfectly linear fermionic dispersion, the
presented derivations are exact on all length scales and there exists no physical cutoff in
the system, however, the theory must be regularized at some point and this is the task of
the cutoff. For a fermionic system on a lattice, or for fermions with band curvature, the
cutoff represents the microscopic cutoff for the Luttinger theory and is implemented here
in a smooth way.

In terms of the real fields, the fermionic single particle operators can be expressed as

ψη,x = Uη
1√
2π

eiηkFxe−i(ηφx−θx). (3.2.31)

Using the commutation relations for the bosons, b†q, bq and the fermionic densities ρη,q, it
is simple (cf. Ref. [67]) to derive the following commutation relation

[∂xφx, θx′ ] = −iπδ(x− x′), (3.2.32)

which are again the ones known from the bosonic Luttinger Liquid theory (Eq. (3.1.3)).
The kinetic part of the Hamiltonian is

HKin =
1
2π

∫

x
vF
[
(∂xθx)2 + (∂xφx)2

]
. (3.2.33)

The interactions can be formulated in terms of left and right movers according to

HInt =

∫

x,x′
g(x− x′) [ρ+,x + ρ−,x]

[
ρ+,x′ + ρ−,x′

]
. (3.2.34)

Terms proportional to ψ†+,q1ψ
†
−,q2ψ−,q3ψ−,q4 are energetically strongly suppressed since the

momentum conservation of this process requires q1 + q2 + 2kF = q3 + q4 and so the energy
difference between the state before the collision and after is ≈ 2vFkF = 2εF.
From Eq. (3.2.29), we see that

ρ+,x + ρ−,x =
1
π
∂xφx (3.2.35)

and thus

HInt =

∫

x,x′

g(x− x′)
π2

(∂xφx) (∂xφx′) . (3.2.36)

As the interaction is supposed to be short ranged, we can perform a derivative expansion
up to second order of the interaction, leading to

HInt =

∫

x,x′

g0
π2

(∂xφx)2 +
g0λ2

π2
(
∂2xφx

)2 , (3.2.37)

where λ is the effective range of the interaction. Putting interactions and the kinetic term
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together, we obtain the Hamiltonian

HFL =
1
2π

∫

x

[
vF (∂xθx)2 +

(
vF +

2g0
π

)
(∂xφx)2 +

2g0λ2

π

(
∂2xφx

)2
]
. (3.2.38)

This Hamiltonian, which is only quadratic in the fields φ and θ is very similar to the
Hamiltonian that we obtained earlier from the bosonic theory. Again, we have a term
that is quadratic in the derivatives, which will finally lead to a linear dispersion of the
elementary excitations.

So far, we have completely neglected the band curvature terms in the original fermionic
Hamiltonian (3.2.5). From their canonical scaling behavior (a one-dimensional density
times a second order derivative), it is clear that they will be proportional to a cubic
derivative term in the Luttinger variables φ and θ. The band curvature term is

HBC = −
∫

x

∑

η=±
ψ†η,x∂

2
xψη,x = −

∫

x

∑

η=±
ψ†η,xUη∂

2
x e−i(ηφx−θx)

=

∫

x

∑

η=±
ρη,x

[
(η∂xφx − ∂xθx)2 + i

(
η∂2xφx − ∂2xθ

)]

= π

∫

x

[
(∂xφx) (∂xθx)2 + i

(
∂xφx∂

2
xθx + ∂xθx∂

2
xφx
)]

. (3.2.39)

The second term, proportional to i cancels exactly by partial integration and the only
term left is the one that is cubic in the fields. As a consequence, we can write down the
Hamiltonian of the system including band curvature terms, which reads

HFL =
1
2π

∫

x

[
vF (∂xθx)2 +

(
vF +

2g0
π

)
(∂xφx)2 +

1
m

(∂xφx) (∂xθx)2 +
2g0λ2

π

(
∂2xφx

)2
]

=
1
2π

∫

x

[
νK (∂xθx)2 +

ν

K
(∂xφx)2 +

1
m

(∂xφx) (∂xθx)2 +
2g0λ2

π

(
∂2xφx

)2
]
, (3.2.40)

where we introduced the fermionic Luttinger parameters

ν = vF

√
1 +

2g0
πvF

, and K =

√
1 +

2g0
πvF

−1

. (3.2.41)

As for the bosons, there is a quadratic term, reflecting the elementary excitations, which are
phonons with a linear dispersion, a Bogoliubov term that leads to a quadratic correction
of the dispersion for larger momenta and a cubic interaction term that stems from the
non-zero band curvature of the microscopic fermions. As for the bosons, the Bogoliubov
term will play no role in our considerations since for an out of equilibrium setup, the band
curvature is much more relevant and it is less irrelevant in the renormalization group sense
than the Bogoliubov term. We can therefore write the interacting Luttinger model for
fermions by dropping this term as

HILL =
1
2π

∫

x

[
νK (∂xθx)2 +

ν

K
(∂xφx)2 +

1
m

(∂xφx) (∂xθx)2
]
. (3.2.42)

The difference to the bosonic model is only in the microscopic definitions of the Luttinger
parameters and the corresponding operators but the Hamiltonian is exactly the same. In
the next section, we will see that the Keldysh action of the interacting Luttinger model
for fermions is as well exactly the same as for bosons and compute the fermionic response
and correlation functions in the Keldysh framework.
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3.2.2 Keldysh Path Integral for Fermionic Luttinger Liquids and Fermionic Corre-
lation Functions

In order to study systems of interacting one-dimensional fermions, we derive the Keldysh
path integral for the corresponding Luttinger Liquid theory, described by the Hamiltonian
(3.2.42). Following the derivation of the Keldysh path integral formalism in chapter 1.
Accordingly, the action on the (±)-contour is

S =

∫

X

∑

α,η=±

[
ψ̄α,η,Xαi∂tψα,η,X

]
−H+

F + H−F , (3.2.43)

where ψ̄α,η,X,ψα,η,X are Grassmann fields on the (±)-contour. The index α labels the
corresponding contour, α = ± and the index η = ± labels right and left movers and
X = (x, t). H±F is the Grassmann functional of the Hamiltonian (3.2.5) from the previous
section. The representation of the fermionic Grassmann variables in terms of the Luttinger
fields φ, θ is directly inferred from the representation in operator space (Eq. (3.2.27))

ψα,η,X =
ξα,η√
2π

eiηkFxe−i(ηφα,X−θα,X). (3.2.44)

Here, the variable ξα,η is a global contour dependent Grassmann variable, ensuring Grass-
mann commutation relations of the individual fermionic variables. The time derivative of
the Grassmann fields is

∑

η=±
ψ̄α,η,Xi∂tψα,η,X =

∑

η=±
ρα,η,X (η∂tφα,X − ∂tθα,X)

= (ρα,+,X − ρα,−,X) ∂tφα,X − (ρα,+,X + ρα,−,X) ∂tθα,X

=
1
π

(∂xθα,X∂tφα,X + ∂xφα,X∂tθα,X) , (3.2.45)

where we inserted the real field ρα,η,X = ψ̄α,η,Xψα,η,X and applied the relations (3.2.29),
(3.2.30) for real fields on the (±)-contour. In the same way, following the transformation
rules in the previous section and extending them straightforward to Grassmann variables,
we can substitute HαF by the corresponding version of the Luttinger Hamiltonian HILL in
Eq. (3.2.42). This leads to the action on the (±)-contour

S =
∑

α=±
α

(
π

∫

X
(∂xθα,X∂tφα,X + ∂xφα,X∂tθα,X)−HαILL

)
, (3.2.46)

with

HαILL =
1
2π

∫

X

[
νK (∂xθα,X)2 +

ν

K
(∂xφα,X)2 +

1
m

(∂xφα,X) (∂xθα,X)2
]
. (3.2.47)

As a result, after the Keldysh rotation, we obtain the identical Keldysh action for one-
dimensional fermions as we did for one-dimensional bosons in Eq. (3.1.24) and all the corre-
sponding transformations, i.e. the change to the phonon variables as given in Eqs. (3.1.28),
(3.1.29) are equivalent.

In the remainder of this section, we will derive the expressions for fermionic real time
Green’s functions in the Luttinger-Keldysh framework. As we will perform all compu-
tations in the phonon representation, we start with relating the retarded, advanced and
Keldysh Green’s functions in the θ − φ basis in terms of phonon Green’s functions. The
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corresponding transformation to the phonon basis is given in Eqs. (3.1.26) and (3.1.27)
and in the momentum representation read

φα,Q = − i
2

(
2πK
|q|

) 1
2

sgn(q) (āα,Q + aα,−Q) (3.2.48)

θα,Q =
i
2

(
2π
K|q|

)
(āα,Q − aα,−Q) , (3.2.49)

where Q = (q,ω) is the combined momentum and frequency index and α = c, q is the
Keldysh index. As we see from the definition of the fields φ and θ in Eqs. (3.2.29), (3.2.30),
they are defined independently of the specific model parameters. On the other hand,
the transformation to the phonon basis is a function of the Luttinger parameter K and
therefore depends on the specific value of vF and g0 in the Hamiltonian. Therefore, the
Green’s functions in the θ − φ basis are related to the fermionic observables independent
of the model. In terms of phonon Green’s functions they are

Gαβ
φφ(Q) = −i〈φα,−Qφβ,Q〉 =

πK
2|q|

(
Gαβ

Q + Gβα
−Q + ΓαβQ +

(
ΓαβQ

)∗)
, (3.2.50)

Gαβ
θθ (Q) = −i〈θα,−Qθβ,Q〉 =

π

2K|q|
(
Gαβ

Q + Gβα
−Q − ΓαβQ −

(
ΓαβQ

)∗)
, (3.2.51)

Gαβ
φθ (Q) = −i〈φα,−Qθβ,Q〉 = − π

2q

(
Gαβ

Q −Gβα
−Q + ΓαβQ −

(
ΓαβQ

)∗)
, (3.2.52)

Gαβ
θφ (Q) = Gβα

φθ (−Q). (3.2.53)

Here, we have introduced the normal and anomalous phonon Green’s functions in frequency
space

Gαβ
Q = −i〈aα,Qāβ,Q〉, (3.2.54)

ΓαβQ = −i〈āα,−Qāβ,Q〉. (3.2.55)

In order to determine fermionic Green’s functions in terms of the phonon Green’s functions
above, we have to keep in mind the order of transformations. The transformation to
the Luttinger basis has been performed in real space and on the (±)-contour. Although
the mapping between Luttinger and fermionic variables is unique, it is not unitary and
therefore does not commute with the Keldysh rotation and the Fourier transformation.
We will therefore express the fermion Green’s functions on the (±) contour and in real
space and subsequently perform the transformation to Keldysh and momentum space in
terms of the Luttinger variables.

The fermionic lesser, greater Green’s functions for η-movers are

G<
η,X,X′ = −i〈ψ̄−,η,X′ψ+,η,X〉 =

e−iηkF(x−x′)

2π
〈ei(ηφ+,X′−θ+,X′−ηφ−,X+θ−,X)〉 (3.2.56)

G>
η,X,X′ = −i〈ψ−,η,Xψ̄+,η,X′〉 =

e−iηkF(x−x′)

2π
〈ei(ηφ−,X′−θ−,X′−ηφ+,X+θ+,X)〉. (3.2.57)

Here, we again used the contour label (±) for fermionic Grassmann fields and two distinct
spatio-temporal coordinates X,X′. In order to evaluate the expectation value of the ex-
ponential, we approximate its value by its first order cumulant expansion, which becomes
exact for a quadratic action and it becomes a very good approximation for well-defined
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quasi-particles even in the presence of interactions7. The expectation values of the expo-
nentials are

G<
η,X,X′ =

e−iηkF(x−x′)

2π
e−

1
2 〈(ηφ+,X′−θ+,X′−ηφ−,X+θ−,X)

2〉 =
e−iηkF(x−x′)

2π
e−

1
2G

<
η,X,X′ . (3.2.58)

In the Keldysh basis, the exponentG<η,X,X′ can be evaluated and reads

2G<η,X,X′ = 2〈
(
ηφ+,X′ − θ+,X′ − ηφ−,X + θ−,X

)2〉 (3.2.59)

= GK
θθ,X′,X′ + GK

θθ,X,X − 2GK
θθ,X′,X + 2GA

θθ,X,X′ − 2GR
θθ,X,X′

+GK
φφ,X′,X′ + GK

φφ,X,X − 2GK
φφ,X′,X + 2GA

φφ,X,X′ − 2GR
φφ,X,X′

+2η
(
GK
θφ,X,X′ + GK

φθ,X,X′ + GR
θφ,X,X′ + GR

φθ,X,X′ −GA
θφ,X,X′ −GA

φθ,X,X′
)
.

In a similar way, one can derive the expression for the fermionic greater Green’s function.
From now on, we will consider a translational invariant system, for which the Green’s
functions only depend on the difference x− x′. This is clearly the case for a homogeneous
Luttinger Liquid as we consider in this thesis. On the other hand, systems out of equilib-
rium are no longer time translational invariant, so we cannot express the Green’s functions
only in terms of the relative time t − t′. However, for the purpose of describing out of
equilibrium systems, it is very useful to introduce forward and relative time coordinates
according to

τ =
t + t′

2
and δt = t− t′. (3.2.60)

In doing so, the Green’s functions can be expressed in terms of relative spatio-temporal
coordinates and the absolute time,

GX,X′ = Gτ ,δX, (3.2.61)

where δX = X − X′ = (x − x′, t − t′) = (δx, δt). We will from now on skip the δ and use
x, t for the relative space and time coordinates and τ for the absolute time coordinate.
In terms of the new coordinates, the exponent in the Keldysh basis (3.2.59) is rewritten
according to

G<η,τ ,X = GK
θθ,τ ,0 −GK

θθ,τ ,X + GA
θθ,τ ,X −GR

θθ,τ ,X (3.2.62)

+GK
φφ,τ ,0 −GK

φφ,τ ,X + GA
φφ,τ ,X −GR

φφ,τ ,X

+η
(
GK
θφ,τ ,X + GK

φθ,τ ,X + GR
θφ,τ ,X + GR

φθ,τ ,X −GA
θφ,τ ,X −GA

φθ,τ ,X
)
.

In the next step, we will express the exponent in terms of the Fourier transformed (with
respect to the relative coordinates) Green’s functions

G<η,τ ,X =

∫

Q

(
(1− cos(qx) cos(ωt))GK

θθ,τ ,Q − i sin(ωt) cos(qx)
(
GA
θθ,τ ,Q −GR

θθ,τ ,Q
))

+

∫

Q

(
(1− cos(qx) cos(ωt))GK

φφ,τ ,Q − i sin(ωt) cos(qx)
(
GA
φφ,τ ,Q −GR

φφ,τ ,Q
))

+2iη
∫

Q

(
sin(ωt) sin(qx)GK

θφ,τ ,Q
)

+ cos(ωt) sin(qx)
(
GR
φθ,τ ,Q + GA

φθ,τ ,−Q
)
.(3.2.63)

7Technically, the first order cumulant expansion is exact, if higher order Green’s functions factorize. The
correction term to the first order expansion is proportional to irreducible higher order correlation functions,
which are typically negligibly small even for interacting Luttinger Liquids [122, 183, 74, 1, 80, 67].
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Of major interest for our further analysis will be the fermionic lesser Green’s function with
non-zero absolute time but vanishing relative time. It is for instance necessary to deter-
mine the fermionic distribution function and the scaling behavior of equal-time correlation
functions in real space. For zero relative time, the exponent reads

G<η,τ ,x =

∫

Q

(
(1− cos(qx))

(
GK
θθ,τ ,Q + GK

φφ,τ ,Q
))

+2iη
∫

Q
sin(qx)

(
GR
φθ,τ ,Q + GA

φθ,τ ,−Q
)
. (3.2.64)

We will apply this transformation in the following sections in order to determine the
fermionic correlations in a system, which has been initialized in a out of equilibrium state
and will finish this section with a discussion of the fermionic equilibrium Green’s function.

3.2.3 Equilibrium Fermion Green’s Functions and T = 0 Scaling Behavior

We will now evaluate the Green’s functions for interacting fermions in one-dimension for
the case of thermal equilibrium. In this case, the bosonic excitations b†q, bq are distributed
according to a Bose-Einstein distribution. Since the Hamiltonian doesn’t contain any
anomalous terms ∝ b†qb†−q, their occupation is zero in equilibrium and the anomalous
Green’s functions Γ = 0. In the equilibrium case, the Green’s functions do not depend on
the forward time and we find (see Eq. (3.2.50))

∫

ω
GK
φφ,Q = GK

φφ,q,t=0 =
πK
2|q|

(
GK

q,t=0 + GK
−q,t=0

)
=
πK
|q| (2nq + 1) e−

|q|
Λ (3.2.65)

for the Keldysh Green’s function, where nq is the distribution function of the phonon
excitations and

∫

ω
GR
φθ,Q = GR

φθ,q,t=0 = − π

2q
(
GR

q,t=0 −GA
q,t=0

)
= − π

2q
e−
|q|
Λ . (3.2.66)

The θθ-correlation function follows immediately by taking K→ 1
K in (3.2.65) and so

G<η,x = π

(
K +

1
K

)∫

q

(1− cos(qx))

|q| (2nq + 1) e−
|q|
Λ

−iηπ
∫

q

sin(qx)

q
e−
|q|
Λ . (3.2.67)

At zero temperature, nq = 0 since the ground state of the system is excitation free. The
integrals can be evaluated and yield

G<η,x =
1
2

(
K +

1
K

)
log(1 + x2Λ2)− 2iη arctan(Λx). (3.2.68)

After some calculations, this leaves us with the fermionic lesser Green’s function

G<
x,t=0 =

1
2π

e−iηkFxe−
1
2G

<
η,x =

1
2π

e−iη(kFx−arctan(Λx)) (1 + x2Λ2)− 1+K2
4K . (3.2.69)
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Figure 3.1: Fermionic density nF
q in momentum space, obtained from Eq. (3.2.70), for two

different Luttinger parameters K1 = 2,K2 = 1.8, corresponding to two different interaction
strengths. Visible is the absence of a jump of the distribution function at the Fermi
momentum q = kF and the algebraic divergence at the Fermi momentum. The dashed

lines represent analytic functions f1,2 = c1,2 − d1,2sgn(q − kF)|q − kF|
(K1,2−1)2

2K1,2 , where the
parameters c, d are non-universal fit parameters.

This reveals the algebraic decay of the fermionic correlation function in real space, which
for long distances is ∼ x−

1+K2
2K . For non-interacting fermions, at K = 1, one recovers the

canocial scaling of the fermionic correlation function ∼ x−1, which corresponds to a one-
dimensional density. The term ∼ arctan(Λx) is crucial as it implements the step function
in the fermionic density in the momentum space representation, i.e. in

nF
q =

∫

x
eiqxG<

x,t=0 =

∫

x

1
2π

e−iη((kF−q)x−arctan(Λx)) (1 + x2Λ2)− 1+K2
4K . (3.2.70)

Close to the Fermi momentum, this function scales as nq ∼ |q−kF|
1+K2
2K −1 = |q−kF|

(K−1)2

2K .
Indicating the absence of a Fermi edge in interacting one-dimensional systems. In fact, the
fermionic quasi-particle residue Z, which is the jump of the fermionic distribution function
at the Fermi momentum is Z = 0 for K 6= 1, i.e. for interacting fermions in one dimension8.
In Fig. 3.2.3, we show the distribution function nq = 〈ψ†qψq〉 for the right movers for two
different Luttinger parameters K1 = 2,K2 = 1.8

8This is in stark contrast to higher dimensional interacting fermions, where Fermi Liquid theory predicts
0 < Z < 1 for interacting fermions. As Fermi Liquid theory relies on well-defined fermionic quasi-particles
at q = kF, this means that it is definitely not applicable in one dimension.
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4 KINETIC THEORY FOR INTERACT-
ING LUTTINGER LIQUIDS

In this chapter, we derive a closed set of equations for the kinetics and non-equilibrium
dynamics of interacting Luttinger Liquids with cubic resonant interactions. In the presence
of these interactions, the Luttinger phonons become dressed but still well defined quasi-
particles, characterized by a lifetime much larger then the inverse energy. This enables
the separation of forward time dynamics and relative time dynamics into slow and fast
dynamics and justifies the so-called Wigner approximation, which can be seen as a "local-
time approximation" for the relative dynamics. Applying field theoretical methods in the
Keldysh framework, i.e. kinetic and Dyson-Schwinger equations, we derive a closed set of
dynamic equations, describing the kinetics of normal and anomalous phonon densities, the
phonon self-energy and vertex corrections for an arbitrary non-equilibrium initial state. In
the limit of low phonon densities, the results from self-consistent Born approximation are
recaptured, including Andreev’s scaling solution for the quasi-particle lifetime in a thermal
state. As an application, we compute the relaxation of an excited state to its thermal
equilibrium. While the intermediate time dynamics displays exponentially fast relaxation,
the last stages of thermalization are governed by algebraic laws. This can be traced back
to the importance of energy and momentum conservation at the longest times, which gives
rise to dynamical slow modes.

4.1 INTRODUCTION

The kinetics and non-equilibrium dynamics of low dimensional, interacting quantum sys-
tems is an outstanding and fascinating challenge in quantum many-body physics [33, 189].
On the one hand, it is strongly motivated by recent cold atom experiments performed on
low entropy quantum wires under out-of-equilibrium conditions [111, 74, 122, 183, 197, 132,
172]. On the other hand, from a theoretical point of view, the study of non-equilibrium
dynamics in integrable and non-integrable systems is currently a field of growing interest
[39, 30, 37]. This is triggered by the question, whether and – if answered affirmatively –
in which specific way a one-dimensional quantum system is able to thermalize [17].

An example of a one-dimensional integrable model is the linear Luttinger Liquid, which
is the effective long-wavelength description of one-dimensional interacting quantum fluids,
composed either of fermions or bosons [80, 67]. Due to integrability, even if prepared in
a non-equilibrium state, this model will never thermalize, since the number of excitations
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for each momentum mode q is a constant of motion [39]. However, as already pointed out
by Andreev and Haldane [8, 80], there are non-zero corrections to the linear theory, which
certainly break integrability in the Luttinger model. They are irrelevant in the sense of
the renormalization group, and do not affect static observables. In contrast, they lead to a
modification of dynamical, i.e. frequency resolved, correlation functions. These nonlinear
corrections describe three-body scattering processes between phonons and are, due to their
resonant nature, not straightforwardly approached theoretically.

Apart from a wealth of numerical studies [36, 150, 151, 60, 201, 32, 177, 156], based on
matrix product state and Bethe ansatz calculations, several field theoretical approaches
have been developed [176, 145, 162, 110, 173, 91, 168, 169]. A seminal early study was
carried out by Andreev, who used a self-consistent Born approximation to determine the
phonon self-energies, establishing a universal phonon absorption rate γq ∼ qη with expo-
nent η = 3

2 for a finite temperature system [120, 198, 12]. A similar computation leads to
an exponent η = 2 for the case of a zero temperature state [161], which has been verified
by several numerical methods [150]. Recently, so-called nonlinear Luttinger Liquids have
been introduced, which are designed to capture corrections to the linear Luttinger theory
in the context of one dimensional fermions systems [93, 94, 162, 110]. These have been very
successful in determining, for example, the power law divergences of the dynamic structure
factor, or thermalization rates for near equilibrium systems [93]. Despite the large number
of analytic and semi-analytic works [107, 103, 136, 158, 39, 40], only few approaches for
far from equilibrium dynamics have been developed so far [137, 159, 194].

The purpose of this chapter is to provide a quantitative description of the kinetics of an
interacting Luttinger Liquid. Strong motivation comes from a recent surge of experiments
with interacting one-dimensional bosons and fermions in ultracold atom setups performed
under out-of-equilibrium conditions [122, 74, 172, 132, 86]. Here a one-dimensional quan-
tum fluid is prepared in a true non-equilibrium state, and the experiment subsequently
witnesses the time evolution of the system. At the present stage, the systems’ properties
are still well described by linear Luttinger Liquid theory with, however, a time dependent,
far from equilibrium distribution function [122, 74, 172, 183]. So far, there are numerous
theoretical works which describe these systems in terms of non-interacting Luttinger liq-
uids alone, where there is only dephasing dynamics and the evolution of the distribution
function is absent [39, 107, 121, 1]. This describes well the prethermalized regime in the
shorter time dynamics. However, current experiments are steadily pushed to larger obser-
vation times, where the thermalization crossover caused by the residual (RG irrelevant)
interactions in the Luttinger liquid should occur. What is therefore lacking at present
in the theoretical literature, is a kinetic theory for the time evolution of the distribution
function in these systems, which is able to track such a crossover and the associated time
scales. This is the aim of the present chapter.

On the technical side, achieving our goal amounts to obtaining theoretical control over the
infrared divergences inherent to naive perturbation theory for the interacting Luttinger
Liquid. While this issue was solved for the stationary equilibrium (or near equilibrium,
in the sense of linear response) long time ago by Andreev and others [8, 176, 161], we
focus here on getting this problem under control in the kinetic equation, initialized with a
general Gaussian non-equilibrium distribution function.

In more detail, exploiting the resonant but subleading character of the interactions in a
one-dimensional interacting quantum fluid, we apply non-equilibrium diagrammatic theory
to solve for the non-equilibrium dynamics of an interacting Luttinger Liquid. We show that
due to the resonant but subleading nature of the interactions, vertex corrections are mod-
erate for many physical realizations and consequently the non-equilibrium dynamics and
self-energy can be solved within self-consistent Born approximation. The self-consistency
is however, crucial, and a perturbative Born approach leads to infrared divergences. The
result is an effectively closed set of equations for the time-dependent phonon density and
self-energy in the presence of resonant interactions. This approach, without considering the
vertex correction and restricted to equilibrium systems, has been shown to work also for
non-interacting one-dimensional dispersive fermions [10] and in the context of the Coulomb
drag effect for sufficiently low temperatures [163].
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As a major result of the RG irrelevant but resonant interactions, the excitations remain
well-defined but dressed phonons, with a lifetime τq much larger than their typical coherent
time-scale ε−1q . The dressed spectral function remains sharply peaked at the bare phonon
energies εq with width τ−1q , such that the self-energy and distribution function of the
phonons for frequencies sufficiently close to the on-shell frequency can be approximated
by their on-shell value. This is referred to as the quasi-particle approximation. The long
lifetime of the dressed phonons results in a further simplification, as it implies that the
forward time evolution of the system is much slower then the relative time evolution. This
decoupling leads to a "local time approximation", where an effectively stationary problem
can be solved at each instant of time. We will quantify the validity of these approximations
in terms of general but state dependent quantitative bounds below.

Our estimate of the vertex correction further supports the validity of the self-consistent
Born approximation for the time evolution. More precisely, for zero temperature states,
the vertex correction vanishes identically, reproducing previous results [63]. For the special
case of a finite temperature state, the loop correction leads to a finite but small multiplica-
tive renormalization of the vertex. This implies that for typical translation invariant low
entropy initial states, the equations governing the time evolution of the phonon occupation
and the self-energy are effectively closed. It does not rule out, however, the possibility of
significant vertex renormalization in general.

The strength of this approach is the simplicity of the resulting final equations, which
can directly be implemented and solved numerically, as we demonstrate by first explicit
examples. This provides a useful tool with a broad spectrum of applicability, ranging from
tracking the thermalization process of non-integrable, weakly interacting Bose and Fermi
gases to the study of interacting open system dynamics [57, 177, 156, 155]. It is suited
for an initial state of a general Gaussian form with arbitrary, non-zero phonon densities,
including diagonal and off-diagonal occupations.

The structure of the kinetic equation and the equations for the self-energy and vertex
correction reveal strong aspects of universal behavior. This concerns two key points: First,
for a sufficiently strongly decreasing occupation they are independent of the short distance
cutoff of the Luttinger liquid, and thus of microscopic details inherited from even shorter
length scales. This property emerges via a “bootstrap” mechanism within the self-consistent
Born approximation, as we elaborate on in the main text. Second, after a proper rescaling
of time1, all microscopic parameters are completely eliminated from the dynamic equations.
Consequently and remarkably, the only microscopic information that enters the dynamics
is the initial phonon density at t = 0.

At this point, we also mention three limitations of our approach, which however are not
directly physically relevant for the ultracold atomic systems we are targeting. First, as
already briefly mentioned above, our setting is restricted to initial quantum states with
Gaussian, although in general far-from-equilibrium correlations. Such conditions have
been discussed extensively in previous works[39, 137, 107, 122, 74, 172], mostly for the
case of linear Luttinger Liquids generating the subsequent dynamics. However, should
non-Gaussian initial conditions be accessible in future experiments, it would be possible to
combine our techniques with those of Refs [76, 75] addressing precisely this issue. Second,
our method is not suited to describe the asymptotic infrared behavior of a one-dimensional
quantum fluid, where for the smallest momenta2 it has been shown that the elementary
excitations are fermions[162, 110, 168, 131, 169] with a strongly suppressed decay rate
γ ∼ k8. Third, it doesn’t work for frequencies (or temperatures) above the Luttinger cutoff,
where the dominant interaction is given by scattering between Luttinger phonons and
mobile electronic impurities[91, 92, 93, 94]. However, the range of validity of our approach
coincides perfectly with cold atom experiments, which consider momenta 10−2Λ < p < Λ
and temperatures kBT < ~uΛ, where u is the sound velocity and Λ the Luttinger cutoff.
The Luttinger cutoff scale is given by the chemical potential for these experiments, Λ ≈√
2gn0 for weak interactions g, and n0 the mean density. The infrared restriction of the
1According to t→ t

v0
, where v0 is the strength of the nonlinearity.

2For momenta k�
√
KΛ, where K is the Luttinger parameter and Λ the Luttinger cutoff.
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momentum range results from typical trap sizes, with oscillator lengths roughly two orders
of magnitude larger than 1/Λ. This discards precision measurements of frequency resolved
observables in these extreme infrared asymptotic regimes, and thus is not of foremost
interest for our study.

The remainder of the chapter is organized as follows. In Sec. 4.2, we introduce and briefly
discuss the action of the interacting Luttinger model in the phonon representation and
in the Keldysh non-equilibrium framework. In Sec. 4.3, we derive the non-equilibrium
fluctuation-dissipation relation (FDR) and determine the phonon self-energies in self-
consistent Born approximation for an arbitrary phonon distribution. Furthermore, we
discuss the necessary approximations and quantify their justification. Subsequently, tak-
ing advantage of Sec. 4.3, we determine the kinetic equation for the phonon density in
self-consistent Born approximation in Sec. 4.4. In Sec. 4.5, we take into account non-zero
off-diagonal (anomalous) phonon densities and show in which way the kinetic equation and
the phonon self-energy are modified in their presence. Additionally, we derive a kinetic
equation for the anomalous phonon densities. These results are applied in Sec. 4.6 to
determine the relaxation of an excited, thermal state back to thermal equilibrium. Fur-
thermore, the analytically obtained relaxation rate is compared to the numerical value,
showing excellent agreement. Finally, in Sec. 4.7, we go beyond the self-consistent Born
approximation and apply Dyson-Schwinger equations to take into account a non-zero ver-
tex correction. We determine a closed set of equations for the kinetic equation, self-energy
and vertex correction for arbitrary states, and discuss the effect of the latter.

4.2 MODEL

The action describing the interacting Luttinger model consists of two parts (we set ~ = 1)

S = STL + SInt. (4.2.1)

Here, STL is the well-known quadratic Tomonaga-Luttinger (TL) action [196, 128, 80]

STL =
1
2π

∫

x,t

[
(∂xφ) (∂tθ)− uK (∂xθ)

2 − u
K

(∂xφ)2
]
, (4.2.2)

where
∫
x,t ≡

∫∞
−∞ dt dx is the integral over space and time and φ = φ(x, t) and θ = θ(x, t)

are dimensionless, real fields. The non-linear part SInt is cubic in the fields and reads [81]

SInt =
1
2π

∫

x,t

[
κbc (∂xθ)

2 (∂xφ) + κqp (∂xφ)3
]
. (4.2.3)

Starting from a microscopic derivation of the TL model as the effective long-wavelength
description of interacting bosons or fermions in one dimension, the fields θ,φ represent
local phase and density fluctuations [80, 67]. In this setting, we consider effective electron-
electron (or boson-boson) interaction to be short ranged, i.e. of δ-function type[67]. The
non-linearity corresponding to κbc as well is of microscopic origin and is referred to as
band curvature. It originates from deviations from a perfectly linear dispersion of the
microscopic particles. On the other hand, the term corresponding to κqp is generated in
an effective long-wavelength description, where the fast modes have been integrated out
already, and describes effective three-particle interactions.

The fields θ,φ are dimensionless, i.e. they have a canonical scaling dimension equal to
zero. As a result, they do not scale when coarse graining to larger distances, i.e. when
performing the rescaling

x→ lx, t→ lzt, (4.2.4)
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where z = 1 is the dynamical exponent and l > 1. In contrast

SInt →
1
2πl

SInt (4.2.5)

under the rescaling (4.2.4), such that the influence of SInt vanishes on the longest wave-
lengths, i.e. it becomes irrelevant in the renormalization group (RG) sense. Consequently,
the static equilibrium properties of the interacting Luttinger model (Eq. (4.2.1)) are well
described by the quadratic part of the action alone and the partition function can be
approximated by

Z =

∫
D[θ,φ] eiS ≈

∫
D[θ,φ] eiSTL . (4.2.6)

Here,
∫
D[θ,φ] stands for the functional integral over the fields θ,φ.

The Tomonaga-Luttinger action describes phonons with a dispersion εq = u|q| linear in
the momentum |q|, propagating with the speed of sound u. In the absence of Sint, these
phonons are non-interacting and consequently the phonon density for a specific mode q is
a conserved quantity. However, although the phonon interaction is irrelevant in the RG
sense, it contains resonant processes where two phonons propagating in the same direction
and the same speed of sound can interact with each other for an infinite time span. This
leads to a non-trivial modification of time-dependent, dynamical observables compared to
the case of non-interacting phonons. As pointed out in a seminal work by Andreev [8]
(considering finite T) and more recent work[161, 150], the presence of SInt leads to a finite
phonon lifetime

τq ∼ |q|−η with

{
η = 3

2 for T > 0
η = 2 for T = 0

, (4.2.7)

which, in equilibrium, is visible only in dynamical, i.e. frequency dependent quantities
such as the dynamical structure factor

S(q,ω) =

∫

x,t
ei(ωt−qx)〈(∂xφ)x,t (∂xφ)0,0〉, (4.2.8)

with

〈...〉 =
1
Z

∫
D[θ,φ] ... eiS. (4.2.9)

For dynamical quantities it is therefore important to take into account the full action,
Eq. (4.2.1), instead of the reduced quadratic part only, as indicated in Eq. (4.2.6).

For a true non-equilibrium situation, the phonon distribution is not stationary, i.e. not a
thermal or zero temperature distribution, but instead the phonon number nq for a given
momentum mode q becomes time-dependent. The redistribution of phonons between the
different momentum modes with exact energy conservation is described by the resonant
interactions in SInt, and in a non-equilibrium situation the action can not be reasonably
reduced to the quadratic Tomonaga-Luttinger action, for which the phonon density is a
constant of motion.

Since we are interested in the non-equilibrium dynamics in the interacting TL model, we
formulate the problem in a Keldysh path integral framework, which is able to treat both
equilibrium and non-equilibrium dynamics on equal footing [106, 99, 101]. We will now
shortly introduce the canonical Bogoliubov transformation, which switches from the basis

4.2 Model 103



of real fields θ,φ to the basis of complex fields ā,a. Those correspond to creation and
annihilation operators in an operator picture [67]. We close the model section by placing
the action (4.2.1) on the Keldysh contour and briefly explaining the formalism.

4.2.1 Phonon Basis

In order to use a physically more appealing representation of the TL action, one commonly
introduces a set of complex fields ā,a which represent the (bosonic) eigenmodes of the
system, i.e. the discussed phonons. The corresponding Bogoliubov transformation is

θx,t = θ0 +
i
2

∫

q

(
2π
|q|K

) 1
2

e−iqx (āq,t − a−q,t) , (4.2.10)

φx,t = φ0 −
i
2

∫

q

(
2πK
|q|

) 1
2

sgn(q)e−iqx (āq,t + a−q,t) , (4.2.11)

with abbreviations φx,t = φ(x, t) and
∫
q =

∫∞
−∞

dq
2π and the Fourier transformed phonon

fields

aq,t =

∫

x
e−iqxax,t. (4.2.12)

The product āx,tax,t represents a phonon density and, therefore, in the continuum limit,
the fields āx,t, ax,t are not dimensionless, in contrast to φx,t, θx,t, but scale as āx,t ∼ 1√

x .
The quadratic part of the action transforms into

STL =
1
2π

∫

q,t
āq,t (i∂t − u|q|) aq,t, (4.2.13)

describing non-interacting phonons with a linear dispersion εq = u|q|. The cubic part
becomes

SInt =
1
2π

∫

q,p,t
vq,p,p+q

√
|qp(p + q)|

×
(
āp+q,taq,tap,t +

a−q−p,taq,tap,t
3

+ h.c.
)
, (4.2.14)

with the vertex function

vq,p,k = κbc

√
π
2K

(
qp
|qp| +

kp
|kp| +

qk
|qk|

)
+ κqp

√
9K3π
2 . (4.2.15)

The interaction (4.2.14) describes cubic phonon scattering processes with total momentum
conservation. However, not all of the processes contained in SInt are resonant, i.e. exactly
energy conserving in the sense that εp+q = εq + εp. As explained by Andreev [8] and
pointed out above, the resonant processes lead to a divergence of the self-energy (and
the kinetic equation, as we see later) in perturbation theory and are therefore the only
relevant terms from a dynamical perspective. The term in Eq. (4.2.14) describing the
annihilation (creation) of three phonons can never be resonant. It will therefore play no
role in our analysis and we will skip it from now on. For the residual terms, resonance
requires |p+q| = |p|+ |q|. For all momenta p, q fulfilling this condition, the vertex function
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takes on the value

v0 ≡ v1,1,1 =

√
9π
2K
(
κbc + K2κqp

)
. (4.2.16)

Consequently, instead of taking the full action SInt, it is sufficient to consider the reduced
but resonant phonon interaction

SRes =
v0
2π

∫ ′

p,q,t

√
|pq(p + q)| (āp+q,taq,tap,t + h.c.) , (4.2.17)

where the prime in
∫ ′
p,q indicates that the integral runs only over momenta q, p which have

the same sign. Together the quadratic action and the resonant phonon interaction describe
the dynamics of the interacting Luttinger model in the phonon basis,

S = STL + SRes. (4.2.18)

4.2.2 Keldysh Action

Non-equilibrium field theory is commonly performed in the Keldysh path integral frame-
work, which is able to deal both with equilibrium and true non-equilibrium situations. To
set up the Keldysh path integral, one first doubles the degrees of freedom in the theory
by introducing plus and minus fields a+,q,t, a−,q,t, representing forward and backward time
evolution on the Keldysh contour[99, 3]. In this representation, the partition function is
determined via

Z =

∫
D[a+, a−, ā+, ā−] eiS+−iS− , (4.2.19)

where S± is the phonon action (4.2.18) with the replacements {ap,t, āp,t} → {a±,p,t, ā±,p,t}.
The ±-representation contains redundancy, and a technically and physically more appeal-
ing representation is found by completing the transformation to the Keldysh representation,
introducing classical and quantum fields according to

ac =
1√
2

(a+ + a−) , aq =
1√
2

(a+ − a−) . (4.2.20)

In the Keldysh representation, the quadratic action is

S(2) =
1
2π

∫

t,t′,p

(
ācp,t, ā

q
p,t
)
(

0 DR
p,t,t′

DA
p,t,t′ DK

p,t,t′

)(
acp,t′
aqp,t′

)
, (4.2.21)

with the bare inverse retarded/advanced propagators

DR
p,t,t′ = δ(t− t′)

(
i∂t′ − u|p|+ i0+

)
, (4.2.22)

DA
p,t,t′ =

(
DR
p,t,t′

)†
= δ(t− t′)

(
i∂t′ − u|p| − i0+

)
(4.2.23)

and the Keldysh component of the inverse propagator

DK
p,t,t′ = 2i0+F(p, t, t′). (4.2.24)
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Here, F(p, t, t′) is the distribution function of the excitations and 0+ is the infinitesimal reg-
ularization for the quadratic theory [99]. In an equilibrium, i.e. time-translational invariant
situation, F(p, t, t′) = F(p, t− t′) and its Fourier transform is the bosonic distribution

F(p,ω) = coth
( ω
2T

)
= 2nB(ω) + 1 (4.2.25)

with the Bose function nB(ω) =
(
e
ω
T − 1

)−1
. The resonant interactions in the Keldysh

representation take on the form

SRes =
v0√
8π

∫ ′

p,k,t

√
|pk(k + p)|

[
2āck+p,ta

c
k,ta

q
p,t

+āqk+p,t

(
ack,ta

c
p,t + aqk,ta

q
p,t

)
+ h.c.

]
. (4.2.26)

The bare response and correlation functions (retarded, advanced and Keldysh Green’s
functions) for the phonon degrees of freedom are obtained according to

GR
q,t,t′ = −i〈acq,tāqq,t′〉 =

(
DR)−1

q,t,t′ = −iΘ(t− t′) e−iu|q|(t−t
′),

GA
q,t,t′ = −i〈aqq,tācq,t′〉 =

(
DA)−1

q,t,t′ = iΘ(t′ − t) e−iu|q|(t−t
′),

GK
q,t,t′ = −i〈acq,tācq,t′〉 = −

(
GR ◦DK ◦GA)

q,t,t′

= −i (2nB(u|q|) + 1) e−iu|q|(t−t
′). (4.2.27)

Here ... ◦ ... stands for the convolution in the non-diagonal elements, i.e. the time index,
but means multiplication in momentum space.

In the presence of interactions, the Green’s functions are modified by the emergence of
non-zero self-energies ΣR/A/K, which replaces the infinitesimal regularization. The corre-
sponding formulas are

GR
q,t,t′ =

(
DR − ΣR)−1

q,t,t′ ,

GA
q,t,t′ =

(
DA − ΣA)−1

q,t,t′ ,

GK
q,t,t′ = −

(
GR ◦ ΣK ◦GA)

q,t,t′ , (4.2.28)

where the infinitesimal factor 0+F has been overwritten by the finite Keldysh self-energy
ΣK. The distribution function F in the presence of interactions is determined by the
formula

GK
q,t,t′ =

(
GR ◦ F− F ◦GA)

q,t,t′ . (4.2.29)

This setting corresponds to the physical situation, in which a system is initialized at time
t = 0 in a Gaussian density matrix ρ0 (Gaussian in the bosonized language). It then evolves
in time according to a Hamiltonian H, which constitutes the quadratic and cubic terms
discussed in Eqs. (4.2.21) and (6.2.16). In the Keldysh setting, this dynamics is expressed
in terms of the retarded and advanced quadratic and cubic parts of the action. The initial
density matrix enters the action in terms of pure quantum vertices. In the present case,
i.e. for purely Gaussian initial conditions, the initial density matrix is completely captured
in terms of the distribution function F and Eq. (6.2.19). However, as has been pointed out
recently, the bosonization procedure for interacting fermions or bosons out of equilibrium
is in general not that simple, since initial conditions (even if quadratic in the microscopic
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fermionic or bosonic picture) will, in principle, generate quantum vertices of arbitrary
order[76, 75, 77, 78, 41], which have to be taken into account systematically for these
cases. The aim of this work is to determine the self-energies ΣR/A/K and the distribution
function F(q, t, t′) for a system that is driven out of equilibrium and evolves in time, for
instance relaxing to an equilibrium state and approaching a bosonic distribution.

This will be done in two parts. First, we show how one determines the self-energies
ΣR/A/K from a given (non-) equilibrium distribution function F(q, t, t′). To this end,
we generalize Andreev’s self-consistent Born approach to a non-thermal, non-equilibrium
situation. Second, we use the kinetic equation approach to determine the time-evolution
of the distribution function F in self-consistent Born approximation. Combining these two
approaches allows us to determine the time-evolution of both the distribution function of
the excitations and the self-energies, which play the role of finite lifetimes of the system’s
excitations.

4.3 SELF-ENERGIES

The presence of the cubic, resonant interactions SRes modifies the phonon response and
correlation functions according to Eqs. (4.2.28) by creating finite self-energies ΣR/A/K.
These self-energies are to leading order purely imaginary, leading to a finite decay rate of
phonons or, in other words, to a finite phonon lifetime. We will now derive a method to
determine these lifetimes for a non-equilibrium problem, where the distribution function
F(q, t, t′) is time dependent and varies on time scales which are larger than the individual
phonon lifetimes. To this end, we first derive the non-equilibrium version of a fluctuation-
dissipation relation for the two-point response and correlation functions.

4.3.1 Non-equilibrium Fluctuation-Dissipation Relation

Fluctuation-dissipation relations (FDR) relate the response (i.e. spectral) properties of the
system encoded in GR/A to its correlations via the distribution function F. A particular
example for such a relation is Eq. (4.2.29). Inverting this equation results in an FDR for
the self-energies,

ΣK
q,t,t′ = −

((
DR − ΣR) ◦ F− F ◦

(
DA − ΣA))

q,t,t′

= −i(∂t + ∂t′)Fq,t,t′ +
(
ΣR ◦ F− F ◦ ΣA)

q,t,t′ . (4.3.1)

For a time-translational invariant system, the first term on the r.h.s. equals zero and due
to the identity ΣA =

(
ΣR)†, Eq. (4.3.1) reduces to the well-known relation in frequency

space

ΣK
q,ω = −2i Im

(
ΣR
q,ω
)
Fq,ω. (4.3.2)

This is consistent with our initial regularization of the quadratic sector for the case ΣR =
−i0+.

A useful representation for a two-time function F(q, t, t′) is to choose Wigner coordinates
in time, i.e. defining the forward time τ = t+t′

2 and the relative time ∆t = t− t′[99]. Then
one defines F(q,∆t, τ) ≡ F(q, τ + ∆t/2, τ −∆t/2) and its Fourier transform

F(q,ω, τ) =

∫
d∆t ei∆tωF(q, t, τ). (4.3.3)
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Applying Wigner coordinates and the Wigner transformation (4.3.3) to the Keldysh self-
energy in Eq. (4.3.2) leads to

ΣK
q,ω,τ = −i∂τFq,ω,τ +

(
ΣR ◦ F− F ◦ ΣA)

q,ω,τ . (4.3.4)

Eq. (4.3.4) is an exact expression for the Keldysh self-energy in Wigner representation. A
complication arises since the Wigner transform of a convolution is not the product of the
corresponding Wigner transforms, in contrast to the ordinary Fourier transform. In fact,
one finds

(
ΣR ◦ F

)
q,ω,τ = ΣR

q,ω,τ e
i
2

(←
∂ τ
→
∂ ω−

←
∂ ω
→
∂ τ

)
Fq,ω,τ . (4.3.5)

Without specific knowledge on the functional behavior of ΣR and F, Eq. (4.3.5) is hard
to evaluate explicitly. We will now briefly discuss a situation, with two particular ap-
proximations, which applies to the present model and for which the analytic evaluation of
Eq. (4.3.5) is possible.

Wigner Approximation

For the case of scale separation in the forward and relative time, one can approximate
the exponential in (4.3.5) by the leading order terms. The product ∂τ∂ω expresses the
competition between relative time and forward time dynamics, it is small for slow forward
time dynamics and fast relative dynamics[99, 164]. Comparing the zeroth order term
with the first order term in an expansion of the exponential, we find the condition for
approximating Eq. (4.3.5) by the zeroth order term to be

1�
∣∣∣∣∣
∂ωΣR

q,ω,τ

ΣR
q,ω,τ

∣∣∣∣∣

∣∣∣∣
∂τFq,ω,τ

Fq,ω,τ

∣∣∣∣ . (4.3.6)

If this condition is fulfilled, it allows for a separation into fast relative time dynamics and
slow forward time dynamics. In general, it is a function of the Luttinger parameters u,K,
the strength of the nonlinearity v0, as well as of the initial phonon distributions. Therefore,
a general criterion for the applicability of the separation of time scales cannot be derived
at this point. However, as has been shown in a different context[28], for equilibrium or
near to equilibrium initial states, it is fulfilled for temperatures kBT < uΛ smaller than the
Luttinger cutoff and therefore it will hold true for the situations we are considering here.
We can thus apply the Wigner approximation to the FDR, resulting in

ΣK
q,ω,τ = −i∂τFq,ω,τ + 2i Im (Σq,ω,τ ) Fq,ω,τ . (4.3.7)

The validity of the FDR in Wigner approximation is a very important result. It is com-
monly used as the starting point for deriving a kinetic equation for the distribution function
in arbitrary dimensions. However, in the present case, we will further simplify the FDR
by making use of the fact that we are dealing with resonant interactions in one dimension.

Quasi-particle Approximation and On-shell FDR

The major effect of the non-linearities in the action is the emergence of finite phonon
lifetimes due to resonant phonon-phonon scattering processes. The resonant character of
this interaction – the fact that for two phonons travelling in the same direction momentum
and energy conservation is expressed by the identical δ-constraint – is the key property of
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one-dimensional systems with linear dispersion. The resonant contributions dominate the
self-energy and the kinetic equation, while the non-resonant processes give only subleading
contributions to the lifetimes and the dispersion and have therefore already been eliminated
on the basis of the action by using SRes instead of SInt in Eq. (4.2.18).

The retarded self-energy is decomposed according to

ΣR
q,ω,τ = −iσRq,τ + δΣR

q,ω,τ , (4.3.8)

where σRq,τ is a positive, frequency independent function, which varies slowly in forward
time τ . For resonant interactions δΣR

q,ω,τ = 0 and consequently, the self-energy is frequency
independent and purely imaginary. Non-resonant contributions in the interaction lead to
δΣR 6= 0, which however is generally strongly subleading compared to σR.

For the present model, the phonon interactions are RG-irrelevant and only their reso-
nant character allows them to be of non-negligible influence. However, the effect of the
interactions on the properties of the phonons will be small and subleading due to the
RG-irrelevance. As a result, even in the presence of interactions, the phonons will have
a lifetime τqph = −Im

(
ΣR
q
)−1 much larger than their associated coherent time-scale 1

u|q| ,
i.e. τqph � 1

u|q| . Consequently, the phonons remain well defined quasi-particles with a spec-
tral function Aq,ω,τ = i

(
GR −GA)

q,ω,τ sharply peaked at the phonon energy ω = u|q| 3.
For well defined quasi-particles, the self-energies ΣR/A/K and the distribution function are
evaluated on-shell, i.e. the frequencies are locked according to ω = u|q|, since frequencies
ω 6= u|q| do not contribute to the dynamics. For resonant interactions, on-shell evaluation
is implied and

δΣR/A
q,ω,τ = 0, (4.3.9)

as stated above. This is consistent with the result of Andreev’s and later works for equilib-
rium and holds true for the non-equilibrium case as well. The corresponding decomposition
for the Keldysh self-energy (with a convenient prefactor) reads

ΣK
q,ω,τ = −2iσKq,τ + δΣK

q,ω,τ with δΣK
q,ω,τ = 0 (4.3.10)

for resonant interactions. Inserting Eqs. (4.3.9), (4.3.10) in the non-equilibrium FDR
(4.3.7) results in the on-shell, non-equilibrium FDR for resonant interactions

σKq,τ = ∂τnq,τ + σRq,τ (2nq,τ + 1) . (4.3.11)

Here we have used the fact that for well defined quasi-particles, the on-shell distribution
function Fq,ω=u|q|,τ = 2nq,τ + 1 equals the time-dependent phonon density nq,τ at momen-
tum q.

Eq. (4.3.11) is the final form of the non-equilibrium FDR that we will use to set up the
kinetic equation in the following section and to determine the Keldysh self-energy σK for
a system, for which the time-dependent phonon density nq,τ is known. For the latter case,
the only unknown quantity is the retarded self-energy σR and we can now set up the
diagrammatic computation of σR in the Keldysh non-equilibrium framework.

3This underlies the functioning of the linear Luttinger-Liquid theory in equilibrium. In non-equilibrium
situations, the RG-irrelevant nature of the interaction leads to a slowly varying density, and therefore the
argument holds true even for this case
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Figure 4.1: Green’s functions in a diagrammatic representation. Full (dotted) lines repre-
sent classical (quantum) fields, while ingoing (outgoing) lines represent fields a (hermitian
conjugate fields ā). The time index has been omitted

Figure 4.2: Diagrammatic representation of SRes, see Eq. (6.2.16). In total, there exist six
different vertices, three as depicted above and three corresponding hermitian conjugates.
Each vertex has the prefactor V(p, q) = v0√

8π

√
pq(p + q).

4.3.2 Quasi-particle Lifetimes in Self-consistent Born Approximation

In this section, we perform the self-consistent Born approximation in a diagrammatic
representation to obtain the self-energies σRq,τ . This amounts to an infinite resummation
over a certain class of diagrams and cures the divergence of the self-energy occurring in
the perturbative diagrammatic approach. In Sec. 4.7, we demonstrate that the self-energy
can be determined exactly in a one-loop computation using Dyson-Schwinger equations
and show that the deviation from the self-consistent Born approximation is negligible for
many initial states.

In a diagrammatic approach, classical (quantum) fields are represented by a full (dotted)
line, while ingoing lines represent fields a and outgoing lines their complex conjugate ā.
This leads to a representation of Green’s functions in terms of diagrams as indicated in
Fig. 4.3.2, and vertices as depicted in Fig. 4.2. The retarded self-energy in self-consistent
Born approximation can directly be derived by common diagrammatic rules and is depicted
in Fig. 4.3. Inserting the Keldysh Green’s function

GK
q,ω = GR

q,ωΣK
q,ωG

A
q,ω (4.3.12)

and the on-shell self-energies Σ
R/A
q,ω = ∓iσRq ,ΣK

q,ω = −2iσKq , we can perform the frequency
integration indicated in Fig. 4.3 and find for momenta q > 0

σRq = v20

{∫

0<p<q

pq(q− p)σKp

σRp
(
σRp + σRq−p

) −
∫

q<p

pq(p− q)σKp

σRp
(
σRp + σRp−q

)

+

∫

0<p

pq(p + q)σKp

σRp
(
σRp + σRp+q

)
}
. (4.3.13)

Since the self-energies must be invariant under the transformation p→ −p, one can further
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simplify Eq. (4.3.13), ending up with

σRq = v20

∫

0<p

σKp
σRp

(
qp(q− p)

σRp + σRq−p
+

qp(p + q)

σRp + σRp+q

)
. (4.3.14)

Finally, σK can be replaced using the FDR (4.3.11), which leads to

σRq = v20

∫

0<p

(
∂τnp
σRp

+ 2np + 1
)(

qp(q− p)

σRp + σRq−p
+

qp(p + q)

σRp + σRp+q

)
. (4.3.15)

For a given, time dependent distribution function nq,τ , σRq,τ is the only unknown function
in this equation and has to be determined self-consistently. For a general time-dependent
function nq,τ this has to be done by iterating Eq. (4.3.15) numerically until a self-consistent
solution has been found. For the particular case for which nq,τ shows scaling behavior in
a sufficiently large momentum window, one can determine a scaling solution for the self-
energy as well and extract the corresponding scaling exponent[8, 161]. We will now briefly
discuss the latter case and determine possible scaling solutions for the self-energy, and close
the section with a discussion on universal aspects of the scaling solution.

Scaling Solution for the Self-Energy

For the case when the density nq,τ is a scaling function, i.e.

nq,τ = aτ |q|ηn , (4.3.16)

it is easy to show that also σRq,τ will be a scaling function

σRq,τ = γRτ |q|η
R
, (4.3.17)

where the exponent ηR and prefactor γRτ solely depend on the scaling behavior of nq,τ , i.e.
on ηn and aτ . In order to show this, we introduce the rescaled self-energy σ̃R = σR/v0 and
time τ = τ̃/v0, leading to

σ̃Rq =

∫

0<p

(
∂τ̃np
σ̃Rp

+ 2np + 1
)(

qp(q− p)

σ̃Rp + σ̃Rq−p
+

qp(p + q)

σ̃Rp + σ̃Rp+q

)
. (4.3.18)

Next, we insert Eqs. (4.3.16), (4.3.17) into (6.3.10) and perform the transformation p→ qx,
yielding

γ̃Rτ̃ q
ηR =

1
γ̃Rτ̃

q4−η
R
∫

0<x

[(
x(1− x)

xηR + |1− x|ηR +
x(1 + x)

xηR + |1 + x|ηR
)

×
(
1 + 2aτ̃ (qx)ηn +

∂τ̃aτ̃
γ̃Rτ̃

(qx)ηn−η
R
)]

. (4.3.19)

The exponent ηR is bounded from below and from above according to 1 < ηR ≤ 2. Here,
1 < ηR results from the fact that the interaction is RG irrelevant and the self-energy
correction can only be subleading compared to the dispersion εq = u|q|. The case ηR = 2,
i.e. diffusive scaling of the lifetimes is only reached in the zero temperature situation,
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Figure 4.3: The retarded self-energy is the sum of three distinct diagrams as shown above.
The notation is Q ≡ {ω, q}, P = {ν, p} with p, q being momenta and ω, ν the corresponding
frequencies. The momentum integral runs only over momenta that fulfill the resonance
condition, which requires ω = u|q|.

otherwise one expects super-diffusive behavior due to finite phonon densities with ηR < 2.
As a result, Eq. (4.3.19) distinguishes between three regimes:

1. Low temperature states (T ≈ 0): For nq � 1 and ∂τnq ≈ 0 the only term in the second
row of Eq. (4.3.19) with a relevant contribution is the constant unity and

ηR = 2, γ̃Rτ =
√

I2,0 =

√
π

2
, (4.3.20)

where the factor Ii1,i2 will be defined in the following.

2. Finite temperature states: For nq � 1 and q > max{ ȧτ
2aτ γ̃R

,
√

ȧτ
2aτ γ̃R

}, only the factor
proportional to nq contributes and we have

ηR = 2 +
ηn
2
, γ̃Rτ =

√
2aτ I2+ ηn

2 ,ηn . (4.3.21)

For a finite temperature state, nq = T
u|q| as |q| → 0, such that

σ̃Rq =

√
2TI 3

2 ,−1

u
q
3
2 ≈ 0.789

√
2πT
u

q
3
2 . (4.3.22)

3. Non-equilibrium states: For nq � 1 and q < min{ ȧτ
2aτ γ̃R

,
√

ȧτ
2aτ γ̃R

}, the dominant contri-
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Figure 4.4: Integrand ji1,i2(x) in the self-energy integral Ii1,i2 =
∫
x ji1,i2(x) as a function of

x = p/q, where q is the external momentum. The integrand j(x) elucidates the contribution
to σRq from different momenta and shows clearly that the self-energy at momentum q is
dominated by the behavior of σRp for p < q.

bution stems from the time derivative in Eq. (4.3.19) and one finds

ηR =
4 + ηn

3
, γ̃R = 3

√
ȧτ I 4+ηn

3 , 2ηn−43
. (4.3.23)

The integral factor is defined as

Ii1,i2 =

∫

0<x

(
x1+i2(1− x)

xi1 + |1− x|i1 +
x1+i2(1 + x)

xi1 + |1 + x|i1
)
. (4.3.24)

The results discussed above include the case of finite and zero temperature equilibrium. For
the latter nq = 0 and therefore ηR = 2, γRτ = v0

√
π
4 , while for finite temperature nq ≈ T

u|q|

and ∂τnq = 0 and consequently ηR = 3/2, γRτ = 0.789v0
√

2πT
u . These are the mentioned

results obtained for the zero and finite temperature equilibrium cases[8, 161, 150].

Insensitivity of the Self-Energy to UV-behavior

The insensitivity of the above results to the behavior of the model in the ultraviolet (UV)
regime and therefore the non-universal properties of the system is guaranteed by the struc-
ture of the vertex and the diagrams in Fig. 4.3. The self-energies σRq are dominated by loop
momenta p < q below the external momentum q. Therefore the non-universal behavior in
the UV does not enter the self-energies. This is emphasized in Fig. 4.4, where the integrand

ji1,i2(x) =
(1− x)x1+i2

|1− x|i1 + xi1
+

(1 + x)x1+i2

(1 + x)i1 + xi1
(4.3.25)
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Figure 4.5: Diagrammatic representation of the Keldysh self-energy σKq in self-consistent
Born approximation. The index Q = {u|q| ± iσRq , q} represents the on-shell frequency and
momentum relation (+ for retarded, − for advanced Green’s functions), while P = {ν, p}
is the inner loop frequency and momentum and

∫
P =

∫
ν,p. Integration over resonant

processes only is implied.

in Ii1,i2 =
∫
x ji1,i2(x), x = p/q, is plotted for the case of thermal and zero temperature

scaling. It is evident that for ingoing momenta q only momenta p < q contribute, which
show the same scaling behavior in the distribution function. Therefore the scaling solutions
for the self-energy are robust against modifications of the density and the model itself when
approaching the UV.

4.4 KINETIC EQUATION FOR THE PHONON DENSITY

In this section, we will derive a kinetic equation for the phonon density in the case of
resonant interactions. A kinetic equation describes the time-evolution of the distribution
function generated by the Keldysh and retarded/advanced self-energies [99, 195, 194], which
can then often be evaluated in the perturbative Born approximation. In the present case,
due to the fact that the interactions are resonant, the kinetic equation perturbation theory
diverges and we have to use a self-consistent Born approach. Therefore, we evaluate the
self-energy diagrams with full Green’s functions, as in the previous section, which leads to
an effective vertex correction for the kinetic equation and a time-evolution linear in the
interaction parameter v0.

The time-evolution of nq,τ is determined by the solution of the on-shell FDR in Eq. (4.3.11),
which after rearrangement reads

∂τnq = σKq,τ − (2nq,τ + 1)σRq,τ . (4.4.1)

Again, the retarded self-energy is determined via a diagrammatic approach, where the
corresponding diagrams are shown in Fig. 4.3. However, in contrast to the previous section,
we also use a diagrammatic approach to determine the Keldysh self-energy σK. As a
consequence, we derive a non-linear differential equation for the distribution function. The
diagrammatic representation of the Keldysh self-energy is depicted in Fig. 4.3.2.

114 Chapter 4 Kinetic Theory for Interacting Luttinger Liquids



For the full Green’s functions, we use the results from the previous section

GR/A
q,ω,τ = 2π

(
ω − u|q| ± iσRq,τ

)−1 (4.4.2)

and the relation

GK
q,ω,τ = GR

q,ω,τFq,ω,τ − Fq,ω,τGA
q,ω,τ =

−8π2iσRq,τ (2nq,τ + 1)

(ω − u|q|)2 +
(
σRq,τ

)2 . (4.4.3)

In Eq. (4.4.3), the first equality holds in Wigner approximation, while the second equality
results from the quasi-particle approximation, both discussed in the previous section.

The frequency integration in the diagrammatic representation can be performed analyti-
cally and yields the kinetic equation (omitting time index)

∂τnq = 2v20

∫

0<p<q

pq(q− p)

σRq + σRp + σRq−p
(npnq−p − nq (1 + np + nq−p))

+4v20

∫

0<p

pq(q + p)

σRq + σRp + σRq+p
(np+q (nq + np + 1)− nqnp) . (4.4.4)

After transforming to dimensionless variables σR = v0σ̃R, τ = τ̃
v0 , we finally arrive at

∂τ̃nq =

∫

0<p<q

2pq(q− p)

σ̃Rq + σ̃Rp + σ̃Rq−p
(npnq−p − nq (1 + np + nq−p))

+

∫

0<p

4pq(q + p)

σ̃Rq + σ̃Rp + σ̃Rq+p
(np+q (nq + np + 1)− nqnp) . (4.4.5)

This is the kinetic equation for the phonon density in self-consistent Born approximation.

Comparing this equation to Eq. (6.3.10), one finds that the rescaled self-energy σ̃Rq and
therefore also the kinetic equation for a rescaled time τ̃ = v0τ only depend on the phonon
distribution nq,τ̃ and is independent of all possible microscopic details that may enter
u,K, v0 in the model. As a result, the dynamics in the rescaled variables is very generic
for an interacting Luttinger Liquid and only depends on the initial distribution function
nq,τ=0 with which the system is initialized.

The typical time-scale for the kinetic equation in the original variables is τtyp = 1
v0 , i.e.

linear in the vertex v0. This is a non-perturbative effect resulting from the resonant
interactions. Since two vertices enter the one-loop diagrams, one might naively (or in
perturbation theory) expect that the typical time scale is given by the square of the non-
linearity. However, this is normalized by the self-energies, which are proportional to v0
and required to regularize the kinetic equation.

In the kinetic equation in (6.3.11), still the self-energies σ̃R occur. In principle, one could
again replace them by a diagrammatic expression, which would give rise to an infinite
hierarchy. However instead of doing so, we use an iterative process in which, for a given
time τ , we determine self-consistently the self-energy σRq,τ . This result is then used to
determine the r.h.s. of the kinetic equation, to subsequently compute the distribution
function in the next time step τ + δτ . This procedure is illustrated in Fig. 4.6 and allows
us to compute the non-equilibrium dynamics of an interacting Luttinger Liquid, which
may be initialized in a non-thermal state.
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We will now close this section by discussing two limiting cases where analytic results
become available. First, the kinetic equation for small external momenta q, and second
the kinetic equation for a phonon distribution nq,τ = nq,T + δnq,τ close to an equilibrium
distribution nq,T.

4.4.1 Kinetic Equation for Small External Momenta

For small external momenta, the kinetic equation (6.3.11) can be brought into an even
simpler form, explicitly revealing the evolution of nq,τ for small q. In this case, the first
integral in (6.3.11) covers only a very small momentum region and is proportional to q4−ηR ,
1 < ηR ≤ 2. As a result, it is negligible compared to the second integral. On the other
hand, in the second integral summations including q can be replaced according to p+q ≈ p,
σRq + σRp ≈ σRp . The kinetic equation then simplifies to

∂τ̃nq,τ̃
q�1
= |q|

∫

0<p

2p2

σ̃Rp,τ̃
np,τ̃ (1 + np,τ̃ ) = |q|Iτ̃ , (4.4.6)

where Iτ is a time dependent but momentum independent functional. The phonon density
becomes

nq,τ̃
q�1
= nq,τ̃=0 + |q|

∫

0<t<τ̃
It (4.4.7)

for sufficiently small momenta. Crucially, the change is linear in momentum q and for

Figure 4.6: Schematic illustration of the iteration process to determine the time-dependent
phonon density nq,τ . For a given time τ , the self-energy σRq,τ is determined via the self-
consistent Born approximation according to Eq. (6.3.10). Subsequently, the time-derivative
of nq,τ is computed via the kinetic equation (6.3.11). Using a Runge-Kutta solver for
numerical differential equations, the density nq,τ+δτ can be computed and used as the
starting point for the next iteration.

q = 0 the density is time independent, and for all times pinned to its initial value. This is
an exact result, which can be traced back to particle number conservation in the underlying
microscopic model [130].
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4.4.2 Relaxation Close to Equilibrium

A stationary solution of the kinetic equation ∂τnq,τ = 0 is given by the Bose distribution
function

nq,τ = nB(u|q|, T) =
(
eu|q|/T − 1

)−1
(4.4.8)

for arbitrary temperature T. Sometimes one is interested in the relaxation of the distribu-
tion function close to equilibrium

nq,τ = nB(u|q|, T) + δnq,τ , (4.4.9)

where the variation δn� nB. For small momenta u|q| � T, nB(u|q|, T) = T
u|q| and we can

expand the kinetic equation in the variation δn. The zeroth order part solves the kinetic
equation, and the leading order contribution stems from the first order of the expansion.
After eliminating negligible terms, it reads

∂τ̃δnq = −2Tq2δnq
u

(∫

0<p<q

1
σ̃Rq + σ̃Rp + σ̃Rq−p

+

∫

0<p

2
σ̃Rq + σ̃Rp + σ̃Rq+p

)
. (4.4.10)

For a distribution close to thermal equilibrium, the self-energy will take on the thermal
form (4.3.22) and

∂τ̃δnq ≈ −αT δnq

√
2πT
u

q
3
2 = −αTσ̃

R
q δnq, (4.4.11)

where σ̃Rq is the thermal self-energy and αT ≈ 1.1 is a universal number. This result can
also be seen as an expansion of Eq. (4.4.1) in δnq, which is

∂τ̃δnq = −2δnqσ̃Rq +
∂

∂δnq

(
σ̃Kq − (2nB + 1) σ̃Rq

)∣∣
δnq=0 δnq. (4.4.12)

The second term thus gives a correction to the simple factor of 2 in Eq. (4.4.11). We thus
obtain a non-perturbative estimate for the relaxation time of the interacting Luttinger
Liquid

τq =
0.868
v0

√
u

2πT
q−

3
2 (4.4.13)

reflecting the very slow asymptotic approach to equilibrium of the long-wavelength modes.
It is very similar to the lifetime of a single thermal phonon (cf. Eq. (4.3.22)), only modified
by the prefactor αT = 1.1. This modification arises due to in-scattering processes of
excitations p 6= q scattering into the mode q. Since the main relaxation process is caused
by out-scattering processes, the above result is quite intuitive and supports the statement
that relative time dynamics ∼ 1

εq
are fast compared to forward time dynamics ∼ τq.
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4.5 KINETIC EQUATION AND DIAGRAMS IN PRESENCE OF
ANOMALOUS DENSITIES

In this section, we consider the effect of non-zero anomalous (off-diagonal) phonon density,
i.e. āqā−q 6= 0 on the diagonal kinetic equation and self-energy, and derive the kinetic
equation for the anomalous density. Off-diagonal phonon densities can be populated due to
external perturbations, as for instance density modulation due to a Bragg beam or a global
interaction quench [40, 39], and their impact on the kinetics and non-equilibrium dynamics
is therefore non-negligible. Summarizing the results of this section, due to the structure
of the resonant interactions, the kinetic equation for the diagonal phonon density and the
diagonal retarded/advanced self-energies are not modified in the presence of anomalous
densities and remain unchanged compared to Eqs. (6.3.11) and (4.3.15). In contrast,
the kinetic equation for the anomalous densities is fed by the normal occupations, cf.
Eq. (4.5.25).

For a generic equilibrium situation and for certain realizations of systems brought out
of equilibrium, the anomalous (off-diagonal) phonon density and consequently the corre-
sponding response and correlation functions are zero, i.e.

〈aαq,taα
′
−q,t′〉 = 0, (4.5.1)

where α,α′ = c, q represent classical or quantum indices. However, when a system is driven
out of equilibrium, it is possible to populate off-diagonal terms. A simple situation for
which this is indeed the case is an interaction quench in a one dimensional quantum fluid,
where the off-diagonal densities are non-zero after the quench and lead to non-equilibrium
dynamics even in the absence of phonon-phonon scattering processes [39].

In order to deal with the situation of anomalous densities, we first have to modify the FDR
accordingly. The Keldysh Green’s function in the presence of off-diagonal terms, expressed
in Nambu space, is

GK
q,t,t′ =


 gKq,t,t′ hKq,t,t′
−
(
hKq,t,t′

)∗
gK−q,t′,t


 = −i

(
〈acq,tācq,t′〉 〈acq,tac−q,t′〉
〈āc−q,tācq,t′〉 〈āc−q,tac−q,t′〉

)
. (4.5.2)

For the quadratic theory in the absence of phonon scattering, i.e. S = STL only, the Keldysh
Green’s function can be evaluated explicitly. In a operator representation, it reads

GK
q,t,t′ = −i

(
〈{aq,t, a†q,t′}〉 〈{aq,t, a−q,t′}〉
〈{a†−q,t, a†q,t′}〉 〈{a

†
−q,t, a−q,t′}〉

)
, (4.5.3)

with the anti-commutator {·, ·}. In Wigner representation it is

GK
q,ω,τ = −i

(
δ(ω − εq)(2nq + 1) δ(ω)2mqe−i2εqτ

δ(ω)2m∗qei2εqτ δ(ω + εq)(2n−q + 1)

)
, (4.5.4)

where mq is the anomalous phonon density (mq = |〈aqa−q〉| in an operator representation
in terms of annihilation operators a). In the quadratic theory, both the normal and the
anomalous densities are constants of motion.

The Keldysh Green’s function in (4.5.4) has two essential drawbacks. For the case of non-
zero but slowly (compared to εq) varying anomalous density mq, the off-diagonal terms
of GK are not slow but oscillate with the fastest scale in the problem, i.e. ttyp = 1

2εq .
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The Wigner approximation is therefore not applicable for the off-diagonal terms of GK.
Furthermore, the Keldysh Green’s function in frequency representation is peaked at three
different frequencies, ω = (εq, 0,−εq). Both prevents an FDR in the form of Eq. (4.3.7) to
exist in this representation.

In order to cure this problem, we switch to a rotating frame by introducing the fields
αq,t = aq,teiεqt, ᾱq,t = āq,te−iεqt, which modifies the quadratic action according to

S(2) =

∫

t,p

(
ᾱcp,t, ᾱ

q
p,t
)
(

0 i∂t + i0+

i∂t − i0+ 2i0+ coth
(
ω
2T

)
)(

αcp,t

αqp,t

)
. (4.5.5)

The resonant phonon interaction is invariant under the transformation

SRes =
v0√
2

∫ ′

p,k,t

√
|pk(k + p)|

[
2ᾱck+p,tα

c
k,tα

q
p,t

+ᾱqk+p,t

(
αck,tα

c
p,t + αqk,tα

q
p,t

)
+ h.c.

]
. (4.5.6)

since the phase eit(εp+k−εk−εp) = 1 in the case of resonance, i.e. for |k + p| = |k| + |p|.
The corresponding correlation function in Nambu space and Wigner coordinates after the
rotation is

G̃K
q,ω,τ = −iδ(ω)

(
2nq + 1 2mq

2m∗q 2n−q + 1

)
, (4.5.7)

while the bare retarded Green’s function reads

G̃R
q,ω,τ =

(
1

ω+i0+ 0
0 1

−ω−i0+

)
= σz

1
ω + i0+

, (4.5.8)

where σz is the Pauli matrix. Respecting the symplectic structure in bosonic Nambu space,
the FDR in the presence of off-diagonal densities is

G̃K
q,ω,τ =

(
G̃R ◦ σz ◦ F̃− F̃ ◦ σz ◦ G̃A

)
q,ω,τ

= −iδ(ω)F̃q,ω,τ . (4.5.9)

Here F̃ is the physical distribution function for the phonons, with the on-shell value

F̃q,ω=0,τ =

(
2nq,τ + 1 2mq,τ

2m∗q,τ 2n−q,τ + 1

)
. (4.5.10)

Both the transformation to a rotating frame by switching from {aq, āq} to {αq, ᾱq} as well
as the symplectic factors σz in Eq. (4.5.9) are necessary modifications in order to obtain
an FDR with a physically relevant distribution function F̃. The latter should consist of
diagonal and anomalous densities that are slowly varying in time and reproduce the matrix
structure of G̃K.

Inversion of Eq. (4.5.9) yields the kinetic equation

i∂τFq,ω,τ = σzΣ
R
q,ω,τFq,ω,τ − Fq,ω,τΣA

q,ω,τσz − σzΣK
q,ω,τσz. (4.5.11)
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Figure 4.7: Diagrammatic representation of the diagonal and off-diagonal re-
tarded/advanced and Keldysh Green’s functions. In the presence of anomalous densities,
the off-diagonal Keldysh components will be generally non-zero, hK 6= 0. The retarded
and advanced Green’s functions only differ from zero if a finite off-diagonal self-energy is
present, cf. Eq. (4.5.12).

In the absence of off-diagonal terms in both self-energies and the distribution function,
this equation reduces to the ordinary kinetic equation discussed in the previous section.
We will now set up the diagrammatic computation of the self-energies Σ

R/A/K
q,ω,τ in order to

derive the kinetic equation in the presence of anomalous phonon densities.

4.5.1 Diagrammatics for Off-diagonal Terms

In the presence of off-diagonal densities, one can no longer generally exclude non-zero off-
diagonal self-energies and consequently non-zero off-diagonal Green’s functions from the
action. In this section we set up the diagrammatic computation of the self-energies in
Nambu space. We obtain two key results, which crucially rely on the resonant character
of the interaction. First, in the retarded/advanced sector, the off-diagonal self-energies
are exactly zero even in the presence of anomalous densities. Second, we compute the
off-diagonal self-energies in the Keldysh sector, which are different from zero.

The retarded Green’s function in Nambu space is (we use a general index Q = (q,ω, τ),
−Q = (−q,−ω, τ) for this paragraph)

GR
Q =

(
gRQ hRQ
hA−Q gA−Q

)
=

(
ω − ΣR

Q −ΓR
Q

−ΓA
−Q −ω − ΣA

−Q

)−1
(4.5.12)

=
1

(ω − ΣR
Q)(ω + ΣA

−Q) + ΓR
QΓA
−Q

(
ΣA
−Q + ω −ΓR

Q

−ΓA
−Q ΣR

Q − ω

)
,

with the off-diagonal self-energies ΓR
Q and the Green’s functions gRQ = −i〈αcQᾱ

q
Q〉, gAQ =

−i〈αqQᾱcQ〉, hRQ = −i〈αqQαc−Q〉 and hAQ = −i〈ᾱq−QᾱcQ〉. The diagrammatic representation for
the retarded and Keldysh Green’s functions in Nambu space is depicted in Fig. 4.7.

With this at hand, we can set up diagrammatic rules in Nambu space, as we do in the
following. To this end, we start from the most general diagram contributing to the retarded
sector of the Green’s function, which is shown in Fig. 4.8. Here we replaced the fields
αQ → αQ,1 and ᾱQ → αQ,−1 in order to find a generalized representation of diagrams in
Nambu space. Exploiting frequency and momentum conservation in the Green’s functions
(diagonal and off-diagonal ones) and the vertices, together with the resonance condition
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Figure 4.8: Diagrammatic representation of all possible one-loop diagrams contributing
to the retarded sector of the self-energy. The additional index zQ,P,K = ±1 represents
ingoing lines (αQ,P,K fields) for z = 1 and outgoing lines (ᾱQ,P,K fields) for z = −1. The δ-
constraints stem from the momentum/frequency conservation in the Green’s function and
the momentum/frequency conservation in the two vertices. Two additional constraints,
one for each vertex, are caused by the resonance condition. This results in six crucial
constraints discussed in the main text.

at each vertex, we end up with the following relations

zQQ = zQ′Q′, (4.5.13)
zPP = zP′P′, (4.5.14)
zKK = zK′K′, (4.5.15)
zQQ = −zKK− zPP, (4.5.16)

zQ|q|+ zp|p| = −zK|zQq + zPp|, (4.5.17)
zKzK′ + zQzQ′ = 2zPzP′ . (4.5.18)

Eq. (4.5.18) is a result of the two independent resonance conditions in Fig. 4.8 and reduces
the number of diagrams for the retarded self-energy significantly. As a result of Eq. (4.5.18),
the product of all the corresponding z-factors must be identical. For the diagonal self-
energy, where zQzQ′ = −1, this means that zPzP′ = zKzK′ = −1 and consequently only
loops consisting of two diagonal Green’s functions contribute to the diagonal self-energy.
Consequently, the diagrammatic representation of the diagonal self-energy is still given by
the loops shown in Fig. 4.3 even in the presence of off-diagonal Green’s functions, i.e.

− iΣR
Q =

v20
4π2

∫

P
|pq|

(
|q− p|gKPgRQ−P + |p + q|gKQ+Pg

A
P

+|p + q|gKPgRP+Q
)
. (4.5.19)

In order to obtain the off-diagonal self-energy ΓR
Q, one has to flip the sign of zQ′ → 1, such

that zQzQ′ = zPzP′ = zKzK′ = 1 in the corresponding loops. This means that the diagrams
contain only off-diagonal terms. ΓR

Q is then obtained by the diagrams in Fig. 4.3, but with
all arrows from the right vertex flipped. We thus obtain

− iΓR
Q =

v20
4π2

∫

P
|pq|

(
|q− p|hKPhRQ−P + |p + q|hKQ+Ph

A
P

−|p + q|
(
hKP
)∗ hRP+Q

)
. (4.5.20)

The diagonal self-energy ΣR diverges when the integral (4.5.19) is performed with the bare
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Figure 4.9: Diagrammatic representation of the off-diagonal Keldysh self-energy ΓK
q . Com-

pared to the diagonal component, for the vertex of the left ingoing and outgoing lines have
been replaced. The diagrams containing only retarded/advanced Green’s functions, which
contributed to σKq , are absent because of the absence of off-diagonal retarded and advanced
Green’s functions.

Green’s functions. This hints that a non-trivial self-energy is generated on the diagonal
to regulate the integral, which can be computed in self-consistent Born approximation
as explained in previous sections. On the other hand, for off-diagonal Green’s functions
hR = hA = 0 (e.g. for the bare off-diagonal values), the off-diagonal self-energy is zero, as
visible from Eq. (4.5.20). Consequently, off-diagonal self-energies are not generated in the
retarded sector even in self-consistent Born approximation and we have

ΓR
Q = 0. (4.5.21)

In the absence of off-diagonal self-energies in the retarded sector, we can directly apply
the quasi-particle approximation discussed in the previous sections and evaluate the self-
energies and distribution function on-shell. Consequently, the intermediate kinetic equation
is

∂τFq,ω=0,τ = −2σRq,τFq,ω=0,τ + iσzΣK
q,ω=0,τσz (4.5.22)

with the scalar, on-shell self-energy σRq,τ as discussed in Sec. 4.3.2.

For the on-shell Keldysh self-energy,

ΣK
q,ω=0,τ = −2i

(
σKq,τ ΓK

q,τ

ΓK
q,τ σKq,τ

)
(4.5.23)

the diagrammatic rules from the previous section do not have to be modified. This imme-
diately yields the diagonal, on-shell Keldysh self-energy σKq,τ according to Fig. 4.3.2. For
the off-diagonal, on-shell Keldysh self-energy ΓK

q the corresponding diagrams are obtained
by reversing the arrows associated to the vertices on the right in Fig. 4.3.2, resulting in
the diagrammatic representation of ΓK

q shown in Fig. 4.9. The Keldysh Green’s functions
are obtained via the parametrization used in Eq. (4.5.9), which yields for the off-diagonal
elements

hKq,ω,τ =
16π2iσRq,τmq,τ

(ω − u|q|)2 +
(
σRq,τ

)2 . (4.5.24)
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Evaluation of the off-diagonal diagrams and insertion into the kinetic equation completes
the set of equations for a system including anomalous phonon densities.

Finally, the off-diagonal retarded/advanced self-energies are exactly zero and the kinetic
equation for the off-diagonal terms is

∂τ̃mq =

∫

0<p<q

2pq(q− p)

σ̃Rq + σ̃Rp + σ̃Rq−p
(mpmq−p −mq (1 + np + nq−p))

+

∫

0<p

4pq(q + p)

σ̃Rq + σ̃Rp + σ̃Rq+p
(np+qmq + mpmp+q −mqnp) . (4.5.25)

Here, we have again used the transformed basis to eliminate the factor v20 in front of the
integrals. The time evolution for the off-diagonal terms depends on both the diagonal and
off-diagonal densities, and the stationary solution of this equation is mq = 0 due to the
uncompensated spontaneous decay term in the first integral. Together with Eqs. (4.3.15)
and (6.3.11), Eq. (4.5.25) represents the complete set of equations determining the time
evolution of the phonon density and the self-energies of an interacting Luttinger Liquid for
a system that has been initialized in an out-of-equilibrium state nq 6= nB(u|q|), mq 6= 0.

4.6 RELAXATION OF AN EXCITED THERMAL STATE

In this section, we will analyze the relaxation dynamics of a nearly thermal initial state
and compare it to the analytical results from the previous sections. We consider an initial
state with the densities

nq,τ=0 = nB(Ti = 2u|q0|) + δq

=
1

e0.5
∣∣∣ qq0 ∣∣∣ − 1

+ α1e
− (q−q0)2

2α22 , (4.6.1)

mq,τ=0 = δmq,τ=0 = 2α1e
− (q−q0)2

2α22 . (4.6.2)

A state of this form can be created by perturbing a thermal state with initial temperature
Ti = 0.5u|q0| in coupling the operator ∝ ∂xφ to a classical field with momentum q0, i.e. in
a microscopic fermionic or bosonic model by a small density modulation with momentum
q0[67]. For a specific simulation, we chose the parameters α1 = 0.2,α2 = 4q0 and express
momentum in units of q0.

The perturbation increases the energy

E(τ) =

∫

q
u|q|nq,τ (4.6.3)

of the system. As a result, the final state in the limit τ →∞ will be a thermal state with
increased temperature Tf > Ti. Since the kinetics is energy conserving, E(τ) = E(τ = 0)
for all τ > 0, the temperature can be determined according to

E =

∫

q

u|q|
eu|q|/Tf − 1

=
T2

f π
2

6u
(4.6.4)

from the system energy. In the present case, this leads to Tf = 0.52u|q0| and a final state
of the system

lim
τ→∞

nq,τ = nB(Tf). (4.6.5)
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Figure 4.10: Time evolved phonon density nq,τ after initializing the system in a state
described by Eqs. (4.6.1), (4.6.2). The time τ is expressed in units of 1

v0q20
. a) The

deviation n̄q,τ of nq,τ from the final thermal density nB(Tf) divided by nB(Tf). n̄q,τ decays
to zero with a momentum dependent rate γq ≈ −1.1σRq . For smaller momenta, this rate
decreases and finally becomes zero for q → 0. b) Anomalous density mq,τ for different
times τ .

The quantity of interest is the deviation of the time-dependent phonon density from the
final phonon density in the limit τ →∞,

δnq,τ ≡ nq,τ − nB(Tf). (4.6.6)

In Fig. 4.10, we show δnq,τ and mq,τ for different time steps τl, and we see in which way
both quantities decay to zero momentum as a function of time and momentum.

The evolution of this excited state to its new equilibrium proceeds in two different stages[126]:
For short times, the set of excited modes is much more strongly occupied than all other
modes, and the dominant effect is the decay of these modes into the continuum of non-
excited ones. In this step, there is no back-action from the continuum, which acts as a
bath for the excited states. As a consequence, the dynamics is described by the correspond-
ing equilibrium linear response. According to Eq. (4.4.11), δnq then follows the effective
equation of motion

∂τ log (δnq,τ ) = −1.1σRq . (4.6.7)

As a result, for short times δnq,τ decays exponentially in time with a momentum dependent
decay time τdec(q) =

(
1.1σRq

)−1.

In Fig. 4.11, we compare the numerical value of ∂τ log (δnq,τ ) with the analytical estimate

∂τ log (δnq,τ ) ≈ −1.1σRq,τ ≈ 0.87
√

2πTf
u q

3
2 and find a good agreement in the momentum

region where δnq deviates from zero.

For larger times instead, many modes deviate only very weakly from the thermal occupa-
tion, but the system has still not found its equilibrium. In this case, back-action from the
mode continuum can no longer be ignored. More precisely, due to energy and momentum
conservation, this dynamics, which now is dominated by in- and out-scattering events on
an equal footing, is very slow. It is no longer described by an equilibrium response theory,
which is determined solely by the retarded self-energy. Instead the presence of dynamical
slow modes is revealed, which are not captured by a simple exponential decay but have to
be implemented as additional modes due to symmetries[129] and favor an algebraic decay
in time, i.e. δnq(τ) ∼ τ−β with some exponent β. In Fig. 4.12, the two different stages of
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Figure 4.11: Comparison of the decay rate γq = −∂τ log (n̄q,τ ) as a function of momentum
for different times τ with the analytically estimated decay factor γAq = 2.2σRq . The time is
given in units of 1

v0q20
. The exact decay coincides very well with the analytical prediction,

only when n̄q,τ ≈ 0 becomes very small, the numerical error and therefore the relative
deviation is significant.

the time evolution are visible in the numerical simulation of the quasi-particle occupation.
The algebraic decay for long times, and the exponential decay for shorter times, are clearly
distinguished. In order to estimate the algebraic exponent, we do not linearize the kinetic
equation but instead take Eq. (6.3.11) and insert on the right hand side the solution for
the phonon occupations nq(τ)− nB(Tf) ∼ e−1.1σ

R
q τ . Due to the scaling of the thermal self-

energy σRq ∼ q
3
2 , this yields the estimate β = 2

3 . In the numerical simulations presented in
Fig. 4.12, we find for the algebraic exponent β ≈ 0.58.

As mentioned already, this algebraic decay is a consequence of energy and momentum
conservation in the dynamics, which leads to additional slow modes in the time evolution.
The separation of the relaxation into two different time regimes, with first exponential de-
cay according to bare phonon decay and then algebraic decay due to energy conservation,
has already been found in a recent work on phenomenological grounds using an equilib-
rium formalism [126]. There energy conservation was implemented by hand, while being
naturally incorporated in the formalism of this manuscript. The algebraic decay of the
phonon occupations can be explained in terms of dynamical slow modes, resulting from
conservation laws, i.e. symmetries, in the system. The analytical exponent β = 2

3 would
belong to a system with exact momentum and energy conservation, while the deviation
of the numerical result β ≈ 0.58 from the analytical one might be a result of subleading
corrections that will vanish on even larger time scales[129].

4.7 DYSON-SCHWINGER EQUATIONS AND VERTEX CORREC-
TIONS

In this section we apply Dyson-Schwinger equations [6, 152] to the interacting Luttinger
Liquid and determine the self-energy and three-point vertex as a function of the phonon

4.7 Dyson-Schwinger Equations and Vertex Corrections 125



Figure 4.12: Decay of the deviation δnq(τ) of the phonon density to its corresponding
thermal value for fixed momenta (q1, q2, q3) = (0.75, 1, 1.25)q0. a) Log-Log plot of the
deviation δnq(τ) (blue dots: simulations; line: algebraic fit): For long times, the decay
is described by a power law in time, i.e. δnq(τ) ∼ τ−β with an exponent β ≈ 0.58. b)
Semi-logarithmic plot of the deviation δnq(τ): For short times, the decay is described by an
exponential, δnq(τ) ∼ e−1.1σ

R
q0τ , where σR is the corresponding thermal self-energy (blue

dots: numerical simulation; red line: exponential fit, obtained from the self-energy).

distribution. We show that the vertex correction is always real and will be exactly zero
for a zero temperature state. More generally it leads to a modification v0 → v0 (1 + I),
where I is a small (1 � I) dimensionless function with weak momentum dependence,
whose precise form is determined by the time-dependent phonon density. Based on these
findings, we conjecture that also the corrections to the four-point and higher order vertices,
which do not occur in the microscopic action, are small. As a result, the kinetic equation
and the equation for the self-energies in self-consistent Born-approximation are modified
according to the vertex correction, and we derive a coupled but closed set of equations.

In general, Dyson-Schwinger equations (DSE) represent an exact hierarchy for one-particle
irreducible (1PI) correlation functions, generated by the effective action functional Γ[aα, aβ]
[6, 152, 204]. It relates the full vertices (e.g. the Green’s function, which is the inverse two-
point vertex) to their bare, microscopic counterparts, which form the microscopic action
S. The hierarchy built up by the DSE is in general infinite and therefore lacking an exact
solution. The main is then to find a physically reasonable truncation of the effective action,
for which the main physical effects are captured and in which the DSE can be solved.

The effective action, as the generator of 1PI correlation functions, can be expanded ac-
cording to[6, 152, 204]

Γ[aα, aβ] =

∞∑

n=2

1
n!

Γ(n)
α1,...αnaα1 ...aαn , (4.7.1)
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Figure 4.13: Schematic diagrammatic representation of the self-energy Σ and the full three-
point vertex V in terms of the full Green’s function G, bare three-point vertex Ṽ, and the
full four-point vertex Γ(4).

where Γ
(n)
α1,...αn is the n-th order functional derivative of the effective action,

Γ(n)
a1,...an =

δnΓ

δan...δa1

∣∣∣∣
aai=0

, (4.7.2)

i.e. the full n-point vertex function, and aα are the fields with collective index α =
(ω, q, τ , c/q). The inverse Green’s function and the full three-point vertex are the second
and third order functional derivatives, respectively. In terms of formulas we have

G−1 = G−10 − Σ = Γ(2) and V = Γ(3). (4.7.3)

In the present case, the DSE relate the n-point vertex to the n + 1 point vertex of the
theory. More specifically, we obtain for the full Green’s function

(
G−1

)
αβ

=
(
G−10

)
αβ
− i

2S
(3)
αγδGγµVµβνGνδ, (4.7.4)

and for the full three-point vertex

Vαβγ = S(3)
αβγ + iS(3)

αδνGδµVµβηGησVσγεGεν

− i
2S

(3)
αδνGδµΓ

(4)
µβγηGην . (4.7.5)

Here, S(3) is the bare (microscopic) three-point vertex. A schematic diagrammatic repre-
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sentation of Eqs. (4.7.3), (4.7.4) and (4.7.5) is depicted in Fig. 4.13.

We will show in the following that there are corrections to the bare three-point vertex,
with the same scaling dimension as the bare three-point vertex itself. It is determined by
a dimensionless function I whose precise form is dictated by the time dependent phonon
density nq,τ . This is in contrast to the two-point vertex, i.e. the inverse Green’s function,
where the correction due to the cubic vertex is subleading but introduces an imaginary
part and therefore is of great qualitative importance. Here the correction is purely real,
as the bare vertex itself, but on the other hand not subleading. It therefore can not be
discarded directly without further discussion.

For the āqQ+Pa
c
Pa

c
Q term, the vertex correction δV = V−S(3) is illustrated in a diagrammatic

representation in Fig. 4.14. It is equivalent to all other vertices that incorporate a single
quantum and two classical fields. The lowest order contribution, incorporating only bare
vertices, reads (for q, p > 0)

δVccq
q,p,p+q =

v30√
8

√
|qp(p + q)|

∫

k>0

{
k(q + k)(k− p)

σRk+q + σRk−p

[
nk−p − nk
σRk + σRk−p

+
nq+k − nk
σRk + σRk+q

]

+
k(p + k)(k− q)

σRk+p + σRk−q

[
nk−q − nk
σRk−q + σRk

+
np+k − nk
σRk+p + σRk

]}
. (4.7.6)

Here σRk = −Im(ΣR
K) > 0 are the on-shell self-energies obtained by the DSE in Fig. 4.13.

The vertex correction due to cubic vertices is identical to zero for a zero temperature
system (nk = 0 for all momenta). This is an exact statement for the interacting Luttinger
Liquid and can be seen on the level of the diagrams in Fig. 4.14. For T = 0, GK = GR−GA

and the individual diagrams cancel each other 4 due to the pole structure of GR and GA.
For cubic vertices, in the absence of higher order terms and for a constant distribution
function, the vertex correction is exactly zero, this has been shown to hold for arbitrary
dimensions[63].

In order to find a compact expression for the vertex correction, we replace σR → v0σ̃R
and compare the integrand in Eq. (4.7.6) with the expression for the self-energy σ̃R in
Eq. (6.3.10). We immediately see, that the vertex correction is linear in v0 and the integral
has scaling dimension zero5. In perturbation theory, this yields the vertex

V(1st)
q,p,q+p = v0

√
|pq(p + q)|

(
1 + I0

(
p
q
, n
))

= S(3)
q,p,p+q

(
1 + I0

(
p
q
, n
))

. (4.7.7)

Here, I0
(
p
q , n
)

is a dimensionless function of the ratio p/q and the phonon density n,
which is determined by the integral in Eq. (4.7.6). The scaling behavior of the one-loop
vertex correction suggests the parametrization of the full vertex according to

Vq,p,q+p = v0
√
|pq(p + q)|

(
1 + I

(
p
q
, n
))

, (4.7.8)

4Strictly speaking GK = sgn(ω)
(
GR −GA), which however leaves the result invariant as can be seen

from Eq. (4.7.6).
5This holds true for an arbitrary phonon density nq since the dimensions cancel exactly, independent

of the form of nq.
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where the functional I encodes the full vertex correction. According to the DSE in Fig. 4.13,
it is determined via

I(x, n) =
1√
8

∫

k̃>0

{
k̃(1+k̃)(k̃−x)

(
1+I

(
k̃
|1−k̃|

,n
))(

1+I
(
k̃
x ,n
))

σ̃R
k̃+1

+σ̃R
k̃−x

[
nk̃−x − nk̃
σ̃R
k̃

+ σ̃R
k̃−x

+
n1+k̃ − nk̃
σ̃R
k̃

+ σ̃R
k̃+1

]

+
k̃(x+k̃)(k̃−1)

(
1+I

(
x
|k̃−x|

,n
))

(1+I(k̃,n))
σ̃R
k̃+x

+σ̃R
k̃−1

[
nk̃−1 − nk̃
σ̃R
k̃−1 + σ̃R

k̃

+
nx+k̃ − nk̃
σ̃R
k̃+x

+ σ̃R
k̃

]}
. (4.7.9)

where k̃ = k
q and the integral is dimensionless. In Eq. (4.7.9), we have already exploited

the fact that the ingoing momenta of a vertex can be exchanged without modifying the
vertex itself, and consequently the integral is invariant under q↔ p. This is equivalent to
I (x, n) = I

( 1
x , n
)
. The self-energy in the DSE approach is

σ̃Rq =

∫

0<p

(
∂τ̃np
σ̃Rp

+ 2np + 1
)

(4.7.10)
{[

1 + I
(

p
|p−q|

)] qp(q− p)

σ̃Rp + σ̃Rq−p
+
[
1 + I

(
p
q

)] qp(p + q)

σ̃Rp + σ̃Rp+q

}
.

In the same way the kinetic equation can be modified to incorporate the vertex correction
as well, and we find a set of coupled equations




∂τn
σ̃R

I


 = F(n, σ̃R, I). (4.7.11)

They can be solved numerically according to the procedure described in Fig. 4.6. In-
cluding the vertex correction, the second step of the iteration additionally includes the
self-consistent determination of I.

We will now give an estimate of the order of the vertex correction for the case for which it
is non-zero to estimate its impact on the dynamics and the kinetic equation. In the limit
T→∞ the relevant phonon density is nq ≈ T

u|q| and the self-energies have the thermal form

σ̃Rq ∝
√

T
u q

3/2. Consequently, the factor T
u drops out and I(x, n) does no longer depend on

temperature. In this case, I(0, n) ≈ 0.012, I(1, n) ≈ 0.09 and I(0, n) ≤ I(x, n) ≤ I(1, n).
As can be seen in Fig. 4.15, the correction is small, with a weak momentum dependence.
Consequently, the self-energy is only negligiably modified if instead of the full three-point
vertex in Eq. (4.7.4), the bare value Ṽ is used. This is precisely the self-consistent Born
approximation that we used to determine the self-energies and the kinetic equation for the
interacting Luttinger Liquid.

4.8 CONCLUSION

In this chapter, we used non-equilibrium field theory, in particular kinetic and Dyson-
Schwinger equations, to determine the kinetics and non-equilibrium dynamics of resonantly
interacting Luttinger Liquids. Exploiting the fact that the interactions lead to dressed but
still well defined phonons, which enables a separation of timescales into slow forward and
fast relative dynamics, we applied the Wigner and quasi-particle approximation and de-
rived a closed set of simple yet powerful equations for the normal and anomalous phonon
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Figure 4.14: Diagrams contributing to the vertex correction of the three-point vertex
Vq,p,p+q illustrated for the particular example of an outgoing quantum field and two in-
coming classical fields, i.e. ∝ āqQ+Pa

c
Qa

c
P. In total there are twelve distinct diagrams

contributing to the vertex correction, six are depicted above and six further can be found
by interchanging the ingoing momenta P↔ Q.

Figure 4.15: Vertex correction I(x, nB(T)) for an infinite temperature state. In the limit
T → ∞, the temperature drops out in Eq. (4.7.9), and the vertex correction becomes
temperature independent. Due to the invariance of I under x → 1

x , the plot is restricted
to 0 ≤ x ≤ 1. The dependence of I on x is weak, especially for x ≈ 1, where it takes its
maximum I(x, nB) ≤ Imax ≈ 0.093.
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density, the phonon self-energy and vertex correction. These equations determine the
dynamics of an interacting Luttinger Liquid initialized in a Gaussian (non-) equilibrium
state. The resulting equations show strong aspects of universality, on the one hand being
independent of any UV-scale, in particular independent of the Luttinger cutoff. On the
other hand, after a proper rescaling of the forward time, all microscopic parameters en-
tering the Hamiltonian can be eliminated and the only microscopic information entering
the dynamical equations is the initial phonon density. We further used our approach to
analytically determine the relaxation rate of a thermally excited state. For this dynamics,
we found an initial exponential decay corresponding to previous results computed from
linear response theory [8, 161, 176, 150, 151]. However, for longer times, the decay of the
excitations follows a power law in time, revealing the presence of dynamical slow modes due
to energy conservation. These latter modes are not contained in a plain equilibrium linear
response theory but have to be build in by hand on the basis of symmetry arguments and
conservation laws[126, 129]. Here, the dynamics based on the kinetic equation approach
reveals the presence of these modes due to the algebraic decay at long times without any
further modification, which shows the strength of our approach in a simple yet nontrivial
example.

The results of this work can be used in order to determine the kinetics and non-equilibrium
dynamics of one-dimensional interacting quantum fluids prepared in a non-thermal initial
state, which might occur as a consequence of a quantum quench or a sudden external
perturbation. On the other hand, it paves the way to compute the dynamics of quantum
fluids subject to drive and dissipation, and to determine the dynamics towards the steady
state of an excited closed system. Of special interest and a strength of our approach is
the treatment of long time dynamics in non-equilibrium systems, which are neither reach-
able by present numerical procedures nor by analytical approaches based on perturbation
theory. Both examples belong to the uprising field of one-dimensional quantum fluids
out-of-equilibrium and we leave their discussion open for future work.
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5 THERMALIZATION AND PRETHER-
MALIZATION IN INTERACTING LUT-
TINGER LIQUIDS AFTER A QUAN-
TUM QUENCH

The process of thermalization describes the dynamics of a physical system, which is initial-
ized at t = 0 in a non-thermal state ρ0 and evolves in time, until it reaches the stationary
state of the dynamics, which is a thermal Gibbs ensemble. While equilibrium statistical
mechanics (both quantum and classical) predict a stationary state, which is in thermal
equilibrium, there is an active debate in the recent literature if an interacting quantum
many-body system initialized in a arbitrary quantum state will actually thermalize. This
question is triggered mainly by the fact that the time evolution of a quantum system is
unitary, and for this reason reversible, which does not allow for a single fixed point in the
dynamics in a strict mathematical sense. A solution to overcome this problem is the so-
called eigenstate thermalization hypothesis (ETH) in combination with the statement of
typicality of physical states. In a few words, when a system is initialized in a non-eigenstate
of the system’s Hamiltonian, the off-diagonal elements of the density matrix govern time
dependent complex phases, which average out

ρt = e−iHtρ0eiHt =
∑

l,m

αlα
∗
me
−iHt|l〉〈m|eiHt

=
∑

l,m

αlα
∗
me

i(ωl−ωm)t|l〉〈m| t→∞→
∑

l

|αl|2|l〉〈l|, (5.0.1)

where the term on the right hand side is called the diagonal ensemble corresponding to the
initial state. As a consequence, in the long time limit, physical observables are determined
solely by the initial distribution of the eigenstates of the Hamiltonian ∼ |αl|2. If one now
assumes a "typical" behavior for the relevant eigenstates, i.e. that for eigenstates in the
relevant energy regime, which has been accessed by the initial state, the expectation value
of local observables does not vary too strongly1, the stationary state of the system can be

1A more detailed and mathematically more strict definition of the terms "relevant eigenstates", "local
observables" and "strong variation" can be found in the corresponding literature [166, 53, 184]. It is not
the purpose of this thesis to review the arguments of the ETH and typicality with significant detail.

133



described in terms of a typical state of the relevant energy window

ρt
t→∞−→ |lt〉〈lt|, (5.0.2)

where |lt〉 is a typical eigenstate, reflecting the initial states average energy. This is the
eigenstate thermalization hypothesis. As a consequence, systems, for which typicality and
therefore ETH are applicable, will reach a thermal state in their long time dynamics after
being initialized in a non-thermal state at t = 0.

However, there are many exceptions, for which the above arguments are not applicable and
which will not thermalize to a Gibbs ensemble. A broad class of such systems are so-called
integrable systems, which have an infinite number of constants of motion and for which
the initial distribution of eigenstates is crucial in order to describe the long time dynamics.
These states evolve to a stationary state, which properly takes into account all constants
of motion and is referred to as generalized Gibbs ensemble. Examples for integrable sys-
tems are quadratic Hamiltonians2, the Lieb-Liniger model for bosons (Eq. (3.1.6)) and the
Luttinger model for interacting fermions with a linear dispersion (Eq. (3.2.6)). While it
is evident, that an integrability breaking term added to an integrable Hamiltonian will fi-
nally lead to thermalization of the system in the long time limit, it is not clear, whether or
not the dynamical fixed point of the integrable model plays an important role in the non-
equilibrium dynamics of the non-integrable model. In the recent literature, however, there
is consensus that a non-thermal fixed point of an integrable theory serves as a metastable
fixed point for the transient dynamics of the corresponding non-integrable theory and there-
fore determines the short time dynamics. Whether this is the case and in which way the
short time dynamics is determined by the corresponding integrable fixed point is however
not systematically investigated and an open topic of current research.

In this chapter, we will study precisely this question by performing an interaction quench
(to be precise, a quench of the microscopic interactions) in the interacting Luttinger model
(3.1.24). In this quench scenario, the system is initialized in an eigenstate ρ0 of the inter-
acting Luttinger model Hi at t = 0. Suddenly, the interaction strength is changed and the
system evolves in time according to a different Hamiltonian Hf 6= Hi, for which the initial
state ρ0 is no longer an eigenstate. As the interacting Luttinger model is not integrable,
its dynamical fixed point is a thermal Gibbs ensemble, with a temperature β, which is
determined by the energy injected by the quench. On the other hand, the non-interacting
Luttinger model is integrable and does not thermalize but evolves to a generalized Gibbs
ensemble, for which the constants of motion, i.e. the phonon occupancies, depend on the
initial state. The interaction quench in a non-interacting Luttinger model has been studied
by Cazalilla and others only recently [39, 95, 96] and the corresponding stationary state
features algebraic correlation functions in space (as known for the ground state of the
Luttinger model) but with a new non-equilibrium exponent and an algebraically decaying
quasi-particle residue Z(t) ∼ t−γneq .
For the interacting Luttinger model, we find that for long distances, thermalization takes
place in two steps. First, a light cone of quasi-particles spreads into the left and right di-
rection with velocity u, such that at distances x = 2ut the system reaches an intermediate,
metastable state, which is described by the non-interacting Luttinger theory. However,
due to the interaction of the excited quasi-particles, there is a second, thermal regime,
spreading in space as x = λtα, with α < 1 and λ some constant, which is due to the
interactions. The intermediate regime λtα < x < 2ut is described by the steady state of
the integrable theory and due to its metastability, we refer to this state as prethermal and
the effect of reaching an intermediate, metastable state as prethermalization. As α < 1,
there exists a minimal distance for prethermalization, defined by the time tmin, for which
λtαmin = 2utmin = xmin. Below this distance, the prethermal regime does not occur, since
the redistribution of energy is faster than the formation of quasi-particles 3.

2Quadratic in terms of creation and annihilation operators for the elementary excitations.
3This does not contradict with Lieb-Robinson bounds for this system, as Lieb-Robinson bounds feature

non-universal corrections on short distances as well and only obtain there typical form in the asymptotic
limit.
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In order to study the prethermalization and thermalization of fermions after an interaction
quench, we consider the fermionic Luttinger model with non-zero band curvature. At t = 0,
the microscopic fermion-fermion interaction is ramped suddenly from some initial value gi
to some final value gf and subsequently the time evolution of the system is computed
using the kinetic equation approach, which we have derived in the previous section. With
this approach, we can then finally determine the time evolution of fermionic correlation
functions and the fermionic momentum distribution.
The chapter is organized as follows, in the first section, we determine the initial state after
the quench in the Luttinger basis. In the subsequent section, we discuss the prethermal
state by considering the time evolution of the non-interacting Luttinger model. Finally, in
the last section, we determine the time evolution of the system after the quench for the
interacting Luttinger model and discuss the corresponding fermionic properties.

5.1 FERMIONIC INTERACTION QUENCH AND INITIAL STATE
AFTER THE QUENCH

We consider a model of spin polarized, interacting fermions with non-zero band curvature
as described by the Hamiltonian (3.2.5), i.e.

HF =

∫

x

∑

η=±
ψ†η,x

(
iηvF∂x −

∂2x
2m∗

)
ψη,x +

∫

x,x′
g(x− x′)ρ(x)ρ(x′). (5.1.1)

This model is integrable in the limit of vanishing band curvature, m → ∞ and can be
exactly mapped to a quadratic Luttinger Liquid model, as described in Sec. 3.2. For
m < ∞, the model is non-integrable and can be mapped to an interacting Luttinger
Liquid [93, 110, 94], described by the Hamiltonian (3.2.42),

HILL =
1
2π

∫

x

[
uK (∂xθx)2 +

u
K

(∂xφx)2 +
1
m

(∂xφx) (∂xθx)2
]
, (5.1.2)

where the Luttinger parameters u,K are determined from the microscopic parameters
according to

u = vF

√
1 +

2g0
πvF

, and K =

√
1 +

2g0
πvF

−1

. (5.1.3)

Here, g0 is the effective zero momentum interaction potential4. In an interaction quench
at t = 0, the interaction g0 is suddenly ramped from some initial value g0,i to some final
value g0 (for convenience, we attribute an extra label for the final value of the parameters
after the quench). In the Hamiltonian (5.1.2), this corresponds to a sudden change of the
parameters (ui, Ki)→ (u,K) at t = 0, while the cubic nonlinearity ∼ 1

m is left unchanged.
We consider the system to be at equilibrium for times t < 0 and therefore its density
matrix is

ρt<0 =
1
Z
e−βHi , (5.1.4)

where Hi is the initial Hamiltonian of the interacting Luttinger Liquid, i.e. the Hamiltonian
in Eq. (5.1.2) with the initial set of parameters (ui, Ki).

4For a detailed derivation, see Sec. 3.2.
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The nonlinearity in the Hamiltonian can be decomposed into resonant, i.e. energy conserv-
ing, scattering processes and non-resonant, i.e. virtual, scattering processes. The virtual
processes are irrelevant and neither modify the spectrum of the system nor have an impact
on the ground state but lead to subleading correction in the phonon self-energies5. On the
other hand, the resonant nonlinearities commute with the quadratic part of the Hamilto-
nian, which is evident from the fact that they describe energy conserving collisions. The
reason for non-trivial dynamics in this set-up is that the Hamiltonian, on the many-body
level, features a highly degenerate spectrum and the collisions lead to a dynamics within
the fixed-energy subspace. Therefore, the initial state is determined by the initial values
of the quadratic Hamiltonian alone and we write

ρt<0 =
1
Z
e−βH

(2)
i . (5.1.5)

Here,

H(2) =
1
2π

∫

x

[
uK (∂xθx)2 +

u
K

(∂xφx)2
]

(5.1.6)

is the quadratic Luttinger Liquid Hamiltonian. In order to determine the initial state at
t = 0, we have to express the state ρt<0 in terms of the eigenmodes of the Hamiltonian
Ht>0. The transformation from the parameter independent fields φ, θ to the eigenmodes
depends on the Luttinger parameter K and reads (see Eqs. (3.1.26), (3.1.27))

φq = − i
2

(
2πK
|q|

) 1
2

sgn(q)
(
a†q + a−q

)
, (5.1.7)

θq =
i
2

(
2π
|q|K

) 1
2 (

a†q − aq
)
. (5.1.8)

Since the Luttinger parameter K is quenched Ki → K at t = 0, the transformation into
the eigenbasis (Eqs. (5.1.7), (5.1.8)) is changed accordingly. We label the creation and
annihilation operators of the initial eigenbasis before the quench with b†q, bq. They are
defined in terms of the Luttinger fields

φq = − i
2

(
2πKi

|q|

) 1
2

sgn(q)
(
b†q + b−q

)
, (5.1.9)

θq =
i
2

(
2π
|q|Ki

) 1
2 (

b†q − bq
)
. (5.1.10)

Inverting the transformation (5.1.7), (5.1.8), in terms of Luttinger fields, the phonon modes
after the quench are

a†q = −i
( |q|K

2π

) 1
2
(
θq −

sgn(q)

K
φq

)
, (5.1.11)

aq = i
( |q|K

2π

) 1
2
(
θ−q −

sgn(q)

K
φ−q

)
. (5.1.12)

Combining the two transformations, the phonon modes after the quench can be expressed

5See Sec. 4 for more details on resonant interactions.
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in terms of the phonon modes before the quench,

a†q =
1
2

(√
K
Ki

(
b†q − b−q

)
+

√
Ki

K

(
b†q + b−q

))
. (5.1.13)

If the Luttinger parameter is not changed by the quench, i.e. for K = Ki, the operators
before the quench are identical to the operators after the quench, as the eigenbasis of the
Hamiltonian is unchanged in this case. In terms of the phonon occupation before the
quench, the phonon occupation after the quench is

a†qaq = K
4Ki

[(
b†q − b−q

)
+ Ki

K

(
b†q + b−q

)] [(
bq − b†−q

)
+ Ki

K

(
bq + b†−q

)]

= 1
4

[(
K
Ki

+ Ki
K + 2

)
b†qbq +

(
K
Ki

+ Ki
K − 2

)
b−qb

†
−q +

(
Ki
K − K

Ki

)(
b†qb

†
−q + bqb−q

)]

= 1
2

[
K2+K2

i
KKi

b†qbq + (K−Ki)
2

2KKi
+

K2
i −K

2

2KKi

(
b†qb

†
−q + bqb−q

)]
. (5.1.14)

The anomalous phonon density after the quench is determined the same way and is

a†qa
†
−q = K

4Ki

[(
b†q − b−q

)
+ Ki

K

(
b†q + b−q

)] [(
b†−q − bq

)
+ Ki

K

(
b†−q + bq

)]

=
K2
i −K

2

4KKi

(
2b†qbq + 1

)
+ (K+Ki)

2

4KKi
b†qb

†
−q + (K−Ki)

2

4KKi
bqb−q. (5.1.15)

For K 6= Ki, the quench mixes anomalous and normal occupations of the phonons. There-
fore, for a system that is in equilibrium before the quench, after the quench, there will be
non-zero off-diagonal occupations and the system is clearly brought out of equilibrium.

At t = 0, the initial state is

ρt<0 =
1
Z

exp
(
− β

2π

∫

x

[
uK (∂xθx)2 +

u
K

(∂xφx)2
])

=
1
Z

exp
(
−βui

∫

q
|q|b†qbq

)
(5.1.16)

and the initial occupations in the post-quench basis are

〈a†qaq〉 =

[
K2 + K2

i
2KKi

nB(βui|q|) +
(K−Ki)

2

4KKi

]
e−
|q|
Λ , (5.1.17)

〈a†qa†−q〉 =
K2
i −K2

4KKi
(2nB(βui|q|) + 1) e−

|q|
Λ . (5.1.18)

Here, we used the Bose-Einstein distribution function

nB(ε) = (eε − 1)−1 (5.1.19)

which describes the thermal distribution of the initial phonons and implemented the phonon
cutoff Λ in the distribution function. The energy injected into the system by the quench
can be computed as the difference between the initial energy and the final energy. The
initial energy is

Ei =

∫

q
ui|q|nB(β|q|ui) = ui

π2

3β2u2i
=

π2Ki

3β2vF
, (5.1.20)
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where we used the definition of the Luttinger variables in Eq. (3.2.41). The final energy is

E =

∫

q
u|q|

[
K2 + K2

i
2KKi

nB(βui|q|) +
(K−Ki)

2

4KKi

]
e−
|q|
Λ =

π2u
3β2u2i

K2 + K2
i

2KKi
+

(K−Ki)
2

2KKi
uΛ2

=
π2Ki

3β2vF
1
2

(
1 +

K2
i

K2

)
+

1
2

(
Ki

K
− 1
)2 Kiu2i Λ

2

vF
. (5.1.21)

This amounts to an energy difference

∆E = E− Ei =
π2Ki

3β2vF
1
2

(
K2
i

K2 − 1
)

+
1
2

(
Ki

K
− 1
)2 Kiu2i Λ

2

vF
. (5.1.22)

By definition, the Luttinger cutoff must be much larger than the thermal energy uiΛ� 1
β ,

such that the major energy difference results from the second term in Eq. (5.1.22), which
is always positive and describes the uniform population of the phonon modes due to the
quench, especially the high energy modes with energies u|q| � 1

β . As one can infer from
Eq. (5.1.17),

〈a†qaq〉 > nB(βui|q|)e−
|q|
Λ = 〈b†qbq〉 (5.1.23)

for all kinds of initial and final values of Ki, K. Furthermore, under the transformation
K↔ Ki the normal phonon occupation remains unchanged and the anomalous occupation
obtains a relative minus sign, which can be gauged away by a†q → ei

π
2 a†q. In this section,

we have determined the initial state after the quench in the Keldysh framework, which has
been determined for the first time in Ref. [39] but in a slightly different formalism. The
form of the initial state does not depend on the presence of the band curvature term, i.e. it
remains unchanged in the presence of phonon scattering. Starting from this initial state, we
will in the following sections discuss the time evolution of the post-quench system both in
the absence and in the presence of band curvature (i.e. phonon scattering) systematically.

5.2 QUENCH IN THE QUADRATIC THEORY

In this section, we discuss an interaction quench in a system of one-dimensional interacting
fermions in the absence of band curvature. As this system is integrable and the Hamiltonian
is only quadratic, the time-evolution after the quench can be solved exactly. This has been
done for the first time by Cazalilla [39] and we review his main results in the framework of
the Keldysh path integral. Although the formalism presented here is much more appealing
than the operator based methods in the literature, we will not discuss any new results in
this section. However, the dynamics discussed for the non-interacting Luttinger Liquid will
be relevant as well for the interacting version and many of the formulas presented here in
a simpler context will be very useful in the next section, where the interaction quench in
an interacting Luttinger Liquid will be discussed.

As we have seen in the previous section, the initial state after the quench in the fermionic
interaction does not depend on whether the fermionic band curvature is absent or not.
However, the time evolution strongly depends on the presence of the band curvature term,
as it breaks integrability and leads to the relaxation of the system towards a thermal
equilibrium state.
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After quenching the system and preparing it in the above discussed initial state at t = 0, we
compute the time evolution of the Green’s functions under the evolution of the Hamiltonian

H(2) =
1
2π

∫

x

[
uK (∂xθx)2 +

u
K

(∂xφx)2
]

=

∫

q
u|q|b†qbq. (5.2.1)

This problem has been analyzed by Cazalilla et al. in detail [39] and we will just give a
short review here in our formalism.

In the quadratic framework, the retarded and advanced Green’s functions do not depend on
the distribution function and one can determine them directly in the operator formalism.
We apply Wigner coordinates, such that in the Keldysh framework the Green’s function
read

GR
p,τ ,t = −i〈ac,p,τ+ t

2
āq,p,τ− t

2
〉 = −iθ(t)e−iu|p|t, (5.2.2)

GA
p,τ ,t = −i〈aq,p,τ+ t

2
āc,p,τ− t

2
〉 = iθ(−t)e−iu|p|t, (5.2.3)

ΓR
p,τ ,t = ΓA

p,τ ,−t = −i〈āc,−p,τ+ t
2
āq,p,τ− t

2
〉 = 0. (5.2.4)

The last equation is a consequence of the fact that the Hamiltonian does not mix positive
and negative momenta as it does not contain any off-diagonal parts in the eigenbasis.

The correlation functions after the quench are determined in the operator formalism as
well

GK
p,τ ,t = −i〈ac,p,τ+ t

2
āc,p,τ− t

2
〉 = −i〈{ap,τ+ t

2
, a†p,τ− t

2
}〉 = −i (2nq + 1) e−iu|q|t, (5.2.5)

ΓK
p,τ ,t = −i〈āc,−p,τ+ t

2
āc,p,τ− t

2
〉 = −i〈{a†−p,τ+ t

2
, a†p,τ− t

2
}〉 = 2mqe−i2u|q|τ . (5.2.6)

Here, we have introduced the normal phonon density nq = 〈a†qaq〉 and the anomalous
phonon density mq = 〈a†qa†−q〉.

The translation table from phonon Green’s functions to Luttinger Green’s functions in
terms of the Luttinger fields θ,φ is shown in Eqs. (3.2.50)-(3.2.52) and yields

GR
φφ,p,τ ,t =

πK
2|p|

(
GR

p,τ ,t + GA
p,τ ,−t

)
= θ(t)

πK sin(u|p|t)
|p| e−

|p|
Λ , (5.2.7)

GR
θθ,p,τ ,t = θ(t)

π sin(u|p|t)
K|p| e−

|p|
Λ , (5.2.8)

GR
θφ,p,τ ,t = − π

2p
(
GR

p,τ ,t −GA
p,τ ,−t

)
= iθ(t)

π cos(u|p|t)
p

e−
|p|
Λ , (5.2.9)

GK
φφ,p,τ ,t =

πK
2|p|

(
GK

p,τ ,t + GK
p,τ ,−t + ΓK

p,τ ,t −
(
ΓK
p,τ ,t

)∗)

= −iπK|p|
[
cos(u|p|t) (2np + 1) + 2 cos(2u|p|τ)mp

]
e−
|p|
Λ , (5.2.10)

GK
θθ,p,τ ,t = −i π

K|p|
[
cos(u|p|t) (2np + 1)− 2 cos(2u|p|τ)mp

]
e−
|p|
Λ , (5.2.11)

GK
θφ,p,τ ,t =

π

p
[
sin(u|p|t) (2np + 1) + 2 sin(2u|p|τ)mp

]
e−
|p|
Λ . (5.2.12)

The information about the quench is encoded in the non-zero values of np and mp,
which will modify the fermionic Green’s functions. Since neither np nor mp enter the
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retarded/advanced Luttinger Green’s functions, there effect on the fermionic Green’s func-
tions will be the same as if the system was in the ground state of the Hamiltonian. However,
the fermionic spectral properties (encoded in the fermionic retarded/advanced Green’s
functions) will be modified by the quench, as has been shown in Refs. [107, 103]. The
reason for the latter is that the fermionic greater and lesser Green’s functions are implicit
functionals on both, the phonon spectrum and the phonon occupation.

In order to determine the fermionic lesser Green’s function, we have to compute the expo-
nent G<η,τ ,X of (see Eq. (3.2.58))

G<
η,τ ,X =

e−iηkFx

2π
e−

i
2G

<
η,τ ,X . (5.2.13)

Here, η = ± labels right/left moving fermions, τ the forward time and X = (x, t) is the
relative space and time coordinate. The exponent has been formally determined in the
previous section and in terms of Luttinger Green’s functions is

G<η,τ ,X = GK
θθ,τ ,0 −GK

θθ,τ ,X + GA
θθ,τ ,X −GR

θθ,τ ,X (5.2.14)

+GK
φφ,τ ,0 −GK

φφ,τ ,X + GA
φφ,τ ,X −GR

φφ,τ ,X

+η
(
GK
θφ,τ ,X + GK

φθ,τ ,X + GR
θφ,τ ,X + GR

φθ,τ ,X −GA
θφ,τ ,X −GA

φθ,τ ,X
)
.

With the above formulas, it evaluates to

G<η,τ ,X =
(
K + 1

K

) ∫

p

[
πe−

|p|
Λ

|p|

[
sin(u|p|t)cos(px)− i

(
(2np + 1− 2 cos(2u|p|τ)mp) (5.2.15)

− cos(px) (cos(u|p|t) (2np + 1)− 2 cos(2u|p|τ)mp)
)]]

+2η
∫

p

[
πe−

|p|
Λ sin(|p|x)
|p|

[
cos(u|p|t) + i

(
sin(u|p|t)(2np + 1) + 2 sin(2u|p|τ)mp

)]]

=
(
K2+1
2K − η

)
arctan [Λ (ut− x)] +

(
K2+1
2K + η

)
arctan [Λ (tu + x)]

−iK2+1
4K (2n + 1)

[
log
[
1 + Λ2 (x− ut)2

]
+ log

[
1 + Λ2 (x + ut)2

]]

−iK2−1
2K m

[
log
(
1+Λ2(x−2uτ)2

1+4u2τ2Λ2

)
+ log

(
1+Λ2(x+2uτ)2

1+4u2τ2Λ2

)]

+ iη
2

{
(2n + 1) log

(
1+Λ2(x−ut)2

1+Λ2(x+ut)2

)
+ 2m log

(
1+Λ2(x−2uτ)2

1+Λ2(x+2uτ)2

)}
. (5.2.16)

While the first equality is correct for a distribution function, which is an arbitrary function
of momentum, the second equality holds for the specific case, for which the distribution
function is constant in momentum space, i.e. np = n,mp = m for all momenta p. In the
case of a zero relative time, i.e. for fermionic Green’s functions that depend only on the
forward time and the relative distance, the formulas simplify and we obtain

G<η,τ ,x = i
∫

p

[
πe−

|p|
Λ

|p|
(

cos(px)− 1
) (K2+1

K (2np + 1) + 2K
2−1
K cos(2u|p|τ)mp

)]
(5.2.17)

+2η
∫

p

[
πe−

|p|
Λ

|p|

[
sin(|p|x) + 2i sin(|p|x) sin(2u|p|τ)mp

]]

= 2ηarctan [Λx]− iK
2+1
2K (2n + 1) log

[
1 + Λ2x2

]
+ iηm log

(
1+Λ2(x−2uτ)2

1+Λ2(x+2uτ)2

)

−iK2−1
2K m

[
log
(
1+Λ2(x−2uτ)2

1+4u2τ2Λ2

)
+ log

(
1+Λ2(x+2uτ)2

1+4u2τ2Λ2

)]
. (5.2.18)
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The equal time exponent Gη,τ ,x is only a function of the forward time and the relative
distance. For the quench scenario from a zero temperature initial state, the occupancies
are according to (5.1.17)

2n + 1 =
K2 + K2

i
2KKi

, (5.2.19)

2m =
K2
i −K2

2KKi
. (5.2.20)

We can now analyze the above equation and distinguish three relevant regimes.

First, for distances larger than 2uτ , i.e. for distances |x| � 2uτ , which have not been
reached by the light cone, we can expand the exponent, reading

G<η,τ ,x
x�2uτ

= 2η arctan[Λx]− i
(
K2+1
2K (2n + 1) + K2−1

2K 2m
)

log
[
1 + Λ2x2

]

+i2mK2−1
2K log

[
1 + 4τ2u2Λ2]

= 2η arctan[Λx]− iK
2
i +1
2Ki

log
[
1 + Λ2x2

]
+ i2mK2−1

2K log
[
1 + 4τ2u2Λ2]

= G<η,τ=0,x + i2mK2−1
2K log

[
1 + 4τ2u2Λ2] , (5.2.21)

where G<η,τ=0,x is the initial, zero temperature exponent before the quench. As a conse-
quence, the fermionic Green’s function after the quench can be written as

G<
η,τ ,x

|x|�2uτ
= G<

η,τ=0,x

(√
1 + 4u2τ2Λ2

)mK2−1
K

= G<
η,τ=0,xZ(τ), (5.2.22)

where G<
η,0,x is the initial fermion Green’s function and Z(τ) is a spatially independent,

global amplitude, which decays algebraically in time with an exponent ητ = mK2−1
K =

K2−1
2K

K2
i −K

2

2KKi
. For the initial fermionic Green’s function we are dealing with in this regime,

we have Z(0) = 1.

Second, for distances smaller than 2uτ , i.e. for |x| � 2uτ , the light cone has past this
distance, i.e. the phonons had time to equilibrate, and the exponent takes the form

G<η,τ ,x
|x|�2uτ

= 2η arctan[Λx]− i
(
K2+1
2K (2n + 1)

)
log
[
1 + Λ2x2

]

= 2η arctan[Λx]− i
[
K2
i +1
2Ki
− 2mK2−1

2K

]
log
[
1 + Λ2x2

]

= G<i,η,x + i2mK2−1
2K log

[
1 + x2Λ2] . (5.2.23)

Therefore, the fermion Green’s function is stationary and can be written as

G<
η,τ ,x

|x|�2uτ
= G<

η,0,x

(√
1 + x2Λ2

)mK2−1
K

= G<
η,0,xZ

( x
2u

)
, (5.2.24)

where the amplitude Z is now no longer time- but spatially dependent. This is the station-
ary fermionic Green’s function in the limit τ →∞.

Directly at the light cone, for x = ±2uτ , the fermionic correlations strongly depend on
the form of the interactions and whether we consider right or left movers. As an example,
we consider a quench from weak to strong repulsive interactions. For this case, right
movers have strongly increased correlations at the positive light cone x = 2uτ and reduced
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Figure 5.1: Left:Time and space dependent amplitude function Z(ηx, τ) =
G<η,τ ,x
G<η,0,x

for

a quench from Ki = 1 (non-interacting fermions) to K = 1.4 (repulsive interactions)
for a fixed time τ . Z(x, τ) for right movers is shown in blue. For comparison, we
also plotted the long time and long distance limits Z(τ) = Z(x, τ)|x�2uτ (yellow) and
Z
( x
2u

)
= Z(x, τ)|x�2uτ (red). Exactly at the light cone, for |x| = 2uτ , the correlations

are strongly increased for positive x and decreased for negative x, as we considered right
moving fermions. Right: Illustration of the different regimes for the amplitude function
Z(x, τ) in the spatio-temporal coordinate system.

correlations at the negative light cone x = −2uτ , as illustrated in Fig. 5.1. The form of
the exponent in Eq. (5.2.23) suggests a factorization of the form

G<
η,τ ,x = G<

η,0,xZ(ηx, τ), (5.2.25)

where the function Z(ηx, τ) becomes a universal scaling function in the limit Λ→∞,

Z(ηx, τ)
Λ→∞

= Z
( ηx
2uτ

)
. (5.2.26)

The universal function Z is shown in Fig. 5.1 for a quench from Ki = 1 to K = 1.4 (for
right movers, as η = +). For x � 2uτ , it reduces to Z(τ), whereas for x � 2uτ it equals
Z
( x
2u

)
.

For the fermionic momentum distribution function, this means that for momenta q < 1
2uτ ,

the momentum distribution is essentially described by the initial distribution

np(τ) =

∫

x
e−ipxG<

η,τ ,x
p<(2uτ)−1

= Z(τ)

∫

x
e−ipxG<

η,0,x = Z(τ)np(τ = 0). (5.2.27)

On the other hand, for momenta larger q > 1
2uτ , the integral is essentially determined by

the region, which has already reached a steady state behavior and

np(τ)
p>(2uτ)−1

=

∫

x
e−ipxG<

η,0,xZ
( x
2u

)
= np(τ →∞). (5.2.28)

As a consequence of Eq. (5.2.28), the steady state (for τ → ∞) scaling behavior of the
fermionic momentum distribution close to the Fermi momentum is

np ∼ |p− kF|
K2
i +1
2Ki
−mK2−1

K −1
= |p− kF|

K2+1
2K

K2
i +K2

2KKi
−1. (5.2.29)
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Figure 5.2: Illustration of the prethermalization process in the non-interacting Luttinger
model. On the left, the spreading of correlations ∼ 2uτ in real space, leading to two
distinct regions with significantly varying correlation functions. On the right, spreading
of prethermalization in momentum space ∼ 1

2uτ with the different scaling behavior of the
fermionic distribution function in the corresponding regimes.

This is in contrast to the ground state scaling behavior of the fermionic momentum distri-
bution, which is ∼ K2+1

2K − 1 and depends only on the Hamiltonian but not on the initial
state. For a quench from a non-interacting fermionic model, Z(τ) in Eq. (5.2.27) coincides
exactly with the quasi-particle residue, i.e. the jump of the fermionic distribution at the
Fermi momentum. After a quench to an interacting fermion model, this residue vanishes
algebraically in time due to Eq. (5.2.27).

Let us finish the section, with an illustration of the time-evolution of correlation functions
and the spreading of the prethermal region after the quench in Fig. 5.2.

5.3 QUENCH IN THE NON-LINEAR THEORY

In order to study thermalization and prethermalization in general one-dimensional quan-
tum fluids, we analyze the post-quench dynamics of an interacting Luttinger Liquid, micro-
scopically realized with interacting fermions with non-zero band curvature. In the absence
of band curvature, the system is integrable and evolves towards a non-thermal fixed point,
which we have analyzed in the previous section. In the presence of phonon-phonon inter-
actions, the system will thermalize after the quench in the limit τ → 0, and the stationary
state can be described by a thermal ensemble. The temperature of the stationary state of
the system can be determined from the energy injected by the quench at τ = 0. As we will
see, similar to the quench in the integrable model, the relaxation process after the quench
can be decomposed into different spatio-temporal regimes. Two of these regimes are fa-
miliar from the previous section. On the largest distances, the fermionic correlations are
governed by the initial fermion correlations, modified by a time dependent, global ampli-
tude. On intermediate distances, we will recover the prethermal state, which was the fixed
point of the integrable theory. Finally, starting from the shortest distances, a thermalized
region spreads in space, reaching large distances in a power law in time xthermal ∼ τα with
α < 1. This behavior will be visible in the fermion correlation functions in real space
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and the fermionic momentum distribution, as we will discuss. A spreading of the thermal
region with an exponent α > 1 is forbidden by the Lieb-Robinson bounds for this model,
which predicts, according to the RG-relevant contributions of the Hamiltonian, information
propagation with the light cone xInfo = 2uτ .

5.3.1 Keldysh Action and Structure of the Correlation Functions

The Keldysh action of the interacting Luttinger model has been derived in Sec. 3.2 and
reads (3.1.24)

S =
1
π

∫

X
− (θc,X,φc,X)

(
uK∂2x ∂x∂t

∂x∂t
u
K∂

2
x

)(
θq,X

φq,X

)
(5.3.1)

+
v√
8π

∫

X

[
2 (∂xθc,X) (∂xφq,X) (∂xθq,X) + (∂xφq,X)

(
(∂xθq,X)2 + (∂xθc,X)2

)]
.

In the phonon representation, it transforms to

S =
1
2π

∫

t,t′,p

(
ācp,t, ā

q
p,t, a

q
−p,t

)



0 DR
p,t,t′ 0

DA
p,t,t′ DK

p,t,t′ ∆K
p,t,t′

0
(

∆K
p,t,t′

)†
DK
−p,t′,t







acp,t′
aqp,t′
āp,t′




+
v0√
8π

∫ ′

p,k,t

√
|pk(k + p)|

[
2āck+p,ta

c
k,ta

q
p,t + āqk+p,t

(
ack,ta

c
p,t + aqk,ta

q
p,t

)
+ h.c.

]
. (5.3.2)

The integral
∫ ′ only takes into account resonant processes and the bare inverse Green’s

functions

DR
p,t,t′ = δ(t− t′)

(
i∂t′ − u|p|+ i0+

)
, (5.3.3)

DA
p,t,t′ =

(
DR
p,t,t′

)†
= δ(t− t′)

(
i∂t′ − u|p| − i0+

)
, (5.3.4)

DK
p,t,t′ = 2i0+(2np, t+t′

2
+ 1). (5.3.5)

have been defined in Eqs. (4.2.22)-(6.2.19). In the action (5.3.2), we included off-diagonal
Keldysh components in the Green’s function

∆K
p,t,t′ = 4i0+mp, t+t′

2
, (5.3.6)

as off-diagonal modes become occupied by the quench. For a thermal or zero temperature
initial state, the off-diagonal occupations are zero and the action (5.3.2) reduces to a
diagonal form in Nambu space. In the retarded/advanced sector on the other hand, we did
not take into account off-diagonal terms. The reason is that in the bare theory, determined
by the Hamiltonian in its eigenbasis, off-diagonal terms are absent. Furthermore, the
resonant interactions describe only scattering of phonons, which are propagating in the
same direction and therefore momenta q and −q never couple. As a consequence, the
operators a†q,t and a†−q,t′ commute for all possible times t, t′ and the off-diagonal retarded
Green’s functions

ΓR
q,t,t′ = −iθ(t− t′)〈[a†q,t, a†−q,t′ ]〉 = 0 (5.3.7)

are always exactly zero.
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The effect of the phonon-phonon scattering is the creation of a finite self-energy σRp,τ
and an associated non-trivial time evolution of the phonon densities np,τ , mp,τ . The time
evolution of the phonon densities will be solved by the kinetic equation approach, derived
in the previous chapter 4 with the initial conditions dictated by the quench (compare to
Sec. 5.1). In order to determine the fermion Green’s functions, we apply the first order
cumulant expansion in Eq. (3.2.56)

G<
η,X,X′ =

e−iηkF(x−x′)

2π
〈ei(ηφ+,X′−θ+,X′−ηφ−,X+θ−,X) =

e−iηkF(x−x′)

2π
e−

1
2G

<
η,X,X′ . (5.3.8)

This is exact for a quadratic theory, i.e. for factorizing higher order correlation functions.
The phonon scattering term induces a non-trivial dynamics of the phonon occupation but
still is a subleading, renormalization group (RG) irrelevant term and the induced higher
order correlation functions will deviate only in an RG irrelevant way from perfectly factoriz-
ing correlation functions for this reason. Therefore, the cumulant expansion is well justified
in this setting as the only non-negligible effect of the non-linearity is the time-evolution of
the distribution function and the emergence of a finite phonon lifetime (i.e. self-energy)6.
The exponent G<η,τ ,X is therefore defined in the same way as in the previous section, i.e.
in Eq. (5.2.14). What is required for the fermionic Green’s functions are the Luttinger
Green’s functions in the presence of interactions. In the Wigner representation, they can
be determined straightforwardly from the formulas of the previous sections, reading

GR
φφ,p,τ ,t = θ(t)

πK sin(u|p|t)
|p| e−σ

R
τ te−

|p|
Λ , (5.3.9)

GR
θθ,p,τ ,t = θ(t)

π sin(u|p|t)
K|p| e−σ

R
τ te−

|p|
Λ , (5.3.10)

GR
θφ,p,τ ,t = iθ(t)

π cos(u|p|t)
p

e−σ
R
τ te−

|p|
Λ , (5.3.11)

GK
φφ,p,τ ,t = −iπK|p|

[
cos(u|p|t)e−σRτ t (2np,τ + 1) + 2 cos(2u|p|τ)mp,τe−σ

R
τ t
]
e−
|p|
Λ , (5.3.12)

GK
θθ,p,τ ,t = −i π

K|p|
[
cos(u|p|t)e−σRτ t (2np,τ + 1)− 2 cos(2u|p|τ)mp,τe−σ

R
τ t
]
e−
|p|
Λ , (5.3.13)

GK
θφ,p,τ ,t =

π

p
[
sin(u|p|t)e−σRτ t (2np,τ + 1) + 2 sin(2u|p|τ)mp,τe−σ

R
τ t
]
e−
|p|
Λ . (5.3.14)

Compared to the previous section and the non-interacting Luttinger model, there is now
an additional forward time dependence in the phonon densities np,τ , mp,τ , where mp,τ =

〈a†p,τa†−p,τ 〉e2iτu|p| is the anomalous density for which the dynamical phase has been gauged
away. It is taken into account separately by the cosine and sine prefactor. One should
note, that in any case, the self-energy appears as a damping factor, which is proportional
to the relative time difference, even for the off-diagonal terms ∼ mp,τ as it describes the
decay of a single annihilation or creation operator but not the decay of the phonon density
operator. The latter is taken fully into account in the time evolution of mp,τ by the kinetic
equation.

For zero relative time t = 0, i.e. for fermionic equal time Green’s functions, the self-energy
is not visible in any of the above Green’s functions and the exponent G<η,τ ,x is determined

6A further argument, why the cumulant expansion is justified, is simple power counting. This works
well in equilibrium where the non-linearities are always present as well and there influence is obviously
negligible. In a non-equilibrium setting, the scaling introduce by the distribution is different compared to
equilibrium but the subleading nature of higher order expansions remains.
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Figure 5.3: Stroboscopic plot of the time evolution of the diagonal distribution func-
tion after three different quench scenarios. The initial distribution is a flat line in mo-
mentum space, nq,τ=0 = nλ = (λ−1)2

4λ . From left to right, the initial densities are
nλ = (0.0022, 0.028, 0.106). The dashed line represents the final phonon distribution
nq,τ→∞ = nB(u|q|, Tλ). The corresponding temperatures are Tλ/u = (0.035, 0.124, 0.24).
One can identify a crossover scale qcτ for each curve, at which the slope ∂qnq,τ changes its
sign from positive to negative. For momenta q < qcτ , the momentum distribution increases
linearly in momentum nq,τ ∼ |q|I0τ and time. On the other hand, for momenta q > qcτ ,
the distribution follows a Bose-Einstein distribution nq,τ = nB(u|q|, Tλ + δTλ).

as in the previous section

G<η,τ ,x = i
∫

p

[
πe−

|p|
Λ

|p|

[(
cos(px)− 1

) (K2+1
K (2np,τ + 1) + 2K

2−1
K cos(2u|p|τ)mp,τ

) ]]

+2η arctan[Λx] + 4iη
∫

p

[
πe−

|p|
Λ

|p| sin(|p|x) sin(2u|p|τ)mp,τ

]
. (5.3.15)

Except for the time dependent densities nq,τ , mq,τ , all parameters in the above expression
are determined by the Hamiltonian and the initial state. Furthermore, nq,τ=0, mq,τ=0 are
determined by the initial state as well. The time evolution of the phonon densities is solved
numerically with the kinetic equation approach from the previous chapter and discussed
in the following section.

5.3.2 Dynamics of the Phonon Densities

To compute the equal time fermion correlation function, the time dependent phonon den-
sities are required and we determine them with the help of the kinetic equation approach
derived and extensively discussed in the previous chapter (see chapter 4). In terms of the
rescaled time variable τ̃ = v0τ , the kinetic equation for the diagonal densities is (6.3.11)

∂τ̃nq =

∫

0<p<q

2pq(q− p)

σ̃Rq + σ̃Rp + σ̃Rq−p
(npnq−p − nq (1 + np + nq−p))

+

∫

0<p

4pq(q + p)

σ̃Rq + σ̃Rp + σ̃Rq+p
(np+q (nq + np + 1)− nqnp) , (5.3.16)

whereas for the off-diagonal densities it is (4.5.25)
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∂τ̃mq =

∫

0<p<q

2pq(q− p)

σ̃Rq + σ̃Rp + σ̃Rq−p
(mpmq−p −mq (1 + np + nq−p))

+

∫

0<p

4pq(q + p)

σ̃Rq + σ̃Rp + σ̃Rq+p
(np+qmq + mpmp+q −mqnp) . (5.3.17)

The rescaled retarded self-energies are determined according to Eq. (6.3.10)

σ̃Rq =

∫

0<p

(
∂τ̃np
σ̃Rp

+ 2np + 1
)(

qp(q− p)

σ̃Rp + σ̃Rq−p
+

qp(p + q)

σ̃Rp + σ̃Rp+q

)
. (5.3.18)

In the rescaled time variable τ̃ , Eqs. (5.3.16)-(5.3.18) do not explicitly depend on any

system variables but only on the initial densities nq,τ=0 ≡ n and mq,τ=0 ≡ m. Both of
the initial densities depend, according to Eqs. (5.2.19), (5.2.20), only on the ratio λ = K

Ki
and we can express the non-equilibrium quench dynamics solely in terms of the quench

parameter λ,

2n + 1 =
λ2 + 1
2λ

, 2m =
1− λ2
2λ

. (5.3.19)

The time evolution of the diagonal distribution functionnq,τ , determined by the kinetic
equation (5.3.16), is plotted in Fig. 5.3 for certain quench parameters λ, it has the corre-
sponding initial value nq,τ=0 = nλ = (1−λ)2

4λ and the final value nq,τ→∞ = nB(u|q|, Tλ) =(
e
u|q|
Tλ − 1

)−1
, where u is the velocity of sound and Tλ is the quench dependent tem-

perature. Since the dynamics is exactly energy conserving, we can determine the final

temperature Tλ by equating the initial and final energy density of the system. The energy

density is defined as

Eτ =

∫

q
u|q|nq,τ . (5.3.20)

The quench populates the low energy modes and therefore induces an energy increase

according to

E0 = unλ
∫

q
|q|e−

|q|
Λ = unλΛ2. (5.3.21)

The regularization of this energy proportional to the cut-off stems from the fact that also

the microscopic interaction (which is quenched) has to be cut-off at some short-distance

scale. Here, we chose this scale to equal the Luttinger cut-off for simplicity. The final

thermal energy in the limit of infinite time after the quench is

E∞ = u
∫

q
|q|
(
e
u|q|
Tλ − 1

)−1
=

T2
λπ

2

3u
. (5.3.22)
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This yields a quench dependent temperature7

Tλ =
uΛ

π

√
3nλ =

uΛ

2π
|1− λ|

√
3
λ
. (5.3.23)

The final temperature depends on the quench parameter λ as well as on the Luttinger
cutoff Λ. This is not surprising, as the energy injected by the quench is a non-universal
number and depends on the microscopic details of the model. However, the dynamics
of the distribution function approach this non-universal temperature in a generic way and
therefore the non-equilibrium dynamics, as well as the equilibrium dynamics in a Luttinger
Liquid have a high degree of universality8.

We will now discuss the structure of the relaxation dynamics in the interacting Luttinger
model. For q = 0, both the diagonal and the off-diagonal densities are locked to their
initial value nq=0,τ = nq=0,τ=0 = nλ and mq=0,τ = mλ this can be seen from the kinetic
equations (Eqs. (5.3.16), (5.3.17)), which in the limit q → 0 scale as ∼ |q| and therefore
vanish exactly for q = 0. On the other hand, the values of nq=0, mq=0 are associated
with the global particle number and since the dynamics conserve the total particle number
exactly, i.e. preserve U(1)-symmetry, the densities at q = 0 are pinned to their respective
initial values.
For small momenta q < q0, the kinetic equation is approximately linear in the momentum
q, and has the form (see Eq. (4.4.7))

nq,τ̃
q<qc
= nq,τ̃=0 + |q|

∫

0<t<τ̃
It ≈ nq,τ̃=0 + |q|I0τ , (5.3.24)

where in the last step, we assumed a very weak time dependence in the function It. It is
defined as

It =

∫

0<p

2p2

σ̃Rp,t
np,t (1 + np,t)

t=0
= 4Λ√

π(2nλ+1)
nλ(1 + nλ) = Λ (λ2−1)2

4λ2

√
2λ

π(λ2+1)
. (5.3.25)

The cutoff dependence in this function can be seen as a dependence of the speed of the
time evolution on the energy of the system. A larger energy (∼ Λ2) leads to a faster non-
equilibrium time evolution, consistent with Eq. (5.3.25).
As we see from Fig. 5.3, the distribution function indeed is linear in momentum for suffi-
ciently small momenta q < qcτ . For larger momenta, the distribution function is approxi-
mately thermal

nq,τ
q>qcτ= nB(u|q|, Tλ + δTτ ), (5.3.26)

where δTτ indicates the deviation of the associated temperature of the momentum modes
at time τ from the final temperature Tλ. The momentum scale qcτ , which determines the
crossover from a linear scaling of the distribution to a thermal scaling, does itself depend
on time. For momenta q < qc, smaller than this crossover, the modes are essentially
populated by scattering of phonons from modes with larger momenta q > qc into modes
with lower momenta. On the other hand, for q > qc, the phonon density has already
obtained a quasi-thermal form and the dynamics is close to a situation of detailed balance
between in and out scattering processes. For these momenta, the relaxation dynamics
become very slow and are dominated by dynamical slow modes (cf. Sec. 4.6 and the end of
this section). The crossover momentum scale qcτ indicates the progress of thermalization
in the system as for momenta q > qcτ , i.e. for distances x < 1

qcτ
the system has the

7The integral over the thermal distribution does not have to be regularized by the cutoff, as by definition
T� uΛ.

8In the same way, the temperature in an equilibrium Luttinger Liquid is, of course, not a universal
number and depends on the details of the system-bath coupling.
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Figure 5.4: Time evolution of the inverse of the crossover momentum scale Tλ
qcτ

for the
three different quench scenarios λ = (1.1, 1.4, 1.9), normalized with the corresponding
final temperature Tλ. The bumps result from the discretization in momentum space and a
appear for very large times τ0. The inverse crossover scale evolves according to a power law
in time, Tλ

qcτ
∼ τ−ηλ , where the exponent depends non-trivially on the quench parameter.

Numerical values are η1.1 = 0.7, η1.4 = 0.85 and η1.9 = 0.92. The exponent is lower than
one (which is the corresponding exponent for the phonon propagation) but approaches one
in the limit λ→∞. Since the crossover scale indicates the spreading of thermalization in
the system, an exponent ηλ < 1 allows for a finite prethermalized region in the dynamical
phase diagram, as the thermal region spreads slower than the propagation of phonons and
therefore the prethermal region.

properties of a thermalized system with a relaxing temperature Tτ = Tλ + δTτ . The time
dependence of the crossover scale is non-trivial and depends on the quench parameter λ.
In Fig. 5.4, the time dependent crossover scale is shown for different quench parameters.
It follows a power law in time qcτ ∼ τ−ηλ , with an exponent ηλ that depends on the quench
parameter. The numerical determination of ηλ shows that ηλ < 1 for all λ, and that it
increases with increasing λ. As a consequence, the spatial coordinate associated with the
crossover scale and thermalization xthermal = 1

qcτ
∼ τηλ increases slower than ballistically.

As a consequence, it spreads slower than the ballistically expanding prethermal region
xpretherm = 2uτ and on large scales, the thermalization process takes place in three steps,
as discussed at the beginning of the section.

The off-diagonal densities mq,τ evolve in time according to Eq. (5.3.17) and decay to zero
in the limit τ → 0, which corresponds to their thermal value. The time evolution of the
off-diagonal densities is shown in Fig. 5.5. In order to estimate the momentum scale, above
which the off-diagonal densities are negligible, one can define the momentum qhτ , at which
the off-diagonal distribution has reached half of its initial value mqhτ ,,τ = 1

2mλ. As it turns
out from the numerical evaluation, qhτ = αqqcτ , where αq = O(1). This is consistent with
the statement that for momenta q > qcτ , the system has reached a quasi-thermal state.

5.3.3 Momentum Dependent Thermalization and Emergence of Dynamical Slow
Modes

The phonon distribution function for momenta larger than the crossover momentum q > qcτ
is quasi-thermal, i.e. described by a Bose distribution nq,τ = nB(u|q|, Tλ + δTτ ), which
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Figure 5.5: Time evolution of the off-diagonal distribution mq,τ for different quench sce-
narios. The off-diagonal densities start from the initial value mq,τ=0 = mλ = λ2−1

4λ and
decay to zero in the limit τ →∞. For momenta larger than the crossover scale q > qcτ , the
off-diagonal distribution is almost zero, while for momenta lower than the crossover scale,
it can be approximated by the initial value.

deviates from the final distribution function nq,τ→∞ = nB(u|q|, Tλ) by a time dependent
temperature δTτ , which decays to zero in the limit τ → 0. For τ <∞, there is still addi-
tional energy stored in the momentum modes q > qcτ , which has to be transported to the
infrared regime. However, since the system is already quasi-thermal, i.e. detailed balance
between in- and out-scattering processes is almost exactly fulfilled, energy transport to the
low momentum modes becomes algebraically slow.
This is the same mechanism as discussed in Sec. 4.6, which leads to an algebraic decay
of excitations close to thermal equilibrium with an exponent α = 0.58. From an analytic
approach to this model, one expects an exponent α = 0.5 at zero temperature and α = 2/3
for finite temperature for the dynamical slow modes. However, as pointed out in Ref. [129],
there might be subleading algebraic corrections, which are very hard to separate, even for
very long simulation times. Furthermore, the quench scenario is neither describing a zero
temperature state, nor is the energy in the system large enough to consider it a large tem-
perature state and therefore the scaling is expected to lie between these two cases.
Here, we find the same exponent in the decay of the temperature δTτ = ∆τ−0.58, as it
stems from the same mechanism of energy transport over large distances. It results from
the global energy conservation of the system and the corresponding presence of dynamical
slow modes. In Fig. 5.6, we show the effective, time dependent temperature of the different
momentum modes

Tq,τ ≡ u|q|
[
log

(
1

nq,τ
+ 1
)]−1

. (5.3.27)

During the time evolution, the different modes align and obtain the same temperature, i.e.
Tq,τ = Tp,τ for p, q > qcτ , which, however, is not yet the final temperature of the system.
The difference of the time dependent effective temperature to the final temperature decays
algebraically in time with the same exponent as we found for the dynamical slow modes.

We can again see this as a thermalization processes in two subsequent steps. First, for a
given region in momentum space q −∆ < q < q + ∆, in and out scattering processes of
phonons are not balanced, since the system is described by a non-equilibrium distribution
function. Fast scattering processes lead to a local equilibration of the system such that in
the interval p ∈ [q−∆, q + ∆] all modes are described by the same effective temperature
T∆,τ . Locally, detailed balance has been achieved but the temperature of this momentum
region is still too large, i.e. the energy density is in this momentum region is larger than
in the infrared. Since detailed balance (i.e. thermalization) has been achieved locally,
the energy in this momentum region has to be transported over large distances, which
visualizes the presence of the dynamical, macroscopic slow modes and an algebraically
slow relaxation.
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Figure 5.6: Momentum dependent temperature of the different momentum modes Tq,τ , as
defined in Eq. (5.3.27), after two different quenches. First, for smaller times one observes an
alignment of the temperature for modes with different momenta, indicating local detailed
balance, i.e. local thermalization of the modes. For larger times, the collective effective
temperature decreases algebraically in time, resulting from slow energy transport over large
distances, i.e. from the large momentum modes to the infrared. Since detailed balance is
achieved locally, energy transport is only possible via macroscopic, dynamical slow modes.
These yield the exponent α = 0.58, as found for the late time decay of excitations in
Sec. 4.6.

5.3.4 Pinning of the Zero Momentum Modes due to Global Particle Number and
Current Conservation

In the previous section, we discussed the pinning of the zero momentum phonon densities
nq=0,τ , mq=0,τ to their corresponding initial value. This result is a consequence of the
conservation of the global particle number and current density in the present system.
According to Eqs. (3.2.29) and (3.2.30), the local density and current operators are

n̂x = ρ+,x + ρ−,x = − 1
π
∂xφx, (5.3.28)

ĵx = ρ+,x − ρ−,x =
1
π
∂xθx. (5.3.29)

The corresponding momentum dependent operators are

n̂q =

∫

x
eiqxn̂x, (5.3.30)

ĵq =

∫

x
eiqx ĵx. (5.3.31)

For a given momentum q, the fluctuations in the density and current operator are

δnq = 〈n̂−qn̂q〉 =

∫

x,x′
eiq(x−x′)〈n̂xn̂x′〉 =

∫

x,x′
eiq(x−x′)〈n̂x−x′ n̂0〉 =

∫

x
eiqx〈n̂xN̂, 〉 (5.3.32)

δjq = 〈̂j−q ĵq〉 =

∫

x,x′
eiq(x−x′)〈̂jx ĵx′〉 =

∫

x,x′
eiq(x−x′)〈̂jx−x′ ĵ0〉 =

∫

x
eiqx〈̂jxĴ〉, (5.3.33)
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where N̂, Ĵ are the global number and current operator. Consequently, limq→0 δn̂q = 〈N̂2〉
and limq→0 δĵq = 〈Ĵ2〉. Since dynamics in the present system conserves both the particle
number (due to U(1)-invariance and the current (due to translational invariance) exactly,
the fluctuations of the global particle number and the global current are time independent.

In terms of phonon fields in the Keldysh representation, the density and current fluctuations
are

δnq,τ = 〈nc,−q,τnc,q,τ 〉 = −q2

π
〈φc,−q,τφc,q,τ 〉 =

|q|K
π

(
GK

q,τ ,0 + ΓK
q,τ ,0

)

=
|q|K
π

(2nq,τ + 1 + 2 cos(u|q|τ)mq,τ ) , (5.3.34)

δjq,τ = 〈jc,−q,τ jc,q,τ 〉 = −q2

π2
〈θc,−q,τθc,q,τ 〉 =

|q|
Kπ

(
GK

q,τ ,0 − ΓK
q,τ ,0

)

=
|q|
Kπ

(2nq,τ + 1− 2 cos(u|q|τ)mq,τ ) . (5.3.35)

For the initial state after the quench, the diagonal and off-diagonal occupations are finite
at q = 0, leading to

lim
q→0

δjq,τ = lim
q→0

δnq,τ = 0 (5.3.36)

for all times τ ≥ 0. On the other hand, for a thermal state, nq =
(
eu|q|/T − 1

)−1 q→0
= T

u|q|
and

lim
q→0

δnq =
2TK
uπ

and lim
q→0

δjq =
2T
uKπ

. (5.3.37)

As the fluctuations δnq,τ , δjq,τ are smooth functions of q and τ , starting with an initial
state which has no 1/|q| divergence in the momentum distribution, δnq,τ

q→0→ 0 for any
finite τ < ∞. The same is true for the current fluctuations. As a result, a thermal state,
which shows the characteristic 1/|q| divergence can only be built up by shifting weight
continuously from larger to slower momenta and the phonon distribution for q → 0 is
continuously connected to the initial value at q = 0. In a derivative expansion of the initial
density, this means nq,τ = n0,τ +|q|∂qnq,τ |q=0+O(q2) = n0,0+|q|∂qnq,τ |q=0. This is exactly
the structure that we found for nq,τ in the limit q → 0 in Eq. (5.3.24), which is based on
the structure of the cubic vertex. Here, we derived the same structure simply based on the
observation that the time evolution conserves current and density fluctuations.

5.3.5 Fermion Correlations 1: Analytical Results

Based on the observations in the previous sections, we can perform some approximations
on the fermionic Green’s function, which will allow us to determine the structural form of
the Green’s function in the different spatio-temporal regimes. The central result of these
approximations will be the following factorized form of the fermionic Green’s function.

The exponent G<η,τ ,x consists of contributions from the diagonal densities, the off-diagonal
densities and of density independent contributions. We begin with the contributions from
the off-diagonal densities, which are summarized in the integral

Im,τ =2i
∫

p

πe−
|p|
Λ mp,τ
|p|

[
K2−1
K

(
cos(px)− 1

)
cos(2u|p|τ) + 2η sin(|p|x) sin(2u|p|τ)

]
. (5.3.38)
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Figure 5.7: Illustration of the spatio-temporal regimes for the interacting Luttinger Liquid
after the quench. For |x| > max{2uτ , 1

qcτ
}, the fermionic correlations are determined by

the initial Green’s function, modified by a global, time dependent amplitude. The spatial
behavior of the Green’s function is therefore determined by the prequench Green’s func-
tion. For |x| > 1

qcτ
, the system has locally thermalized, indicated by a thermal Green’s

function for an effective temperature Tτ > Tλ, which is decaying in time towards the
final temperature Tλ = Tτ→∞. The system is locally in equilibrium in this regime and
the only dynamics is energy transport to larger distances, resulting in a decreasing ef-
fective temperature. For distances 1

qcτ
< x < 2uτ , the light cone of single phonons has

reached these distances but only a few phonon scattering processes have happened such
that the fermionic Green’s function is described by the prethermal Green’s function of the
non-interacting theory modified with a global time dependent amplitude. This regime is
determined by the dynamical fixed point of the non-interacting theory and is a prethermal
plateau. As collisions become faster on smaller and smaller distances, there is a minimal
distance xm for prethermalization.

At a time τ > 0, the off-diagonal density is hardly modified for momenta q < qcτ but decays
rapidly to zero for momenta q > qcτ . This can be implemented in Im,τ easily, by replacing
mp,τ by the bare value mp,0 = mλ and the cutoff Λ by the crossover momentum qcτ . As a
result

Im,τ ≈ 2imλ

∫

p

[
πe
−|p|qcτ
|p|

[
K2−1
K

(
cos(px)− 1

)
cos(2u|p|τ) + 2η sin(|p|x) sin(2u|p|τ)

] ]

= −2imλ

[
K2−1
4K

(
log

(
1 + (qcτ )2(x− 2uτ)2

1 + 4(qcτ )2u2τ2

)
+ log

(
1 + (qcτ )2(x + 2uτ)2

1 + 4(qcτ )2u2τ2

))

+
η

2
log

(
1 + (qcτ )2(x− 2uτ)2

1 + (qcτ )2(x + 2uτ)2

)]
(5.3.39)

≈ −i2θ(x2 − 4u2τ2)mλ
K2−1
2K log

[
1 + (qcτ )2x2

1 + 4(qcτ )2u2τ2

]
. (5.3.40)

The last step is obviously exact for |x| � 2uτ and |x| � 2uτ and interpolates smoothly
between these cases.
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The second integral contribution to the exponent G<η,τ ,x contains the diagonal phonon
distribution and is

In,τ = iK
2+1
K

∫

p

πe−
|p|
Λ (cos(px)−1)
|p| (2np,τ + 1)

= −iK2+1
2K (2nλ + 1) log[1 + Λ2x2] + δIn,τ , (5.3.41)

with

δIn,τ = 2iK
2+1
K

∫

p

πe−
|p|
Λ (cos(px)−1)
|p| (np,τ − nλ) . (5.3.42)

For momenta lower than the crossover momentum q < qcτ , the difference of the initial
distribution and the actual distribution can, according to Eq. (5.3.24), be written as

nq,τ − nλ
q<qcτ= |q|Jτ , with Jτ =

∫

0<t<τ
It (5.3.43)

and It as defined in Eq. (5.3.25). Replacing the cutoff again by the crossover momentum
Λ↔ qcτ and writing

δIn,τ = 2iK
2+1
K

{∫

p

πe
−|p|qcτ (cos(px)−1)

|p| (np,τ − nλ) +

∫

qcτ<p

πe
−|p|qcτ (cos(px)−1)

p2
T
u

}

= −2iK2+1
K

{
Jτqcτ

(qcτ )2x2

1 + (qcτ )2x2
+

Tτ
uqcτ

(
(qcτ |x| − 1)e−q

c
τx + 1

)}
, (5.3.44)

where Tτ is again the effective temperature in the large momentum region. As at the
crossover momentum, Jτqcτ ≈ Tτ

uqcτ
, we can further simplify the above expression, reading

δIn,τ = −2iK2+1
K

Tτ
uqcτ

[
1 + 2(qcτ )2x2

1 + (qcτ )2x2
+ (qcτ |x| − 1) e−q

c
τx
]
. (5.3.45)

With these results, we can write the exponent of the fermion correlation function

G<η,τ ,x = −iK2+1
2K (2nλ + 1) log[1 + x2Λ2]− i2K

2+1
K

Tτ
uqcτ

[
1 + 2(qcτ )2x2

1 + (qcτ )2x2
+ (qcτ |x| − 1) e−q

c
τx
]

+2η arctan[Λx]− i2mλθ(x2 − 4u2τ2)K
2−1
2K

[
log
[

1+Λ2x2
1+4u2τ2Λ2

]]
. (5.3.46)

Comparing this expression with the exponent in the quench scenario for the linear theory,
we can identify the parts that are independent of the temperature as the exponent for
non-interacting theory, where there was only prethermalization. As a consequence, we
write

G<η,τ ,x = G̃<η,τ ,x − i2K
2+1
K

Tτ
uqcτ

[
1 + 2(qcτ )2x2

1 + (qcτ )2x2
+ (qcτ |x| − 1) e−q

c
τx
]
, (5.3.47)

where G̃<η,τ ,x is the exponent for the quench dynamics in the non-interacting theory. This
implies for the fermionic Green’s function

G<
η,τ ,x = G̃<

η,τ ,x e
−K2+1

K
Tτ
uqcτ

[
1+2(qcτ )2x2
1+(qcτ )2x2 +(qcτ |x|−1)e−q

c
τ x
]
. (5.3.48)
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Here, G̃<
η,τ ,x is the fermionic Green’s function for the linear Luttinger model after the

quench, which has been discussed extensively in Sec. 5.2. In the simplified picture presented
here, the interactions lead only to a modification of the fermionic Green’s function in terms
of a multiplicative factor. We will analyze this factor now.

Eq. (5.3.48) allows for a distinction of two additional regimes in the dynamics of the
interacting fermions after the interaction quench. First, for length scales much larger than
the inverse crossover scale x � 1

qcτ
, the system has not yet experienced a major influence

of the phonon scattering and, since xqcτ � 1,

G<
η,τ ,x

xqcτ�1
= G̃<

η,τ ,x e
−K2+1

K
2Tτ
uqcτ . (5.3.49)

The fermion Green’s function in the non-thermalized regime is therefore modified by a
global, time dependent amplitude, which grows in time. While the temperature decreases
according to Tτ = Tλ + ∆τ−0.58, where Tλ is the final temperature and ηD = 0.58 is
the exponent corresponding to the dynamical slow modes. On the other hand, the time
dependence of qcτ ∼ τ−ηλ depends on the quench parameter λ (see Fig. 5.4) and has
to be determined for the individual realization. One should note, that the form of the
fermion correlation function in Eq. (5.3.49) implies that the correlation function still decays
algebraically in time and the system shows in this respect the typical feature of a zero
temperature Luttinger Liquid.

For distances shorter than the inverse crossover scale xqcτ � 1, the system already shows
a thermal form of correlation functions

G<
η,τ ,x

xqcτ�1
= G̃<

η,τ ,x e−
K2+1
K

Tτ |x|
u , (5.3.50)

featuring exponential decay in space, as it is known for a finite temperature Luttinger
Liquid. However, the exponential decay is space time dependent as well, as Tτ is decaying
in time towards its final value. This is caused by the energy redistribution on large length
scales, as discussed in Fig. 5.6.

According to the previous discussion, we can separate the non-equilibrium dynamics af-
ter the quench into three different regimes. This results in a double factorization of the
fermionic Green’s functions according to

G<
η,τ ,x = G<

η,τ=0,xZpt(s1)Zt (s2) . (5.3.51)

The factor Zpt is the prethermalization factor, which is determined by the linear theory
and Zt is the thermalization factor, which is introduced by the non-linearity and the values
of s1 and s2 depend on the spatio-temporal regime. In the post-quench regime, s1, s2 are
functions of the forward time τ , in the prethermal regime, s1 is a function of position,
while s2 remains a function of the forward time and in the thermal regime both s1 and s2
depend on the distance x. We will now discuss the different regimes.

For |x| > max{2uτ , 1
qcτ
}, the fermion Green’s function is

G<
η,τ ,x = G̃<

η,τ ,xe
−K2+1

K
2Tτ
uqcτ = G<

η,0,xZpt(2uτ)Zt

(
2
qcτ

)
, (5.3.52)

where G̃<
η,τ ,x is the Green’s function after the quench for a non-interacting Luttinger Liquid

and G<
η,0,x is the initial Green’s function before the quench. According to Eq. (5.2.22), the

prethermal prefactor Zpt is

Zpt(s1) =

(√
1 + Λ2s21

)K2−1
2K

1−λ2
2λ

(5.3.53)
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and depends on the quench parameter λ and the Luttinger parameter after the quench.
The thermal prefactor Zt is defined as

Zt(s) = e−
K2+1
K

Tτ
u s. (5.3.54)

In this spatio-temporal regime, the Green’s functions have the scaling behavior of the ini-
tial Green’s function in real space and are modified by a global, time dependent prefactor.
While Z(2uτ) decays algebraically in time, Z(2/qcτ ) decays according to a stretched ex-
ponential ∼ e−τ

ηλ (see Fig. 5.4), reflecting the ongoing thermalization process. Initially
Zpt(0) = Zt(0) = 1 and the non-interacting Luttinger Liquid is included in the form (5.3.52)
as qcτ →∞ in this case.

For |x| < 1
qcτ

on the other hand, we find

G<
η,τ ,x = G<

η,0,xZpt(x)Zt(x). (5.3.55)

In this regime, the algebraic decay of the correlation function in real space, resulting
from the initial Green’s function and the prethermal factor Zpt(x) is overwritten by the
dominating exponential decay in real space due to the thermal factor Zt(x). Only for
length scales larger than the effective temperature Tτ in the exponent, remnants of the
initial zero temperature state are visible. As thermalization is proceeding to larger regions
and energy is redistributed to the largest wavelengths, the temperature Tτ and therefore
the exponential prefactor is decaying towards Tτ → Tλ. The fermionic correlations are
already thermal but correspond to an larger effective temperature in this regime.

Finally, for 1
qcτ
< |x| < 2uτ the correlation function can be written as

G<
η,τ ,x = G<

η,0,xZpt(x)Zt

(
2
qcτ

)
. (5.3.56)

Here, the real space behavior is determined by the prethermal Green’s function G<
η,0,xZpt(x)

and modified by the global, time-dependent exponential Zt

(
2
qcτ

)
. In this regime, fermionic

properties are determined by the prethermal state of the system, i.e. by the dynamical
fixed point of the non-interacting theory. The existence of this region is guaranteed by
the RG irrelevant nature of the interactions, which let the thermalization spread sub-
ballistically. However, as qcτ ∼ τ−α, with α < 1, there will exist a minimal length scale
xm, for which 1

qcτ
= xm = 2uτ and below which the prethermal region does not exist.

The spatio-temporal dynamical phase diagram after the quench is illustrated in Fig. 5.7,
showing the three different regimes that we discussed in this section.

5.3.6 Fermion Correlations 2: Numerical Results

In this section, we validate the analytical results from the previous section by simulating a
quench from initially non-interacting fermions, i.e. from Ki = 1, to attractively interacting
fermions with K = 0.65. The Luttinger parameter for this quench is λ = K = 0.65. As
we have discussed the time evolution of the phonon modes already in Sec. 5.3.2, in this
section the focus will be solely on the fermionic equal time correlation functions in real
space G<

+,τ ,x. We choose v0/u = 0.1 and express time in units of τ̃u. In Fig. 5.8, the
real space correlation function is plotted as a function of distance x for increasing times
τ , reflecting the behavior of the correlation function discussed in the previous section and
justifying the approximations made.
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Figure 5.8: Fermionic lesser Green’s function G<
+,τ ,x for different times τ after a quench

with parameter λ = 0.65. The final Luttinger parameter K = 0.65 and v0/u = 0.1. For
initial times τ = 0, the Green’s function is determined by the initial value of the Luttinger

parameter, i.e. G<
+,0,x ∼ x−

K2
i +1
2Ki . For short distances, the exponential decay of the Green’s

function in space is emerging, associated with thermalization on short distances. On inter-
mediate distances, one observes the emergence of an algebraic region G<

+,τ ,x ∼ x−
K2+1
2K

λ2+1
2λ ,

corresponding to the prethermalized region. The overall amplitude for the algebraic regimes
is Zt(τ) ∼ e−Tτ/qcτ , i.e. a stretched exponential in time.

The time dependent momentum distribution of the fermionic particles can, as for the
real space Green’s function, be decomposed into three different regimes. For the smallest
momenta |q − kF| < q<τ = min{ 1

2uτ , q
c
τ}, the momentum space behavior is determined by

the form of the Green’s function for the largest distances |x| > max{2uτ , 1
qcτ
} and has

therefore at the Fermi momentum the same scaling behavior as for the initial momentum
distribution, modified by a time-dependent prefactor,

nF
q,τ

q<q<τ= nF
q,0Zpt(τ)Zt

(
2
qcτ

)
. (5.3.57)

For the largest momenta, |q − kF| > qcτ , the distribution equals the thermal distribution,
but for a time-dependent effective temperature Tτ , corresponding to the Fourier transform
of the Green’s function for small distances (5.3.55),

nF
q,τ

q>qcτ∼ uTτ
T2
τ + u2|q− kF|2

|q− kF|
(K−1)2

2K . (5.3.58)

For momenta corresponding to the prethermal regime 1
2uτ < |q− kF| < qcτ , the momentum
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Figure 5.9: Stroboscopic plot of the fermionic momentum distribution nF
q,τ for a quench

from K = 1 (non-interacting) to K = 0.65. The initial distribution is a perfect Heaviside
nF
q,τ=0 = Θ(kF−q), while the final distribution (τ →∞) belongs to thermal Fermions. The

time dependent residue Γτ = limq→0

∣∣∣nF
kF−q − nF

kF+q

∣∣∣ decays as a stretched exponential, as
expected from the long distance behavior of the spatial Green’s function.

distribution has the prethermal scaling but with a time dependent exponential prefactor,

nF
q,τ ∼ |q− kF|

K2+1
2K

1+λ2
2λ −1Zt

(
2
qcτ

)
. (5.3.59)

The time-dependent momentum distribution nF
q,τ after a quench from Ki = 1 to K = 0.65,

is shown in Fig. 5.9. The initial state corresponds to non-interacting fermions, for which at
τ = 0 attractive interactions are switched on. As a consequence of the previous analysis,
the discontinuity of the initial momentum distribution at q = kF survives for all times
τ < ∞ but is damped out by a time dependent factor Zpt(τ)Zt( 2

qcτ
, which is faster than

algebraic but a stretched exponential. For τ →∞, the non-equilibrium regimes shrink to
zero and the distribution function obtains its final, thermal form. The step at the Fermi
momentum Γτ ≡ limδ→0 |nF

δ,τ − nF
−δ,τ | is plotted in the inset of Fig. 5.9 and shows the

predicted stretched exponential behavior.

5.4 CONCLUSION

In this chapter, we have analyzed the non-equilibrium time evolution of interacting, dis-
persive fermions in one dimension after an interaction quench. The main observables were
the time dependent phonon densities, the fermionic real space Green’s function and the
fermionic momentum distribution. As the major result for the fermionic observables, we
showed that the non-equilibrium dynamics at time τ can be separated into three different
regimes: a region dominated by the prequench or initial state, which is located on the
largest distances and has not experienced phonon scattering or dephasing effects yet. In
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this regime, the fermionic correlations show the scaling behavior corresponding to the ini-
tial state, but are damped out exponentially in time.
On the other hand, on short distances, multiple phonon scattering processes have been
establishing a local thermal equilibrium, including local detailed balance, which features
exponentially decaying fermionic correlations corresponding to a Luttinger Liquid a fi-
nite temperature. However, since the energy density in this region is larger than in the
infrared, there is still energy transfer from the large momentum modes to the small mo-
mentum modes, resulting in a decreasing effective temperature. As local detailed balance
does not allow for a fast energy redistribution, the energy transport over large distances
relies on dynamical slow modes, witnessed by the algebraic decay of the effective temper-
ature with the same exponent as found for the relaxation dynamics in Sec. 4.6. Therefore,
even though the system has reached a local thermal equilibrium for small distances, the
equilibration process is still observable.
On intermediate length scales, where collisions have not yet established equilibration but
to which propagating phonon have transported information about the quench the fermionic
observables are governed by the dynamical fixed point of the non-interacting theory, i.e.
by a prethermal behavior, which is characterized by an algebraic decay of correlations with
a non-equilibrium exponent and a global exponentially decaying prefactor in time.

In this chapter, we have for the first time investigated the thermalization dynamics of in-
teracting Luttinger Liquids and computed the corresponding observables. We have further
addressed and answered the question, in which way the non-interacting dynamical fixed
point, i.e. the prethermal state corresponding to the quadratic Luttinger theory, plays a
role in this dynamics and can be used to gain information on the system without computing
the complete thermalization dynamics explicitly. This information is consistent with recent
experiments performed with one-dimensional interacting bosons, which have observed the
emergence of a prethermal state and only on larger time scales the onset of thermalization
[1, 121, 172, 74].

5.4 Conclusion 159
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6 HEATING DYNAMICS OF OPEN, IN-
TERACTING LUTTINGER LIQUIDS

We establish a new non-equilibrium scaling regime in the short time evolution of one-
dimensional interacting open quantum systems subject to a generic heating mechanism.
This dynamical regime is characterized by uncompensated phonon production and a super-
diffusive, universal scaling of quasi-particle lifetimes with momentum∼ q−5/3, distinct from
finite and zero temperature cases. It is separated from a high momentum regime by a time
dependent scale fading out as q0(t) ∼ t−4/5. In the latter region we observe thermal-
ization to an effective time-dependent equilibrium with linearly increasing temperature.
By mapping out the dynamical phase diagram and computing the dynamical structure
factor within an open system Keldysh functional integral approach, we show how these
predictions can be explored in cold atom experiments by means of Bragg spectroscopy.

6.1 INTRODUCTION

Universality – the insensitivity of long wavelength macroscopic observables to the micro-
scopic details of a given physical system – is a powerful concept in equilibrium many-body
physics. Particularly low dimensional systems show a strong degree of universality, which
is reflected in the low-energy description of both bosonic and fermionic one-dimensional
systems in terms of Luttinger liquids [80, 67], where microscopic physics enters only via the
value of two independent parameters governing the non-interacting Luttinger Hamiltonian.
Static equilibrium properties are accurately described in terms of the correlation functions
for this free Hamiltonian. In contrast, as recognized in seminal early work by Andreev,
dynamic, finite frequency equilibrium observables, such as the dynamic structure factor,
are governed by non-linear effects [8]. In particular, Andreev predicted a universal, super-
diffusive scaling of the particle lifetime with momentum ∼ q−3/2 for finite temperatures
(see also [176, 145, 124]). This result has been related to the famous Kardar-Parisi-Zhang
equation [102] recently [198, 120], and put into a domain of validity for ultracold gases in
[12]. Moreover, the zero temperature quantum limit has been shown to exhibit a different
universal, diffusive scaling ∼ q−2 [150, 161, 36].

Given the strong notion of universality in equilibrium in one spatial dimension, a key
question is whether and in which precise sense this leverages over to non-equilibrium con-
ditions. This is particularly pressing in the light of recent experiments preparing and
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probing the nature of low entropy quantum wires [74, 122, 197, 132]. From this, but also
from a fundamental theoretical perspective, it is highly desirable to identify universal yet
directly observable aspects of many-body dynamics, where the notion of insensitivity not
only refers to the microscopic details, but also extends to the initial conditions. Beau-
tiful examples of dynamical universality have been identified in the dynamics of closed,
Hamiltonian systems in [17, 30, 136, 137, 103, 194, 90, 85, 129].

In this work, we address a natural situation in the context of open quantum systems: The
many-body dynamics of bosons prepared in their ground state, and exposed to a weak,
number conserving heating mechanism, as ubiquitous in experiments with ultracold atomic
systems. Specifically, we focus on the short time domain of such a system – which ulti-
mately reaches the infinite temperature state – where it is well described by a non-linear
Luttinger liquid. This setting may be viewed as a continuous counterpart of a quantum
quench [33], where energy is injected softly but permanently, instead of suddenly. We
develop the theoretical framework and a first physical picture of universal aspects in this
interacting quantum dynamics. In particular, we find that the specific nature of the inter-
actions leads to a remarkably simple structure characterized by a decoupling of the forward
or “ageing” time evolution, and the frequency resolved dynamic properties. The latter have
to be treated fully non-perturbatively, while former is captured by a quantum kinetic equa-
tion in the self-consistent Born approximation, featuring the non-perturbatively evaluated
self-energies at each time step. On this basis we obtain the following key results. (i) Low
momentum non-equilibrium scaling – We demonstrate the robust presence of a window
of momenta q, which is dominated by phonon production and governed by quasi-particle
lifetimes which are neither thermal ∼ q−3/2, nor zero temperature ∼ q−2, but rather
are dictated by a new non-equilibrium super-diffusive scaling law ∼ q−5/3 in between the
known cases. The existence of this regime is granted for low temperature intial states by
a combination of particle number conservation and systematic derivative expansion of the
gapless problem.
(ii) High momentum effective thermalization – The phonon production regime is sepa-
rated from a scattering dominated region, where we observe thermalization into a quasi-
equilibrium with a time-dependent, increasing temperature (see also [177] for a numerical
investigation). The crossover momentum scale between both regimes itself satisfies a scaling
law q0(t) ∼ t−4/5 → 0. It thus ultimately erases the non-equilibrium momentum window
in favor of a time-dependent equilibrium state, but delimits the speed of low-frequency
thermalization in a power-law fashion. We determine a dynamical phase diagram in Fig.
6.4.1. The large extent of the genuine non-equilibrium regime is promising for exploring
these results in experiments, and we show that Bragg spectroscopy is a suitable tool for
probing both the universal forward time and the frequency resolved dynamics.

This article is structured as follows. In Sec. 6.2, we introduce the underlying microscopic
model, the one-dimensional Bose-Hubbard model (BHM) subject to permanent but number
conserving heating. We also specify its low energy representation, the heated interacting
Luttinger Liquid in a Keldysh path integral framework. In Sec. 6.3, we discuss the theo-
retical approach to address the non-equilibrium dynamics in the present system, based on
diagrammatic methods, and derive the kinetic equation and self-energy for the elementary
phononic excitations of the Luttinger model. Subsequently, we discuss the results obtained
within this approach in Sec. 6.4, with a focus on the scaling solution for the self-energies
and the time-dependent phonon density. We conclude in Sec. 6.5.

6.2 MODEL

We consider the dynamics of bosonic atoms in a one-dimensional optical lattice, as de-
scribed by the quantum master equation (~ = 1)

∂tρ = −i[H, ρ] + γE
∑

i

[2n̂iρn̂i − {n̂2i , ρ}], (6.2.1)
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where H =
∑

i[−J
(
b†i bi+1 + h.c.

)
+ U

2 n̂i(n̂i − 1)] is the Bose-Hubbard Hamiltonian with
creation (annihilation) operators b†i (bi) and n̂i = b†i bi. J, U are the hopping and interaction
constants, respectively. The dissipative dynamics, generated by hermitian Lindblad oper-
ators n̂i, is the leading, generic contribution due to spontaneous emission from the lattice
drive laser [154] with a microscopic heating rate γE. This is equivalent to a locally fluctu-
ating chemical potential and it leads to dephasing and to a linear increase of the system’s
energy, 〈H〉(t) ∼ γEt [154]. We will be interested in a regime of low filling ρ0 = 〈n̂i〉 � 1,
weak interaction and heating, U, γE � J, and an initial state of the system close to the
(superfluid) ground state of the Hamiltonian.

6.2.1 Master Equation in the Luttinger Description

For the description of the long wavelength, low frequency dynamics we can work in the
continuum limit bi → b(x), and introduce a standard Luttinger liquid representation of
the field operators [80, 67],

b(x) ≈
√
ρ(x)eiθ(x) (6.2.2)

ρ(x) ≈ ρ0 + ∂xφ(x)/π. (6.2.3)

The smooth component of density fluctuations φ(x) and the phase fluctuations θ(x) are
conjugate variables, [∂xφ(x), θ(x)] = iπδ(x−x′). The resulting continuum master equation,
valid on length scales larger than xc ≈ 1/(

√
ρ0Um) 1, thus reads

∂tρ = −i[H, ρ] + 2γH
Kπ

∫

x
[2∂xφρ∂xφ− {(∂xφ)2, ρ}], (6.2.4)

H = 1
2π

∫

x
[νK(∂xθ)

2 − ν
K(∂xφ)2 + κc(∂xφ)(∂xθ)

2],

with an effective heating rate γH
2. At weak coupling, the Luttinger parameters are

ν =
√

ρ0U
m , K = π

2

√
ρ0
Um . We keep the leading non-linearity resulting from the expan-

sion of the quantum pressure term in the effective low energy Hamiltonian (κc = 1/m) 3.
The non-linearities are irrelevant for the description of any static correlation function of
the Luttinger liquid, but indispensable for capturing quantitatively dynamic correlation
functions [8] as well as the forward time dynamics addressed below. The heating term
becomes quadratic in the Luttinger representation, and crucially preserves the gapless,
collective nature of the Hamiltonian problem.

The above heating mechanism may seem rather specific to optical lattices. However, the
linear increase in system energy is ubiquitously observed, also in experiments in the spatial
continuum [172]. This effect is captured by the continuum heating term in Eq. (6.2.4),
and we may thus view it as the leading order in a generic model for heating in the long
wavelength limit 4. The key property of the heating term exploited here is its particle
number conserving nature. This guarantees the existence of a hydrodynamic linear sound

1The effective mass m−1 = ∂2qεq in the lattice evaluates to m = (4Ja2)−1, a being the lattice constant.
2The effective heating rate is defined as γH = γE

(∑
q<Λ 2νq2

)−1
.

3A term ∼ (∂xφ)3, not present in the microscopic theory, only slightly modifies prefactors, but not the
scaling laws, while a contribution ∼ (∂xθ)

3 is ruled out by the θ → −θ symmetry of the Hamiltonian.
4While the present heating mechanism corresponds to a fluctuating chemical potential, i.e. to the class

of Langevin equations with additive noise, it is also possible to imagine mechanisms with multiplicative
noise, such as fluctuating interaction parameters. However, while these would correspond to a completely
different universality class, typically featuring an exponential energy increase, which is not relevant for
optical lattice experiments, where the energy increase is linear in time.
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mode as long as the system is in its low entropy ordered phase, where the Luttinger
description is appropriate. This sharp mode in turn underlies the universality established
here, as argued below. It is in stark contrast to an open system with particle number
exchange, where the low frequency dynamics is diffusive to leading order. Clearly, the
permanent heating ultimately leads to a breakdown of the Luttinger description, and the
corresponding time scale is determined below. Our analysis concentrates on the preceeding
short-time behavior, and is complementary to the late time asymptotics studied in [156,
155, 32].

A further comment on the heating is in order at this point. As one can see from Eq. (6.2.4),
the effect of the heating term is becoming stronger for shorter wavelengths. Without an ap-
propriate cutoff, this leads to an immediate breakdown of the Luttinger description, since
high momentum modes become very strongly populated. However, as has been shown in
Ref. [154], the population of higher bands due to spontaneous emission is suppressed expo-
nentially strongly, such that there exists a very natural cutoff, which on a microscopic scale
is set by the inverse lattice spacing. We have verified with explicit numerical simulations,
that the exact value at which the heating is cut off does not modify the dynamics of the
system as long as the rate with which energy is pumped into the system is kept fixed. The
non-universal properties in the heating dynamics depend on numerical value of this heat-
ing rate (and therefore implicitly on the way in which the heating cutoff is implemented).
However, we want to stress that the universal results, which we focus on in this work, are
independent of the heating rate and the cutoff and are in this sense indeed universal.

In order to prepare for a detailed theoretical analysis, we perform a canonical Bogoliubov
transformation of both quadratic and cubic terms. That is, we expand the hermitian field
operators into physically more transparent phononic creation and annihilation operators
a†q, aq according to

θ(x) = θ0 + i
∫

q

(
π

2|q|K

)1/2
e−iqx

(
a†q − a−q

)
, (6.2.5)

φ(x) = φ0 − i
∫

q

(
πK
2|q|

)1/2
sgn(q) e−iqx

(
a†q + a−q

)
. (6.2.6)

The master equation in the phonon basis is

∂tρ = −i [Hph, ρ] +
∑

q

2γH|q|
[(

a†q + a−q
)
ρ
(
aq + a†−q

)

− 1
2

{(
aq + a†−q

)(
a†q + a−q

)
, ρ
}]

(6.2.7)

with the phonon Hamiltonian

Hph =
∑

q

ν|q|a†qaq + H(3)
ph . (6.2.8)

Here, H(3)
ph contains cubic phonon scattering processes, resulting from the cubic part of the

Hamiltonian in Eq. (6.2.4).

Dynamics from the Quadratic Part

The quadratic part of the master equation (6.2.7) describes the heating of linear dispersing
phonon modes, which leads to a linear increase of the phonon occupation in time. This is
most easily seen by evaluating the time evolution of quadratic operators by neglecting the
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cubic part of the Hamiltonian. Using the adjoint equation of the master equation (6.2.7),
one derives the Heisenberg equations of motion for the operators

∂tn̂q = γH|q| ⇒ n̂q(t) = n̂q(0) + γH|q|t, (6.2.9)

with n̂q = a†qaq. For the anomalous operator m̂q := a†qa†−q, one finds

∂tm̂q = −γH|q| − 2iν|q|m̂q (6.2.10)

⇒ m̂q(t) = iγH2ν
(
e−2iν|q|t − 1

)
+ e−2iν|q|tm̂q(0).

The linear increase of the phonon number in time, with a momentum dependent rate
Γq = γH|q|, in turn leads to a linear increase of the system energy in time, consistent with
previous results [154]. In contrast, |mq(t)| is bounded to a very small value and therefore
of negligible influence on the dynamics as we briefly discuss later.

At this point, two further comments are in order.
(i) UV cutoff – In order not to pump an infinite amount of energy into the system, the
heating has to be cut-off at some ultraviolet (UV) momentum qh. This is an artifact of tak-
ing the continuum limit of the heating Liouvillian in the main text without accounting for
the finite width of the lowest Bloch band, for which L is defined. A similar problem occurs
for correlation functions in the Luttinger Liquid theory, which are commonly regularized
introducing an exponential cutoff e−|p|α for the creation and annihilation operators[67].
However, the precise form of the cutoff does not modify the results of our analysis, as long
as qh is sufficiently large to not cause discontinuities in the time evolution, and we there-
fore set qh = Λ, with Λ the cutoff of the Luttinger theory. For a given heating rate, the
microscopic heating rate γE = ∂τE(τ) must be independent of the cutoff and determines
the effective heating rate γH implicitly via γE = γH

∑
q<qh 2νq

2.
(ii) Adequacy of the Luttinger representation – The main physical ingredient of the Lut-
tinger representation of the bosonic field operators Eq. (6.2.2) is the fact that the density
fluctuations δρ(x) = ∂xφ(x) are gapless, which is due to the collective nature of one-
dimensional systems. Intuitively, this collective nature should be preserved in an exactly
number conserving system such as the one considered here. Indeed, formally the dissipa-
tive term in the master equation with hermitian Lindblad operators ρ(x) = ρ0 + ∂xφ(x) is
invariant under a constant shift ρ(x) → ρ(x) − ρ0, which together with the familiar form
of the Hamiltonian demonstrates the gapless, collective nature of the master equation.
This underlies the existence of a sharp collective, coherent phonon mode with dynamical
exponent z = 1 and subleading dissipative corrections. This should be contrasted with a
number non-conserving system, where a finite density results from a balance of loss and
pumping terms, as e.g. described by non-hermitian Lindblad operators such as b(x), b†(x).
The dissipative term in a corresponding master equation does not exhibit the above shift
invariance, and so its gapless nature is not obvious. In fact, in such a situation no coher-
ent mode exists at long wavelength. Instead, the leading dynamics is dissipative, with a
dissipative dynamical exponent governed by the Kardar-Parisi-Zhang universality class [4].
This circumstance would completely invalidate the approach taken here.

Resonant Three-Phonon Scattering

Applying the transformation (6.2.5), (6.2.6) to the cubic part of the Hamiltonian (6.2.4),
leads to the cubic phonon scattering term

H(3)
ph =

∫

q,p

{
1
3Vq,p,−p−qaqapa−q−p

+ Vq,p,p+qa
†
p+qaqap + h.c.

}
(6.2.11)
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with the permutation invariant vertex

V(k, q, p) =
√
|p · k · q|v(k, q, p), (6.2.12)

v(k, q, p) =

√
κ2cπ
2K

{
qk
|qk| + pk

|pk| + pq
|pq|

}
.

While momentum conservation is guaranteed by the Hamiltonian (6.2.11), not all of the
processes are also energy conserving with respect to H(2). For instance a process in which
three phonons are destroyed or created (aqapa−p−q or its hermitean conjugate) violate
energy conservation since there is a positive energy associated to each phonon. In contrast,
the process a†p+qapaq can be energy conserving. Since the dispersion is linear (εq = u|q|),
the process is resonant if

|p + q| = |p|+ |q|. (6.2.13)

Due to the RG-irrelevant nature of the interaction, only those processes can become rel-
evant for the dynamics, which describe phonons interacting with each other for arbitrary
long time without dephasing. These are exactly the resonant processes and we will from
now on only consider these [8, 161]. For the case of resonant scattering, the function
v(p + q, q, p) takes a constant value

v0 := v(1, 1, 1) = 3κc
√

π
2K . (6.2.14)

Since κc is only roughly determined by microscopic parameters κc ≈ ~2
m , the full interaction

strength v0 has to be determined by numerics or inferred from experimental data. The
corresponding Hamiltonian is

Hres = v0
∫ ′

q,p

√
|qp(p + q)|

(
a†p+qaqap + h.c.

)
. (6.2.15)

Here,
∫ ′ indicates that the integral runs only over momenta for which the integrand de-

scribes resonant scattering.

6.2.2 Keldysh Action

The scale invariant, gapless nature of the continuum master equation (6.2.4) rules out a
perturbative treatment of the non-linearities, which could be performed on the level of the
master equation [109, 52, 125]. It is therefore advantageous to map the master equation
into a fully equivalent Keldysh functional integral [50, 181], which opens up the problem
to non-perturbative techniques from many-body physics.

In a Keldysh path integral framework [3, 99], the partition function is defined as the
functional integral Z =

∫
D[ācq, acq, ā

q
q, aqq]eiS . The microscopic action S is a functional of

the complex classical and quantum fields āc/qq , ac/qq , which can be derived directly from the
markovian master equation (6.2.7) according to the translation table described in Refs. [50,
182]. The Keldysh action S = SH + SD is composed of the Hamiltonian contribution SH
and the dissipative part SD, which reflects the Liouvillian. The Hamiltonian parts of the
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action, including the nonlinearities, read [29]

SH =
1
2π

∫

t,t′,p

(
ācp,t, ā

q
p,t
)
(

0 DR
p,t,t′

DA
p,t,t′ DK

p,t,t′

)(
acp,t′
aqp,t′

)

+
v0√
8π

∫ ′

p,k,t

√
|pk(k + p)|

[
2āck+p,ta

c
k,ta

q
p,t

+āqk+p,t

(
ack,ta

c
p,t + aqk,ta

q
p,t

)
+ h.c.

]
, (6.2.16)

with the bare inverse retarded/advanced propagator

DR
p,t,t′ = δ(t− t′)

(
i∂t′ − u|p|+ i0+

)
, (6.2.17)

DA
p,t,t′ =

(
DR
p,t,t′

)†
= δ(t− t′)

(
i∂t′ − u|p| − i0+

)
(6.2.18)

and the Keldysh component of the inverse propagator

DK
p,t,t′ = 2i0+F(p, t, t′). (6.2.19)

The dissipative action, determined by the Liouvillian is

SD = i
∫

p,t
γH|p|

(
āqp, a

q
−p
)
(

1 1
1 1

)(
aqp
āq−p

)
(6.2.20)

and modifies only the quantum-quantum part of the action. It describes permanent phonon
production with a momentum dependent rate γH|q| in the diagonal phonon channel, as
already derived on an operator level in Eq. (6.2.9). Clearly, this cannot be compensated
by the non-linearities, which can redistribute energy between the phonon modes but not
counteract the energy pump. Therefore a time-independent fluctuation dissipation relation
in this system can only be established at t → ∞ – when an infinite temperature steady
state is reached.

The off-diagonal phonon production, represented by the āqpāq−p + h.c. terms is however
affected by the quadratic Hamiltonian (c.f. Eq. (6.2.10)). The off-diagonal density is
not continuously pumped by the heating but instead shows oscillatory behavior with a
maximum |〈a†pa†−p〉|max = γHd

ν � 1, due to the interplay of quadratic unitary and dissi-
pative dynamics. Due to the dominant resonant scattering, there is no scattering from
the normal phonon mode into the anomalous phonon mode, which would require a reso-
nant scattering vertex that is cubic in creation operators. However, such a cubic vertex
is unable to fulfill energy and momentum conservation (for a detailed discussion of the
technical details see [29]). As a result, the kinetic equation for the diagonal elements
can be solved independently of the off-diagonal elements. Furthermore the occupation of
the off-diagonal correlator remains small even in the presence of interactions, as shown in
Eq. (6.2.10). Therefore, we neglect the latter and project the dissipation onto diagonal
terms. The corresponding dissipative action is

SD = iγH
∫

p,t
|p| āqpaqp. (6.2.21)

In this section, we have derived the Keldysh action for the low energy dynamics of in-
teracting lattice bosons subject to dephasing. The dephasing is caused by spontaneous
emission processes of the bosonic atoms. The action S = SH + SD consists of a Hamilto-
nian part SH, describing an interacting Luttinger Liquid with resonant phonon scattering
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processes, and a dissipative part SD representing the dephasing, which leads to a permanent
production of phonons in the system. Here, we have justified and already implemented
two approximations, namely the resonant approximation, taking only energy conserving
phonon scattering processes into account and leading to the Hamiltonian action (6.2.16),
and the "diagonal" approximation, which neglects the off-diagonal phonon density and
results in the dissipative part (6.2.21). Both of them will be used in the next section to
derive the quantum kinetic equation and phonon self-energy for the present system.

6.3 PHONON GREEN’S FUNCTIONS

We are interested in the full phononic single-particle Green’s functions, i.e. the retarded
Green’s function

GR
p,t,t′ =

(
DR − ΣR)−1

p,t,t′ (6.3.1)

and the Keldysh Green’s function

GK
p,t,t′ =

(
GR ◦ F− F ◦GA)

p,t,t′ . (6.3.2)

Here, ΣR is the retarded self-energy generated by the resonant phonon interaction and
Fq,t,t′ is the non-equilibrium phonon distribution function depending on the interplay of
dissipation and interaction.

6.3.1 Non-equilibrium Fluctuation-Dissipation Relation

For an out-of-equilibrium situation with explicitly broken time translational invariance,
it is useful to introduce Wigner coordinates. Accordingly, a two time function Fq,t,t′ is
expressed in terms of relative time ∆t = t − t′ and forward time τ = t+t′

2 . The Wigner
transform of Fq,t,t′ is defined as

Fq,ω,τ =

∫
d∆t eiω∆tFq,τ+∆t/2,τ−∆t/2. (6.3.3)

In Wigner coordinates, the non-equilibrium fluctuation-dissipation relation (FDR)

∂τFq,ω,τ = iΣK
q,ω,τ − i

(
ΣR ◦ F− F ◦ ΣA)

q,ω,τ (6.3.4)

yields the time-evolution of the distribution function in terms of the Keldysh self-energy ΣK

and the retarded/advanced self-energies ΣR/A. In the present case, the Keldysh self-energy
(fluctuation contribution)

ΣK
q,ω,τ = −iγH|q|+ Σ̃K

q,ω,τ (6.3.5)

consists of a term Σ̃K generated solely by the phonon scattering and a term γH|q| stemming
from the dephasing. The latter drives the system away from equilibrium: It generates a
permanent time evolution, which cannot be compensated by the dissipation contribution
(term in brackets in Eq. (6.3.4)) generated entirely by conservative Hamiltonian contribu-
tion to the dynamics.
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In the following, we will use two distinct approximations in order to simplify this equation
and solve for the phonon Green’s functions. We will justify these approximations at the
end of the section.
First, we exploit the fact, that the forward time evolution and the frequency dynamics
decouple due to the subleading nature of the interactions. This justifies the Wigner ap-
proximation in time and simplifies Eq. (6.3.4) significantly. In Wigner approximation, the
time evolution can be solved first, and independently of the frequency dynamics, yielding
a time-dependent single particle distribution function. In a second step, for each instant
in time the impact of the non-linearities on the frequency dynamics can be studied in a
quasi-stationary state. This can be seen as a “local time approximation” in some analogy
to a local density approximation in space. Technically speaking, in Wigner approximation,
the Wigner transform of a convolution is identical to the product of the Wigner transforms.
Second, due to the RG irrelevant interactions, the phonons become dressed, yet still well-
defined quasi-particles. This is expressed by the fact that the phonon spectral function

Aq,ω,τ = i
(
GR −GA)

q,ω,τ (6.3.6)

is sharply peaked at the bare phonon energy ω = εq with a typical width γq � εq much
smaller than the energy. Consequently, all the quasi-particle weight is located at ω = εq
and the self-energy and distribution function can be evaluated on-shell. The on-shell self-
energies can be parametrized as

ΣR
q,ω=εq,τ = −iσRq,τ , Σ̃K

q,ω=εq,τ = −2iσKq,τ . (6.3.7)

Here, σR/K are positive and real functions of momentum and forward time [29]. The
on-shell distribution function for well-defined quasi-particles

Fq,ω=εq,τ = 2nq,τ + 1 (6.3.8)

is simply the phonon density [99].

Utilizing both Wigner and quasi-particle approximations, the FDR, Eq. (6.3.4), simplifies
to

∂τnq,τ =
γH|q|
2

+ σKq,τ − σRq,τ (2nq,τ + 1) . (6.3.9)

This is the on-shell non-equilibrium FDR for an open interacting Luttinger Liquid, driven
by spontaneous emission processes of the microscopic particles. Due to the first term on
the r.h.s. of the FDR, the system is driven away from a thermal equilibrium state and is
unable to thermalize to a stationary finite temperature state.

6.3.2 Self-Energies and Kinetic Equation

The on-shell self-energy σRq,τ and the kinetic equation for Luttinger Liquids with resonant
interactions have been derived in a previous work for an isolated system [29]. Here modifi-
cations arise due to openess of the system, expressed by the presence of the factor ∝ γH|q|
in Eq. (6.3.9).

We consider a zero temperature initial state with nq,τ=0 = 0. For this case, the vertex
correction is exactly zero at τ = 0 [29] and the self-consistent Born approximation becomes
is justified at sufficiently short times. For this situation, the self-consistency equation,
obtained by non-equilibrium diagrammatics, for the retarded self-energy is

σ̃Rq =

∫

0<p

(
∂τ̃np
σ̃Rp

+ 2np + 1
)(

qp(q−p)

σ̃Rp +σ̃Rq−p
+ qp(p+q)

σ̃Rp +σ̃Rp+q

)
. (6.3.10)
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Here, we have omitted the forward time index and performed the rescaling τ̃ = v0τ ,
σ̃R = σR/v0 in order to make this equation independent of microscopic variables. For
a given phonon density np and its time derivative ∂τ̃np, it can be solved self-consistently
either by using numerics or by a scaling ansatz. The latter is applicable only for the special
case for which the phonon density itself is a scaling solution, as we discuss below. In order
to obtain the time dependent phonon density a kinetic equation approach is used.

The kinetic equation for the phonon density is again derived via the diagrammatic ap-
proach, outlined in Ref. [29]. In terms of the rescaled time τ̃ and self-energy σ̃R it reads

∂τ̃nq =
γH|q|
2v0

(6.3.11)

+

∫

0<p<q

2pq(q− p) (npnq−p − nq (1 + np + nq−p))

σ̃Rq + σ̃Rp + σ̃Rq−p

+

∫

0<p

4pq(q + p) (np+q (nq + np + 1)− nqnp)

σ̃Rq + σ̃Rp + σ̃Rq+p
.

The kinetic equation determines the time evolution of the phonon density in the system
nq,τ . Together with Eq. (6.3.10) it forms a closed set of equations for the non-equilibrium
dynamics of the driven, interacting Luttinger Liquid. Both can be solved iteratively ac-
cording to the scheme depicted in Fig. 6.3.2.

A specific but relevant case is the kinetic equation for small momenta q � 1. For this
condition fulfilled, it simplifies to

∂τ̃nq
q�1
= |q|

(γH
2

+ Iτ̃
)
, (6.3.12)

where

Iτ̃ =

∫

0<p

2p2 (np,τ̃ + 1) np,τ̃
σ̃Rp,τ̃

(6.3.13)

is a time dependent but momentum independent function. Consequently, the change of nq
is linear in the momentum q for small momenta.

One should note, that except for the initial phonon distribution nq,τ=0 and the heating
term ∝ γH, no additional microscopic information enters the dynamics expressed in the
kinetic equation (6.3.11) and self-energy equation (6.3.10). In particular, both equations
are insensitive to an UV cutoff for the Luttinger Liquid ∼ √Uρ0m for sufficiently strongly
decaying distribution np,τ̃ , which is provided, e.g., for zero or finite temperature initial
states. Consequently, the dynamics induced by the heating is universal, in the sense that
it only depends on the energy pump into the system ∝ γH and the initial state. We will
now close this section with a discussion of the validity of the above made approximations,
namely the Wigner and the quasi-particle approximation.

6.3.3 Validity

In the previous sections, we have used two essential approximations, namely the Wigner
approximation and the quasi-particle approximation, in order to obtain analytical results
for the self-energy and kinetic equation of the phonons. Although these are quite standard
approximations in the kinetic theory of interacting particles, they have to be justified
properly. In this section, we will show that both approximations are valid in the present
case and give a proper bound for their applicability.
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Figure 6.1: Schematic illustration of the iteration process to determine the time-dependent
phonon density nq,τ . For a given time τ , the self-energy σRq,τ is determined via the self-
consistent Born approximation according to Eq. (6.3.10). Subsequently the time derivative
of nq,τ is computed via the kinetic equation (6.3.11). Using a Runge-Kutta solver for
numerical differential equations, the density nq,τ+δτ is computed and used as the starting
point for the next iteration.

Wigner Approximation

We applied the Wigner approximation in order to simplify the Wigner transform of the
convolution in the FDR (6.3.4) and approximate it by the lowest order contribution. As
a consequence, the Wigner transform of the product in (6.3.4) equals the product of the
individual Wigner transformed functions, i.e.

(
ΣR ◦ F

)
q,ω,τ = ΣR

q,ω,τe
i
2

(←
∂ τ
→
∂ ω−

←
∂ ω
→
∂ τ

)
Fq,ω,τ

≈ ΣR
q,ω,τFq,ω,τ . (6.3.14)

As one can see, in the Wigner approximation, all the terms beyond zeroth order in the
expansion of the exponential are neglected. This is justified, if the contribution of these
terms, which contains derivatives of the self-energy and the distribution function, is neg-
ligibly small. We will now show that the time scale for the breakdown of the Wigner
approximation lies on the order of the time scale where the Luttinger liquid description
breaks down, and thus never poses an additional restriction to our approach.

The condition for which the Wigner approximation in Eq. (6.3.14) is justified reads

1�
∣∣∣∣∣
∂ωΣR

q,ω,τ

ΣR
q,ω,τ

∣∣∣∣∣
︸ ︷︷ ︸

t∆t

∣∣∣∣∣
∂τnq,τ
nq,τ + 1

2

∣∣∣∣∣
︸ ︷︷ ︸

1/tτ

, (6.3.15)

which is equivalent to requesting the first order term of the expansion of the exponential
to be already much smaller than the zeroth order term. Physically, this means that the
characteristic time scale of the forward dynamics tτ is much larger than for the relative
dynamics. The characteristic time scale for the relative dynamics is determined by the
Hamiltonian time evolution, i.e. is set by the inverse quasi-particle energy, while the
characteristic forward time scale is set by the dissipation on the r.h.s of Eq. (6.3.15), which
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is generated by the subleading interactions. As we show now, the criterion (6.3.15) is
fulfilled for sufficiently small γHτ , with heating rate γH and forward time τ . To demonstrate
this, we use the result for the phonon lifetimes from the subsequent section and evaluate
it on shell (i.e. for ω = ν|q|) to find t∆t =

∣∣∣∂ωΣR
q,ω,τ

ΣR
q,ω,τ

∣∣∣ = 1
ν

∣∣∣∂qσ
R
q,τ

σRq,τ

∣∣∣ = ηR
εq

with ηR = O(1)

as seen below. To estimate the time-scale of the forward evolution, we use the decay
integrals in (6.3.11) and evaluate them in the thermalized regime (this sets a lower bound:
in the low momentum regime, the occupation is much lower than a corresponding thermal
occupation, leading to a slower decay compared to the thermal regime, and the Wigner
approximation is valid for even longer times) to get

1
tτ

= c0
v20
ν2

T(τ)q2, (6.3.16)

with c0 = O(1). The increase in total energy is only caused by the heating term and
is linear in γHτ . As a consequence, we find T(τ) = T0γHτ with T0 = O( 1

10) typically.
Evaluating (6.3.15) at the UV cutoff momentum again in a conservative way, q = Λ (with
Λ ≈ ν/v0, v0 defined in Eq. (6.2.14)) yields

τ � 1
c0ηR

ν2

T0v0γH
. (6.3.17)

Comparing this to the criterion for the validity of the Luttinger Liquid description T(τ)�
νΛ, which we can rearrange to

τ � ν2

T0v0γH
, (6.3.18)

shows that the Wigner approximation is justified for times τ , for which the Luttinger
description is applicable.

Quasi-particle Approximation

In the quasi-particle approximation, the elementary excitations (in the present case the
phonons) are dressed but well defined quasi-particles in the sense that their spectral weight
is essentially located at a specific frequency ω = εq, the quasi-particle energy. Consequently,
physical quantities like the self-energy and the distribution function can be evaluated on-
shell (at ω = εq). As already stated above, this requires εq �

∣∣∣Im
(

ΣR
q,ω=εq,τ

)∣∣∣. In other
words, the imaginary part of the self-energy must be much smaller than the quasi-particle
energy. For the present case, the on-shell self-energy is purely imaginary and the above
condition transforms into

εq � σRq,τ . (6.3.19)

From the time-dependent phonon density nq,τ , we determine below the self-energy σRq,τ
according to Eq. (6.3.10). Indeed σRq,τ � εq for all times and momenta considered. Fur-
thermore

σRq,τ
εq

q→0−→ 0 (6.3.20)
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for all times is guaranteed by the subleading nature of the interactions. Thus, obedience of
the quasi-particle criterion is justified a posteriori. For the specific case of an equilibrium
state (for T ≥ 0), the quasi-particle approximation breaks down exactly at the UV cutoff
q = Λ.

6.4 TIME-EVOLUTION AND NON-EQUILIBRIUM SCALING

In this section, we discuss the non-equilibrium dynamics of a heated interacting Luttinger
Liquid obtained by solving Eqs. (6.3.11) and (6.3.10) numerically as described in the pre-
vious section. The main results are the time evolution of the phonon density nq,τ and
a scaling solution for the quasi-particle lifetimes tq ∼ qηR with a new non-equilibrium
exponent ηR = 5

3 . The latter is observable in the low momentum regime for momenta
q < q0(τ), where q0(τ) is a time-dependent momentum scale that separates the non-
equilibrium low momentum regime from a quasi-thermal large momentum regime and
fades out as q0(τ) ∼ τ− 4

5 .

6.4.1 Time-dependent Phonon Density

The time evolution of the phonon occupation obtained numerically is plotted for different
times in Fig. 6.4.1. We clearly identify a (time dependent) crossover scale q0(τ), which we
find analytically to scale to zero as q0(τ) ∼ τ−4/5, consistent with numerics. The crossover
scale separates a non-equilibrium low momentum regime nq(τ) ∼ |q| from a scattering
dominated thermalized high momentum region nq ∼ 1/|q|.

In the latter regime, the integral and dephasing contributions scale ∼ q2, |q| respectively.
As a consequence of this scaling, for sufficiently large momenta, the collision term yields
the dominant contribution to the dynamics compared to the heating term. The dominant
relaxational dynamics for the distribution function then approaches the Bose distribu-
tion function nB(c|q|/T(t)), which is the dynamical fixed point for the collisional term in
Eq. (6.3.11) alone, and where there is an approximate detailed balance between phonon
emission and absorption. Indeed, the occupation number is fitted well with a thermal
distribution nq = nB(c|q|, T(t)) ≈ T(t)/c|q| in this regime. In a stochastic wavefunc-
tion interpretation of the underlying master equation, in this regime multiple thermalizing
collisions happen in between two subsequent spontaneous emission events. While the indi-
vidual heating processes continuously create additional phonons, the system finds the time
to relax to a local equilibrium in between two subsequent heating events. Consequently, in
the large momentum regime, the heating is described by a time dependent temperature.
Such a behavior has been observed numerically in [177].

In contrast to this, the low momentum regime is strongly non-thermal; this fact underlies
the new scaling law for the particle decay width established below. Here we encounter
a strongly overweighing phonon production both due to heating and phonon scattering.
Two structural properties ensure the linear rise with no offset, nq(τ) ∼ |q|. First, both
terms in Eq. (6.3.11) contribute ∼ |q| for |q| → 0 as emphasized in the discussion of the
low momentum version of the kinetic equation (6.3.12). This dependence is guaranteed by
the form of both dephasing term and scattering vertex, which in turn are dictated by the
collective nature of the system, or technically by the systematic derivative expansion of
the low frequency action to leading order.
Second, the value of nq=0(τ) at zero momentum is pinned to its initial value for all times.
This is a key structural property of the problem, related to particle number conservation:
The static structure factor at zero momentum is related to the particle number variance
via Sτ (q = 0) = (〈N̂2(τ)〉 − 〈N̂(τ)〉2)/L = Sτ=0(q = 0), where N̂(τ) is the total particle
number operator in the Heisenberg picture and L the system length, cf. [130]. The last
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thermal regime 

noneq. regime

Figure 6.2: Dynamics of the phonon occupation nq(τ) in a sequence of times
(τ1, τ2, τ3, τ4) = (1, 2, 3, 4) · 10

v0Λ2 as a function of q/Λ, with heating rate γH = 0.06v0Λ.
(Λ = 1/xc is the high momentum cutoff delimiting the validity of the Luttinger liquid
description. For weak interactions Λ ≈ √ρ0mU.) Non-equilibrium (nq ∼ |q|) and time-
dependent thermalized (nq ∼ nB(ν|q|)) regimes are indicated by the dotted (dashed) line
for τ3 (T(τ3) = 0.38νΛ), and separated by the crossover scale q0(τ). The dash-dotted
line shows nB(T(τc)), where T(τc) ≈ νΛ, at which the Luttinger description breaks down.
Inset: Dynamical phase diagram mapped out by the experimentally accessible static struc-
ture factor, which is a direct measure of the phonon distribution (see text).

equality then holds in a particle number conserving system as the present one. Since in
addition nq(τ) ∼ Sτ (q) in the Luttinger model, cf. Eq. (6.4.8), this ensures a permanent
“pinning” of the phonon occupation at zero momentum. For zero temperature initial states,
these two facts guarantee the existence of a linear phonon occupation regime described
above. Remarkably, this mechanism leads to very slow, algebraic thermalization of the
low momenta: Establishment of the 1/c|q| Rayleigh-Jeans divergence can only be achieved
due to the scaling of the crossover momentum q0(t) → 0, but not via a direct filling of
the low momentum modes. We conjecture that this is generic for the thermalization of
one-dimensional quantum systems in phases with superfluid order, comprising the setting
of a quantum quench.

6.4.2 Quasi-particle Lifetime Scaling and Dynamical Phase Diagram

We now address the frequency dynamics at each time step. In particular, we are interested
in the scaling behavior of the phonon quasi-particle lifetimes, which results from the overlap
of the coherent phonon mode with the many-body continuum. This is achieved within the
Keldysh framework, where the distribution function is not fixed a priori to its equilibrium
shape, but is replaced by the dynamically determined non-equilibrium distribution. The
quasi-particle lifetimes tq are defined via

tq,τ = −
(
ImΣR

q,ω=εq,τ

)−1
=
(
σRq,τ

)−1 . (6.4.1)

174 Chapter 6 Heating Dynamics of Open, Interacting Luttinger Liquids



As we have seen in the previous subsection, the phonon density can be described by a
scaling ansatz in the two different regimes q � q0 and q � q0. For small momenta,
nq,τ = |q|fτ , where f is a positive function of the forward time, while for large momenta
nq,τ = Tτ

ν|q| with an effective time-dependent temperature Tτ . From the form of the self-
energy equation (6.3.10), we infer directly that if the first factor under the integral can be
written as a scaling form

((
σ̃Rp
)−1

∂τ̃np + 2np + 1
)

= aτpηn (6.4.2)

with a positive (time-dependent) prefactor aτ , the self-energy itself will be a scaling function
(see Ref. [29] for a detailed analysis of possible scaling forms). In the above mentioned
momentum regimes, Eq. (6.4.2) is expected to hold since the phonon occupation np has
a scaling form, which directly translates to a scaling of the left hand side of Eq. (6.4.2).
Consequently, we parametrize σ̃Rq = γτ |q|ηR .

The scaling equation for the retarded self-energy reads

σRq = γτ |q|ηR =
aτ |q|4+ηn−ηR

γτ
Iη, (6.4.3)

Iη =

∫ ∞

0

dx
2π

( |x|ηn+1(1− x)

|x− 1|ηR + |x|ηR + (x→ −x)

)
,

with a dimensionless integral whose value depends parametrically on the scaling exponents
but otherwise is a pure number. It leads to the scaling relation for the phonon lifetime and
occupation exponents ηR, ηn

ηR = 2 +
ηn
2
, (6.4.4)

which is a key result of this work. ηn is determined by the solution of the generalized
kinetic equation discussed previously.

Below the crossover scale q0, the phonon density scales linear in momentum nq ∼ |q|. Since
σ̃Rq ∼ |q|ηR with ηR > 1, this means that ∂τ̃nq

σ̃Rq (2nq+1)

q→0−→ ∞ and Eq. (6.4.2) is dominated
by the first term in brackets. Consequently ηn = 1 − ηR, which implies a super-diffusive
behavior ηR = 5/3 with no equilibrium counterpart.

In contrast, above the scale, nq ∼ |q|−1 and ∂τ̃nq
σ̃Rq (2nq+1)

q→∞−→ 0 and Eq. (6.4.2) is dominated

by the phonon density (2nq + 1) ∼ |q|−1 (or ∼ |q|0 = 1, for very large momenta). This
leads to ηn = −1 and as a consequence ηR = 3

2 , as it is know for the finite temperature
equilibrium case. In contrast, for the largest momenta ηn = 0 and ηR = 2, implying the
zero temperature diffusive behavior [150, 161].

Following the above discussion, we identify the crossover momentum q0 between non-
equilibrium and effective equilibrium scaling to be determined by the condition

∂τ̃nq0
2nq0 + 1

= σ̃Rq0 . (6.4.5)

The scaling behavior of this equation in momentum and time yields

q0(τ) ∼ (τγτ )
− 1
ηR . (6.4.6)
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Figure 6.3: Dynamical structure factor (DSF). Upper panel: The DSF reveals the uni-
versal scaling behavior of the phonon lifetimes and allows us to discriminate the new
non-equilibrium scaling from equilibrium thermal scaling, both of which are clearly sepa-
rated. Inset: Log-Log comparison of tq from nq(τ) with the analytically predicted scaling
solutions. For small momenta (in units of the crossover scale q0), one clearly identifies the
non-equilibrium scaling behavior and only for momenta q � q0 the thermal scaling sets
in. Lower panel: DSF for fixed momenta q = (0.1, 0.2, 0.3). The plots collapse on top of
each other after rescalings ω → |q|−5/3

(
ω − ν|q|

)
and S → |q|−1/3S, which demonstrates

the scaling tq ∼ |q|−5/3.

Approaching the crossover from the low momentum regime yields (remember nq,τ = fτ |q|
for small momenta) ηR = 5/3, γτ ∼

( fτ
τ

) 1
3 . Using the numerical result fτ ∼ τ2, Eq. (6.4.6)

can be solved semi-analytically and yields q0(τ) ∼ τ−
4
5 . This agrees perfectly with our

numerical result for the crossover scale q0 ∼ τ−0.808. The semi-analytical analysis in this
way demonstrates, that the low momentum regime is responsible for the observed scaling
of q0.

6.4.3 Experimental Detection

We demonstrate that Bragg spectroscopy gives immediate access to all the characteristics of
the universal heating dynamics. It enables a direct probe of the density-density correlations
in ultracold atomic gases [185, 187, 189, 22]. More precisely, in a stationary state, the Bragg
signal is directly proportional to the Fourier transform of two-point density-density cor-
relations, or dynamical structure factor (DSF) S(ω, q) =

∫
dtdxei(qx−ωt)〈{n̂(t, x), n̂(0, 0)}〉.

In the Keldysh formalism and long wavelength limit, this translates into Sτ (ω, q) =
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−〈ρc(τ ,−ω,−q)ρc(τ ,ω, q)〉, for which we obtain the explicit expression

Sτ (ω, q) =
(2nq(τ)+1)|q|K

πΣR
q

(
f̃
(
ω−εq
ΣR
q

)
+ (ω→−ω)

)
, (6.4.7)

where f̃(x) = 1/(1+x2) is the dimensionless Lorentzian. As per the above discussion, time
enters only parametrically, giving a snapshot, effectively stationary DSF. The different
scaling regimes of the quasi-particle lifetimes are clearly identified in Fig. 6.3 (a).

The time-dependent crossover scale q0(τ) obtains most directly from the equal-time DSF,
or static structure factor,

Ssτ (q) =

∫
dω
2π

Sτ (ω, q) = |q|K
π (2nq(τ) + 1), (6.4.8)

which is plotted in Fig. 6.4.1. In particular, it provides direct access to the phonon occu-
pation number, and thus to the scaling of the crossover scale q0(τ) and the peak height.

6.4.4 Modifications for T > 0

The computations and results presented in the previous sections have been obtained for
a system initialized in the T = 0 ground state. Here, we discuss how an initial finite
temperature (T > 0) state modifies these results, corroborating that the new scaling regime
remains observable in an experimentally accessible window of parameters Tin � q0(τ).
This analysis is relevant and necessary since experiments are never carried out for systems
with zero initial but usually very small temperatures. For the Luttinger description to
be applicable, the initial temperature must be much lower than the Luttinger ultraviolet
cutoff, i.e. T� νΛ, kB = 1, which we consider in the following.

In order to obtain the time-dependent phonon occupation for the case of an initial T >
0 state, we numerically solve the kinetic equation, Eq. (6.3.11), with an initial phonon
distribution function

nq(τ = 0) = nB(ν|q|) =
(
e
ν|q|
T − 1

)−1
. (6.4.9)

However, for a finite temperature distribution, the vertex correction is generally non-zero
and has to be implemented in the kinetic equation and self-energy according to the pro-
cedure described in Ref. [29]. As a result, the numerical computation becomes more in-
volved but still feasible. From the time evolved phonon occupation, we then determine the
static structure factor Ssτ (q) (Fig. 6.4.4) and the scaling of the quasi-particle lifetimes tq
(Fig. 6.4.4) as a function of time and momentum.

Our analysis of the phonon occupation dynamics for T = 0 showed that dynamics is mainly
governed by a fast energy redistribution for the high energy modes and a comparably slow
evolution in the low frequency sector. This results from the structure of the particle
number conserving vertex and the pinning of nq=0(τ) = nq=0(τ = 0) to its initial value.
For a T > 0 intial state, the situation does not change and the initial temperature has only
little influence on the dynamics of nq. The latter is dominated by the effect that drives
the system away from equilibrium, i.e. the constant heating. We therefore decompose nq
into an initial part and another one which builds up in time according to

nq(τ) = nq(τ = 0) + δnq(τ). (6.4.10)

From our numerical simulations, we find that δnq(τ) is almost independent of the initial
temperature and for T > 0 qualitatively equivalent to the T = 0 scenario. While our
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Figure 6.4: Comparison of the time evolved static structure factor Ssτ (q) for different
initial temperatures T at different times τ . The black dotted (blue solid, red dashed) lines
corresponds to an initial temperature T = 0 (T = 0.02νΛ, T = 0.06νΛ). The different lines
correspond to increasing times (τ0, τ1, τ2, τ3) = (0, 1, 2, 3) 4

v0Λ2 . As for the zero temperature
case, Ssτ (q = 0) is pinned to its initial value Ssτ=0(q = 0) = KT

π due to particle number
conserving dynamics. For 0 < q < q0, the characteristic Ss(q) ∼ q2 scaling in the non-
equilibrium regime is clearly visible and the T > 0 curves approach the one for T = 0. For
larger momenta, the finite temperature curves lie on top of the T = 0 ones. Inset: Zoom
into the low momentum region.

results are obtained for the full simulation of the kinetic equation, we will use the above
finding to explain the results.

To determine the static structure factor, we employ Eq. (6.4.8), leading to

Ssτ (q) = |q|K
π (2nq(τ = 0) + 2δnq(τ) + 1)

ν|q|�T
= 2TK

νπ + |q|K
π (2δnq(τ) + 1) . (6.4.11)

Compared to the T = 0 case, this leads to a non-zero structure factor for q = 0, Ssτ (q = 0) = 2TK
νπ .

For q > 0, we find a q2 scaling of the structure factor in the non-equilibrium regime as
in the zero temperature case. For larger momenta ν|q| > T, nq(τ = 0) vanishes and the
finite and zero temperature structure factor are identical. In particular, the two different
momentum regimes can still be characterized by the T = 0 scaling properties of Ss(q), see
Fig. 6.4.4.

In view of the scaling of the quasi-particle lifetimes tq, and thereby the dynamic structure
factor, our analysis fully confirms and corroborates the following expected scenario, cf.
Fig. 6.4.4. Most importantly, an additional scaling regime for momenta much smaller
than the temperature ν|q| � T occurs. In this regime, lifetimes scale with the thermal
exponent tq ∼ q−3/2. For momenta in the range T

ν < |q| < q0, a momentum region showing
non-equilibrium scaling tq ∼ q−5/3 is found, while for |q| > q0, again thermal scaling
behavior emerges. For T

ν � q0, the non-equilibrium scaling regime is sufficiently large to
be resolved numerically and analytically. Such a situation is presented in Fig. 6.4.4. For
this specific example νq0

T ≈ 12, while the non-equilibrium scaling regime has a momentum
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Figure 6.5: Scaling behavior of the inverse quasi-particle lifetime t−1q for system dynamics
initialized at a finite temperature T = 0.02νΛ and evaluated at time τ = 16

v0Λ2 . Due
to the initial finite temperature, we identify three scaling regimes. For momenta smaller
than the initial temperature q < qT = 2T

ν , the 1
q divergence of the phonon-distribution

dictates a thermal tq ∼ q−3/2 scaling behavior. For momenta qT < q < q0 in between
the temperature and the non-equilibrium crossover scale q0, the non-equilibrium scaling
tq ∼ q−5/3 can be identified, while for q0 < q the system obeys thermal scaling again.
As a result, for qT � q0, one will be able to find a sufficiently large scaling regime with
the non-equilibrium scaling behavior. Inset: Corresponding phonon distribution nq(τ) for
times τ = 0 (black dotted) and τ = 16

v0Λ2 (blue solid) in units of the crossover momentum.

window ranging from qmin ≈ 0.35q/q0 to qmax ≈ 2q/q0, i.e. qmax
qmin

≈ 5.7. The initial
temperatures used here are in reach for current experiments [132, 183], holding the promise
to resolve the discussed non-equilibrium scaling regime in the lab. We finally note that
while the different scaling regimes may not be very clearly visible in Fig. 6.4.4, using the
data collapse procedure described in Fig. 6.3 will allow to clearly discriminate the different
scaling regimes.

6.5 CONCLUSIONS

We have identified a new universal non-equilibrium scaling regime in the heating dynam-
ics of interacting Luttinger liquids. Its existence is granted by the defining property of
a Luttinger liquid, the presence of a sharp phonon mode, which prevails in the number
conserving, permanently forward evolving open system. This triggers the hope that large
classes of one-dimensional systems subject to non-equilibrium drive could exhibit similarly
strong notions of universality as their equilibrium counterparts. Both extending the the-
oretical concepts familiar from closed systems, and exploring the status of universality in
low dimensional driven open quantum systems, represent fascinating challenges for future
research.

6.5 Conclusions 179
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