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Abstract 

A proper management of building can ensure the healthy indoor environment for 

the inhabitants which has a strong effect on productivity. With the time, addition of 

several technology (wireless sensor, IoT) has increased to improve the overall per-

formance of building including optimization of energy consumption. Building sector 

(residential, industrial, commercial) is one of the biggest contributors of total en-

ergy consumption also producer of greenhouse gas therefore the reduction of en-

ergy use in this sector can have a large impact on global environment. Application 

of sensor technology in the building is convenient to observe the actual scenario in 

indoor environment including the major comfort parameters like temperature, hu-

midity, CO2 concentration and brightness also the energy consumption. The study 

aims to analyze the sensor data of a building to find the inconsistency and discuss 

about the possible solution of it. The paper starts with an overview of human com-

fort including major comfort parameter and the global energy consumption record 

with some specific sector in Germany. Then it discusses about different sensor and 

state of art analysis of different inconsistency which can occur in sensor dataset. In 

previous study, very few discussed about the solution for the specific inconsistency 

and also the application of the method in actual dataset. Therefore, the paper intro-

duces several sensor data from a Living Lab and implement the method to verify the 

quality of data (finding the inconsistency). In addition to that, a thorough analysis 

on the sensor data by comparing with outdoor environment also by comparing one 

sensor reading to another to check the data quality. Following this the noticeable 

inconsistencies are categorized and several methods applied to improve the con-

sistency of the dataset. Lastly it describes the result and give the direction on future 

work which can be applied to get the more accurate solution in automated way. In 

this study, several abnormal situations in the sensor data are observed (outliers, un-

knowns, missing values) therefore it required the solution to update the corrected 

data to the sensor system.    
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1 Introduction 

Modern building infrastructure are mostly equipped with WSN and IoT sensor for monitor-

ing Temperature, Humidity, CO₂, Illuminance, Occupancy etc. to ensure comfort with opti-

mize energy consumption. Here maintenance of these sensor is one of the challenging tasks 

to encounter. These sensors show a various type of inconsistency due to harsh environment, 

malfunction, rapid attrition, malicious attack, tempering, power supply, poor built in sensor 

etc. which produce some abnormal data (outliers, constant reading, bias, missing data etc.). 

As every sensor system produce a ton of data, it is difficult to categories the data and also 

pre-possessing to use these data in inconsistency detection method. A thorough investiga-

tion is required for sensor produced data and finding inconsistency. After that adapting the 

corrected data to the system can improve the overall building performance. 

1.1 Motivation 

1.1.1  Human Comfort 

Indoor human comfort, which is often measured from four dimensions including thermal, 

visual, and respiratory comfort, has a direct relationship to the quality of the indoor envi-

ronment. Indoor environmental quality and building energy efficiency are significantly im-

pacted by the proper management of environmental building factors like temperature, hu-

midity, light, etc. To connect the built environment with lighting and heating, ventilation, 

and air conditioning (HVAC) systems, such control often relies on a range of sensors. Addi-

tionally, the quality of the indoor environment has a significant impact on the occupant's 

productivity and health[1] .The indoor environment must be kept in the ideal comfort zone. 

For instance, if the indoor atmosphere is too cold, the inhabitant experiences discomfort 

and sleepiness, and the temperature is the cause of several health complications, which af-

fects the occupant's working mind and eventually reduces productivity [2]. Therefore, it's 

essential to keep the buildings thermal environments in good range. 

Thermal Comfort is used to describe “a condition of mind that expresses satisfaction with 

the thermal environment in which it is located” according to ISO Standard 7730 (1994) and 

ASHARE Standard 55[3]. ASHRAE develops standards and recommendations for thermal 

comfort. Building occupants place a higher value on thermal comfort than on visual, audi-

tory, or respiratory comfort when comparing various aspects of comfort. It is said to have a 

bigger impact on occupants total IEQ satisfaction[4]. The fact that thermal comfort serves 

as the primary operating factor for HVAC (heating, ventilation, and air conditioning) sys-

tems in buildings is another factor that makes thermal comfort particularly significant. 

Visual Comfort: The term "state of mind that reflects happiness with the visual environ-

ment" is referred to as visual comfort[5]. A good visual comfort guarantees that people have 

enough light for their activities or occupations without subjecting their eyes to lighter than 

their eyes can tolerate. Human visual discomfort will result from either much or insufficient 

lighting. 
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Respiratory comfort:  

Respiratory Comfort is closely related to indoor air quality (IAQ) which depends on three 

factors including the quantity of pollutants, ventilation rate within the building and there-

fore the duration of the pollutants being trapped within the space [6]. Indoor air quality 

considers the subsequent parameters: temperature, humidity, carbon dioxide, PM2.5, 

ozone, formaldehyde, volatile organic chemicals, carbon monoxide gas etc.[7].  

 

1.1.2 Optimization of energy 

The rapidly growing world energy use has already raised concerns over supply difficulties, 

exhaustion of energy resources and heavy environmental impacts (ozone layer depletion, 

global warming, climate change, etc.)[8]. Buildings now account for a larger portion of the 

world's energy consumption than ever before, accounting for 20% to 40% of it in wealthy 

countries[8]. The growing trend in energy demand will continue in the future due to popu-

lation growth, rising demands for comfort and building services, and an increase in the 

amount of time spent within buildings. Because of this, energy policy at the regional, na-

tional, and international levels now places a high priority on achieving energy efficiency in 

buildings. “In response to growing energy use, the depletion of energy resources, and major 

environmental effects has increased the concern throughout the world. Due to this, most 

nations have participated into international agreements for the benefit of society, such as 

the Paris Agreement in 2015. These sectors are among the most important to address be-

cause they account for 24% of global CO2 emissions and have an overall energy consump-

tion of 41%”[9]. Most action plans are centered on improving Energy Efficiency (EE) 

through the promotion of renewable energies and the development of systems to reduce 

energy consumption. The following figure shows the worldwide energy consumption trend 

for last 50 years, the increasing trend is alarming for human being along with other crea-

tures. Also, the figure depicts; industry, residential buildings, commercial and public service 

are the biggest contributor of total energy consumptions.  

 

Figure 1: Worldwide Energy Consumption [10] 

The energy consumption in Germany in the field of households, industry has a large contri-

bution. According to “Final energy consumption by sector and energy source 2020” (Figure-

2) along with the transportation sector, the industrial sector consuming 28.5% and house-

hold 28.6% of total energy. Though the generation and use of renewable energy has 
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increased in last three decades in Germany, still there are so many countries depends on the 

traditional oil, gas, coal-based energy system. The built environment consumes a significant 

amount of nonrenewable energy, that is what causes the major global warming gases like 

carbon dioxide, sulfur dioxide, and nitrogen dioxide. As a result, it's vital to cut back on en-

ergy use in the built environment. 

 

 

Figure 2: Energy consumption by sector in Germany [11] 

 

1.1.3 Objectives 

To ensure the above-mentioned human comfort and energy optimization it is necessary to 

analyze the generated data by the various sensor and checking the quality of the data. The 

major aims of this study include: 

-Collection of data and preliminary cleaning of full dataset 

-Initial decision on the data quality based on this further investigation can be made. 

-Room wise data distribution and observe the inconsistency  

-If any inconsistency observed, then finding the reason behind this inconsistency and find 

the possible solution  

-Finally update the corrected data in the system 
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2 State of the art analysis on inconsistency 

2.1 Sensor and it’s limitation 

In reaction to shifting physical conditions, sensors change their electrical properties. As a 

result, most artificial sensors collect, process, and send environmental data using electronic 

devices. Since these electronic systems function on the same principles as electrical circuits, 

the ability to control the flow of electrical energy is crucial. A sensor converts inputs like 

heat, light, sound, and motion into electrical signals. Before being sent to a computer for 

processing, these signals are routed through a device that converts them into a binary code. 

To control the flow of electric charges via the circuit, several sensors operate as switches. 

As they alter the state of the circuit, switches are an essential element of electronics. For 

example, a transistor works by using a small electrical current in one part of the circuit to 

switch on a large electrical current in another part of the circuit. According to [12] sensors 

show following challenges: 

-In comparison to nodes in an ad hoc network, the number of sensor nodes in a sensor net-

work might be several orders of magnitude higher. 

-Dense deployment of sensor nodes 

-Sensor nodes are susceptible to breakdowns. 

-A sensor network's topology is subject to frequent alterations. 

-Most ad hoc networks are built on point-to-point communications, whereas sensor nodes 

mostly use a broadcast communication paradigm. 

-The processing, memory, and power of sensor nodes are constrained. 

-Due to the high overhead and vast number of sensors, sensor nodes might not have global 

identification (ID). 

 

2.2 Types of sensors considered in the study 

2.2.1 Temperature sensor 

An electronic device that measures the temperature of its environment and converts the 

input data into electronic data to record, monitor, or signal temperature changes [13]. There 

are different types of temperature sensors. Among these different temperature sensors, two 

major categories are contact and non-contact temperature sensor that measures in degree 

Celsius. Contact temperature sensors require direct contact with the object being moni-

tored. Non-contact temperature sensors measure the temperature of an object indirectly. 

Non-contact temperature sensors usually use infrared radiation to detect the heat emitted 

by objects. This signal is then sent to a calibrated electronic circuit, which determines the 

object's temperature. According to REHVA[14], [15] the comfortable temperature range be-

tween (15°C-28 °C). A more specific range can be determined from the standard but de-

pends on relative humidity, season, clothing worn, activity levels, and other factors. The 
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following figure shows the daily average outdoor temperature in Dresden. The maximum 

daily average temperature is around 25°C in the summer season and the minimum daily 

average temperature is about -3°C in the winter time. 

 

Figure 3:  Daily average Temperature in Dresden [16] 

 

2.2.2 Humidity Sensor 

The use of humidity sensors in industrial and household applications has been progressing 

rapidly, with any fabrication technique being able to produce them. Among all the various 

humidity evaluation terms and units, absolute humidity and relative humidity are the most 

commonly used. Based on the units of measurement, humidity sensors are subsumed in two 

main classes: Relative Humidity (RH) and Absolute Humidity sensors [17]. In according to 

REHVA (Representatives of European Heating and Ventilation Associations) [18], in Ger-

many the relative humidity level should not cross 12 g/kg to ensure comfort in indoor en-

vironment. The figure-4, explains, the humidity ranges with the different comfort level. In 

general, the comfortable range for humidity is 30-60% for indoor environment according 

to ASHRAE. It also mentioned the recommended humidity range which is 45-60% and high 

ranges between 55-80%. 

 

Figure 4: ASHRAE suggested Humidity Level [19] 

 

2.2.3 CO2 Sensor 

Modern buildings require carbon dioxide sensors to monitor air quality, in order to ensure 

the welfare of the occupants. The sensors adjust ventilation rates to match the occupants 

needs [20]. As CO2 levels increase, people will feel increasingly uncomfortable and unable 

to do as much as they used to at lower levels of activity. Many people will experience nausea, 

headaches, and poor sleep. Therefore, the CO2 concentration can be used as an indicator of 

indoor air quality. If there are people or animals in the building, ventilated air is needed to 
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limit the concentration of carbon dioxide and pollutants in the air (dust, smoke, volatile or-

ganic compounds, etc.) as well as to dilute odors and remove water vapor[21]. In according 

to the “German Committee on Indoor Air Guide Values” the indoor CO2 level must be below 

2000 ppm. When the value of CO2 stays below 1000 ppm no action is necessary. If the value 

stays in between 1000-2000 ppm the ventilation system should be improved as it consid-

ered as hygienically noticeable. Finally, if the indoor CO2 goes above 2000 ppm that is hy-

gienically unacceptable therefore necessary steps must be taken to improve indoor envi-

ronment.  

 

Figure 5: CO2 level [22] 

2.2.4 Light sensor/illuminance sensor 

A Light Sensor generates an output signal indicating the intensity of light by measuring the 

radiant energy that exists in a very narrow range of frequencies basically called light, and 

which ranges in frequency from infra-red to visible up to ultraviolet light spectrum[23]. The 

light sensor is a passive device that transforms light energy from the visible and infrared 

portions of the spectrum into an output signal, which is an electrical signal and sensors are 

more usually referred to as photoelectric devices or photosensors since they convert light 

energy into electricity[24]. The photoelectric devices that generate electricity when lighted, 

such as photovoltaic or photo emissive devices, and those that change their electrical prop-

erties in some way, such as photo-resistors or photoconductors, are the two main groups of 

photoelectric devices.  

The following table elaborates the different activities and the required level of light for that 

specific activity respectably. From the table, for the office work the lux value should be 250-

500 lux. As the study is related to the office building therefore the lux value for the rooms 

should be around 250-500 lux for the occupant of the building for good visual comfort.   
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Table 1: Lux level for different activity [25] 

 

2.3 Most Common type of Inconsistency in sensor data  

2.3.1 Outliers/anomalies 

The term outlier, also known as anomaly, originally stems from the field of statistics. The 

two classical definitions of outliers are: Hawkins: “an outlier is an observation, which devi-

ates so much from other observations as to arouse suspicions that it was generated by a 

different mechanism”[26]. Barnett and Lewis: “an outlier is an observation (or subset of ob-

servations) which appears to be inconsistent with the remainder of that set of 

data”[26][27]. Outliers can be very revealing about the subject and the data collection pro-

cess. It is essential to understand how outliers occur and whether they can occur again as a 

normal part of the process or study area. outliers can be classified as point outliers and collec-

tive outliers based on the number of data instances involved in the concept of outliers.  

Point anomalies: when an individual data point is different from the rest of the data[28]. 

“A single outlying instance in a given group of data instances is referred to as a point outlier. 

The majority of existing outlier detection techniques concentrate on this sort of outliers be-

cause it is the easiest. When a data point exhibits outlier-ness on its own, rather than in 

connection with other data points, it is identified as an outlier”[29]. The following figure 

describes the point outlier. The sample dataset ranges between 0.6 to 1.4 but a single data-

point showing a reading 2.0 so, it considered as point outlier. 
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Figure 6: Point anomaly 

Collective anomalies: when a group of related data points is anomalous compared to 

the dataset; the individual data points could represent normality, while it is their actual 

sequence that represents an anomaly[28]. The figure-7 elaborates the dataset has two 

major distribution N1 and N2. Here some datapoints named as O3 has variation to other 

major datapoints, therefore it considered as collective anomalies by definition. 

 

Figure 7: Collective anomalies [30] 

 

A large number of tiny, inexpensive sensor nodes with sensing, processing, and short-range 

wireless communication capabilities make up wireless sensors [31]. Due to a variety of fac-

tors explained in [32], including the following, wireless sensor networks are consequently 

prone to outliers: (1) WSNs report the monitored data from the real world using imperfect 

sensing devices; (2) such devices are battery-powered, so their performance tends to de-

cline as power is depleted; (3) since these networks may include a large number of sensors, 

this number may reach an extremely high value that can reach to million nodes depending 

on the application, therefore the chance of error is greater than that in traditional networks. 

As a result of their unique requirements, dynamic nature, and resource constraints, classic 

outlier detection approaches cannot be used in wireless sensor networks [33]. Several 

methods applied for detection and correction of outliers in the following studies. 

Distance based method [34]. The feature points are utilized in this manner to represent the 

series. After that, the unequal split of series is realized using the second order regression 

model. The aberrant subsequence scores are computed based on the dynamic time warping 

distance. Then, decide if the anomalous score is an outlier by choosing the biggest k num-

bers.  N. Chugh, M. Chugh, and A. Agarwal[35] stated that any form of data for which a 
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similarity or distance measure is available can be used to design a distance-based anomaly 

detection technique, and that this technique does not necessitate a thorough grasp of the 

application area. Because they make no assumptions about data distribution, distance-

based anomaly detection techniques can be used to data streams.  According to Ji Zhang 

[36], density-based anomaly detection is more accurate than distance-based anomaly de-

tection, but it is also more expensive and complex because it takes into account the density 

of both neighbors and points. Density-based anomaly approaches are ineffective for high 

dimensional datasets because as dimensionality rises, estimation accuracy of density de-

clines[37].Clustering based method[38].The data set is initially divided into various clusters 

using the approach, and the data points that do not fit into any cluster are considered outli-

ers. Clustering technology is employed in the field of anomaly detection for both unsuper-

vised and semi-supervised detection. However, the clustering process typically produces 

anomaly detection as a byproduct.  

 

2.3.2 Sensor Drift 

Sensor drift defied as "A slight temporal fluctuation of the sensor response subjected to the 

same analyte under equal conditions”[39]. Causes of sensor drift include environmental 

variables (variations in temperature, humidity, and ambient pressure), sensor surface poi-

soning, and sensors aging due to thermochemical fatigue following repeated gas expo-

sures[40]. Sensor drift is a common problem that can lead to inaccurate data measurement 

readings. Figure-8 shows the difference between original data and the measured data by the 

sensor. Due to drift the temperature reading goes from 5 to 40 or above though the original 

reading never goes above 10. It can be caused by several factors including environmental 

contamination, vibration or extreme temperature fluctuations. Because this drift causes the 

measurement error to get worse over time, it’s not possible to calibrate out the error. Tra-

ditionally, reducing inaccurate measurements caused by sensor drift has meant undertak-

ing a regular and time-consuming preventative maintenance calibration program. 

 

Figure 8: Sensor data drift [41] 

There are many factors that can cause data to drift one key factor is the time dimension. If 

the sensor is placed in harsh environment also it’s unattended for a long time, then sensor 

data shows drift. Several other factors can also cause drift like errors in data collection, 
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seasonality etc. The following studies have discussed about the sensor drift the reason be-

hind the drift also the solution for the drift detection and correction.  

G. von Arx, M. Dobbertin, and M. Rebetez [42] propose a method to remove sensor drift in 

high-frequency data series. In the study Visual Basic for Application (VBA) used to initial 

observation then they run a test for the homogeneity test and finally LR to compare with 

another dataset. S. Munirathinam suggested[43], The central sensor database, known as 

SCADA (Supervisory Control AND Data Acquisition), stores and regulates all sensor opera-

tions. The system functions and communicates within the operating environment. This 

method proposes three drift detection approaches that can identify drift, send out early 

warnings of drift, and assist manufacturing in taking proactive action to address the prob-

lems. For sensor networks used in general-purpose monitoring,[44] suggest a blind online 

drift calibration framework based on subspace projection and recovery. For data stream 

learning in sensor networks, a brand-new idea drift detection method is suggested. When 

there are fewer than 20% of sensors that have drifted, the suggested method can detect and 

recover the sensor drift; when there are 40% of sensors that have drifted, the recovery rate 

decreased at 80%. 

 

2.3.3 Constant Value 

Constant data is ovserable in various sensor which may the reason for sensor self prediction 

or sensor faults. And for this reason sensor produce some abonormal data in a certain 

period of time, it may continue from single data to thousands or more. The dataset recorded 

by the sensor gave a reading about 25 for every instance (figure-9). This type of 

inconsistency in data is absence in the previous study. It is found in a sensor dataset which 

published in Zenodo [45] by the heading “BIM4EEB ITALIAN BUILDING SENSORS 

MEASUREMENTS DATASET”.  

 

Figure 9: Constant data 

2.3.4 Missing Data 

According to [46], information lacking a meaningful response, such as "Don't know," "Re-

fused," and "Unintelligible," might be regarded as missing information because they must 

be ignored. This is explained in terms of subjective human consciousness. Because the data 

gathered by sensors has its predefined and obvious meaning, it occasionally happens fre-

quently in a questionnaire but seldom shows up in a monitoring system. According to the 
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definition that is most frequently used, "if one or more attribute values of a record in a data 

source are null, the record is called incomplete data or data with missing value," missing 

data is generally understood to refer to incomplete data entries. Based on this concept, the 

majority of the missing data phenomenon in monitoring systems is characterized. Here, in 

the figure-10, it can be observed that, the sensor has missing value for a certain time there-

fore the reading is showing empty.  

 

Figure 10: Missing Data 

 

Missing sensor data is inevitable to occur because of many reasons such as communication 

failure, hardware damage, security attacks, connection error, sensor faults and run out of 

power. In addition to that, the missing observations tend to occur in intervals where a sen-

sor may stop functioning for several days in a particular place before it is restarted. This 

missing sensor values can lead to several data analysis problems if it not handled properly. 

Several studies have done for the missing value detection and imputation including the use 

of Machine learning and Artificial Neural Network. 

The study of M. Caselli, L. Trizio, G. de Gennaro, and P. Ielpo, [47] was to realize and to com-

pare two support decision system (neural networks and multivariate regression model) 

that, correlating the air quality data with the meteorological information, are able to predict 

the critical pollution events. The key point in using SVR for forecasting is how to determine 

the appropriate parameters. The study[48] proposed SVM (Support Vector machine) and 

linear regression for predicting electricity price. To their study they took the historical da-

taset at day level distribution. D. A. Guastella, G. Marcillaud, and C. Valenti explained[49] 

proposed a method, during the data collection phase, a unique mechanism for missing data 

imputation was devised. According to their method, which was based on the edge compu-

ting paradigm, the authors distributed computation across a variety of stationary, enabling 

the network to scale horizontally and increase the number of sensing devices while decreas-

ing the impact of missing values caused by sensing errors.  RNN (Recurrent Neural Net-

work) is being used in the study[50] which can do the AR and MA at the same time. The 

study result (prediction) compared with the double seasonal time series in ARIMA model. 
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3 Data collection and finding inconsistency 

Most used method to find inconsistency in data is visualization. By plotting the dataset in 

different types of charts like as bar chart, line chart and scatter chart. For checking the rec-

orded data in different sensor, the bar chart has been used. Through this chart, it has 

counted the number of data has recorded by each sensor. And for inconsistency in a specific 

sensor data, the line chart has been used. For outlier detection, the study [51] discussed a 

method which gave the algorithms distinguish between outlying sensors and the event bor-

der by using the correlation of readings among nearby sensor nodes. Each node calculates 

the difference between its own reading and the median reading from its nearby readings as 

part of the technique for locating outlying sensors. Then it standardizes all variations from 

its locality. If a node's absolute reading deviation degree is sufficiently greater than a chosen 

threshold, it is regarded as an outlier reading.  

In addition to that the gaussian distribution also gave the overview of data that how the data 

points are co-related. It can be easily calculated by the following formula. z = (x-μ)/σ, here 

z is the value of z score, x is the individual sensor reading, μ is the mean value of the sample 

dataset and σ is the standard deviation of the dataset. If the score value is in between (-3 to 

+3) then it can be said that the data is well distributed, if it goes beyond the range that can 

be considered as an outlier (figure-11).  

 

Figure 11: z-score range [52] 

For visualizing and analysis purposes, several software’s and methods are being used. These 

softwares are made up of various applications and the connector, which can generate mas-

sive visual observations and insights and can also be analyzed using the interconnected pro-

gramming language. Furthermore, it allows the user to import the dataset from various files; 

in our case, we use these softwares to import a large dataset, filter it into different catego-

ries, and then visualize and analyze the data.  

 

3.1 Available data 

A number of sensors are installed in the second floor of Nürnberger-Ei (figure-12) in order 

to measure environmental components like Temperature, Relative Humidity, Carbon-diox-

ide and also brightness. A yearlong dataset started from 8th October 2021 and ended at 9th 

September 2022 is considered for the analysis. The data is collected from five different 
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rooms and twenty different sensors. The dataset is collected from the ‘Home assistant sys-

tem’ by setting some query to avoid the unnecessary data for the study. Then the data is 

downloaded from the system as a CSV file. 

 

Figure 12: Nürnberger-Ei 

3.1.1 Sensor information 

Sensor type 1: This sensor is used for measuring the brightness of the room and also for 

movement detection. 

 

Figure 13: Brightness and motion sensor 

Technical details: 

- Measured values: brightness, movement 

- Radio technology: EnOcean (IEC 14543-3-10) 

- Frequency: 868 MHz 

- Power supply: solar cell, internal super cap, backup battery LS14250 (3.6 V) 

- Measuring range light 0 -1020 lux 

 



 14 

 

Sensor type 2: This type of sensor is being used to get the data for three different environ-

mental parameter called Temperature, Humidity and the Carbon-dioxide.  

 

Figure 14: Temperature, Humidity and Brightness sensor 

 

Technical details: 

- Measured values: CO2, temperature, humidity 

- Radio technology: EnOcean (IEC 14543-3-10) 

- Frequency: 868 MHz 

- Power supply: solar cell, internal super cap, support battery LS14250 (3.6 V) 

- Temperature range: 0 to + 51°C 

- Measuring range humidity: 0 to 100% rH without condensation 

- Measuring range CO2: 0 to 2550 ppm 

- Accuracy in temperature:  ±1°C of measuring range 

- Accuracy in humidity:  ±3% between 20 to 80% rH 

- Accuracy in CO2:  ±75 ppm, above 750 ppm: ±10% variation 

 

Room Sensor reference Sensor name Unit 

Room 201 sensor.sr04_01_temp Temperature sensor oC 

Room 201 sensor.sr04_01_hum Humidity % 

Room 201 sensor.sr04_01_co2 CO2 Ppm 

Room 201 sensor.mds_01_brt Brightness lux 

Room 202 sensor.sr04_02_temp Temperature sensor oC 

Room 202 sensor.sr04_02_hum Humidity % 

Room 202 sensor.sr04_02_co2 CO2 Ppm 

Room 202 sensor.mds_02_brt Brightness lux 

Room 204 sensor.sr04_03_temp Temperature sensor oC 
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Room Sensor reference Sensor name Unit 

Room 204 sensor.sr04_03_hum Humidity % 

Room 204 sensor.sr04_03_co2 CO2 Ppm 

Room 204 sensor.mds_03_brt Brightness lux 

Room 210 sensor.sr04_04_temp Temperature sensor oC 

Room 210 sensor.sr04_04_hum Humidity % 

Room 210 sensor.sr04_04_co2 CO2 Ppm 

Room 210 sensor.mds_06_brt Brightness lux 

Room 213 sensor.sr04_05_temp Temperature sensor oC 

Room 213 sensor.sr04_05_hum Humidity % 

Room 213 sensor.sr04_05_co2 CO2 Ppm 

Room 213 sensor.mds_07_brt Brightness lux 

Table 2: Sensor list with the room number and references 

 

3.2 Weather data for analysis 

The outdoor temperature has a great influence in indoor temperature therefore outdoor 

temperature analysis also important for this research. In the study, two different weather 

station data is taken to compare the weather component (temperature) with the institute 

data. First set of data is taken from wetterzentrle.de, here the data is collected from the 

weather station in Dresden-Strhlen which is the nearest weather station to the Nürnberger-

Ei. The figure below shows the daily temperature variation from October 2021 to Septem-

ber 2022. There are four different aspect is taken for everyday temperature as normal tem-

perature as gray line, average temperature as black line, the red line for the maximum and 

blue line for the minimum. The temperature ranges in between -8°C to 37°C. 

 

Figure 15: Temperature (Weather Station: Dresden-Strehlen) 
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The second set of data is collected from another website named “visual crossing”. Here it’s 

presented the weather data of Dresden. This dataset also taken from October 2021 to Sep-

tember 2022. Here the minimum daily average temperature is about -6°C and the maximum 

is about 30°C. 

 

Figure 16: Temperature from visual crossing 

 

3.2.1 Day level comparison of the weather data 

The temperature reading from two different day of August 2022 is considered and checked 

how much is the difference in temperature in two different datasets. In 10th of August the 

temperature showed in the Strehlen weather station 20.8°C (right) and in visual crossing 

(left) it is 20.7°C. 

  

Figure 17: Temperature comparison (1) 

 

Also, in 20th August it shows the same temperature (18.8°C) in both datasets (figure-18). So, 

the temperature dataset is being considered for comparison with the sensor reading (tem-

perature) of institute building.  

  

Figure 18: Temperature comparison (2) 
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3.3 Room wise analysis 

The sensors are placed in five different rooms and each room has four types of sensors. The 

room size, uses, occupancy and the orientation are different from each other. Therefore, 

room-wise analysis has been done in the following. The following figure shows the consid-

ered rooms and their orientation in the building. 

 

Figure 19: Room orientation  

3.3.1 Room 201 

Temperature 

The sensor generated 7791 readings on an average of 23 reading per day. Among the read-

ing, 44 readings are shown as unknown. The maximum temperature recorded 32.4°C on 

28th of June 2022 and the minimum is recorded on 12th August 2022 is 18.6°C (figure-20).  

 

Figure 20: Temperature at Room-201 

Here it is noticeable that the number of recorded readings varies with the month. From the 

data distribution it is assumed that, in some month’s temperature variation is very less com-

pared to other months, it’s due to the less change of temperature on that specific month 

(figure-21-left). In case of outlier checking, this dataset is free from outliers, though the 

chart shows three rapid changes (figure-20). The sudden rise and drop didn’t cross the limit 
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of the outliers. In addition to that, if we consider the comfort level for temperature then it 

can observe that in the summer the temperature goes above 28°C in June, July and August. 

Here in the following figure-21 (left) showing the total number of readings by months. Fig-

ure-21 (right) showing the number of unknowns by months. In the sensor dataset for Janu-

ary, six readings are recorded as unknown. The following readings are also recorded as un-

known: February: 1, March: 4, April: 4, June: 8, July: 5, August: 8, October: 6, and November: 

2. The maximum number of unknown readings is observed in June and August, and the min-

imum number of unknowns is in February. 

 

Figure 21: Count of data and number of unknown at Room-201 

From the available data, it is observed from 30th October 2021 to 2nd November 2021 no 

data has been recorded. One more missing dataset observed from 15th February 2022 to 1st 

March 2022 (figure-22). This similar situation happened to all 20 sensors.  

 

Figure 22: Data missing at Room-201 

Humidity 

The Humidity sensor received 6721 reading among these 44 reading are unknown. The hu-

midity ranges between 14% to 53.5% and the average humidity 29.13% (figure-23). Several 

studies have done on temperature and humidity correlations. According to [53], [54] these 

two environmental parameters are closely related. The sensor for temperature and humid-

ity in this room also shows the similar number of readings for the time being.  
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Figure 23: Humidity (%) at Room-201 

The indoor humidity range should be 30%-60% and the recommended humidity range is 

40-60% for healthy indoor environment. If we observe in our dataset (figure-23), it’s show-

ing the humidity level is below 30% most of the time and very few days it goes in between 

the standard range. The bar chart below shows the total number of sensor readings by 

month and also shows the number of unknown by month. Maximum number of sensor read-

ing is recorded in July and the minimum number of sensor reading is observed in February. 

Here, unknown reading distribution is the same of temperature sensor. 

 

Figure 24: Reading and the unknown data at Room-201 

CO2 

The CO2 sensor recorded 16422 readings. In this case also 44 reading is recorded as un-

known.  The data recording in CO2 sensor is more than twice compared to temperature 

sensor and humidity sensor. This indicates the change of CO2 in air has changed more rap-

idly compared to other two weather parameters. Figure-2 shows the maximum CO2 reading 

is 2550 ppm which is the sensor maximum range. This indicates that the CO2 reading could 

be more than that the upper threshold. The minimum amount CO2 has recorded 340 ppm. 

And it is also noticeable that the CO2 data shows the distribution throughout the time is 

irregular as it strongly depends on the occupancy in the room. 
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Figure 25: CO2 (PPM) at Room-201 

The figure-25 indicates the dataset for CO2 sensor is also well distributed though the sensor 

reading varies every month. There is no inconsistency except the missing value and the un-

knowns. The following bar charts are showing the number of sensor reading by month and 

the number of unknown reading by month for room-201. 

 

Figure 26: Reading and the unknown data at Room-201 

The recording of CO2 sensor goes above 2000 ppm (figure-25) for 898 times and also 

reached threshold values 2550 ppm for 35 times. It indicates the reading may goes above 

2550 ppm. According to the German standard of CO2 for indoor environment, the CO2 

should not cross 2000 ppm which considered hygienically unacceptable. Moreover, it’s rec-

ommended to keep it below 1000 ppm and step required if it shows the range between 

1000-2000 ppm. The following figure is showing the CO2 distribution above 2000 ppm. Af-

ter observing the dataset in day level in two different days in two different months, CO2 

concentrations above 2000 ppm mostly happened on Tuesday and Thursday. 

 

Figure 27: CO2 reading above 2000 ppm 
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Brightness 

The sensor recorded 37699 reading which is maximum reading among all four sensors in 

the room.  The figure-28 is showing maximum reading for this sensor is 1020 lux, which is 

the upper threshold for this sensor. The 1020 repeated many times from the beginning till 

the end. And the minimum reading for the sensor goes to 0 at night time mostly. The number 

of total readings for this sensor is 2-4 times higher than the other three sensors in this room. 

 

Figure 28: Brightness (Lux) at Room-201 

Here the number of unknown data is also 44 though the sensor has recorded the maximum 

reading in this room. The data recording rate is higher in the summer compare to winter as 

light varies more in the summer time. The following bar chart is showing the total number 

of sensor readings by month. From April to August the sensor recoded around 5000 data in 

each month. And in winter time the recording is around 1500, which is very less compare 

to summer time. The sensor data also shows a similar distribution of unknowns with other 

sensor installed in this room. 

 

Figure 29: Reading and the unknown data at Room-201 
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3.3.2 Room 202 

Temperature 

In this room the total number of the reading for the temperature sensor is 10495, which is 

higher compare to the room 201. The temperature range between 16°C and 32.2°C (figure-

30). The room is more exposed to the sunlight which may occur the higher number of the 

sensor reading. The following figure also shows some reading for temperature fall down 

rapidly. But it cannot be considered as outlier because it has not exceeded the given range. 

 

Figure 30: Temperature (°C) at Room-202 

The temperature of this room exceeds the comfort level. Like the room 201, this room tem-

perature also goes above 28°C but this happened fewer times compare to room 201. The 

recording of the temperature reading mostly similar in every month (figure-31). The un-

known for this sensor is also 44 and the distribution of this unknown similar to the previous 

sensors. 

 

Figure 31: Reading and the unknown data at Room-202 

Humidity 

The sensor reading for humidity sensor is 7869. The minimum humidity reading is 13% and 

the maximum is 55% (figure-32). The difference between temperature and humidity 

reading is higher in this room. The relative humdity of this room is also below 30% for the 

time being. The figure also shows that, only in summer time the huimidity level goes above 

40% which is recommended for the human comfort.  
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Figure 32: Humidity (%) at Room-202 

The total reading of humidity in this room is higher than the room 201 and the unknown 

reading is same as previous sensors also the monthly count of it (figure-33). This sensor 

data is consistent and there is no outlier in it but missing value like previous sensors. The 

monthly count of the sensor reading also varies with the time. 

 

Figure 33: Reading and the unknown data at Room-202 

CO2 

Total reading is 15751 for this sensor. The maximum CO2 reading is 2550 ppm and the min-

imum is 360 ppm. From June to September the CO2 concentration in this room is in accepta-

ble range (<2000 ppm).  

 

Figure 34: CO2(PPM) at Room-202 
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The reading above 2000 ppm in this room also noticeable also the threshold value of the 

sensor. A total of 554 reading goes above 2000 ppm among these 22 reading is 2550 ppm. 

This sensor shows that the maximum data has been recorded in the month of January as the 

total CO2 concentration is higher in this month compare to others. This sensor data also 

well distributed and there is no outlier in this dataset. This dataset also has missing value 

and the unknowns which considered as inconsistency.  

 

Figure 35: Reading and the unknown data at Room-202 

Brightness 

Brightness sensor in this room also recoded highest reading which is 38857.  Maximum 

value for the brightness is 1020 lux and minimum is 0 lux. The following figure shows that, 

the higher lux value in winter season in this room, that is the difference of this room 

compare to previous rooms. 

 

Figure 36: Brightness (Lux) at Room-202 

The sensor readings for brightness as usual the highest. The sensor recorded most reading 

in the summer times and the brightness is less compare to the winter season. One more 

thing in this sensor is noticeable that the month of February and September has the mini-

mum sensor reading because of missing value and incomplete data. The unknown value for 

this sensor is also 44 and the distribution of the unknows are similar to the previous sensor 

(figure-37). 
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Figure 37: Reading and the unknown data at Room-202 

 

3.3.3 Room 204 

Temperature 

Total reading for this sensor 3845. This sensor has recorded very less reading compare to 

room 201 and 202. The temperature range between 15°C and 30°C which is almost in the 

acceptable range. The temperature reading for this sensor also follows the pattern of the 

previous sensor. From the following figure it can be observed that, in this dataset there is 

no rapid increase or decrease of temperature.  

 

Figure 38: Temperature (°C) at Room-204 

The recorded data for this sensor has similar distribution in the whole months except the 

month of February and September. This is one of the least data recorded sensor but the 

unknown value for this sensor also 44. There is no other inconsistency has found except the 

missing data and the unknown values. 
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Figure 39: Reading and the unknown data at Room-204 

Humidity 

Total reading 3592. The range humditiy is in between 9% and 49%. This room the humdity 

level is very low also the sensor reading. The data distribution in the chart also shows that, 

the dataset of the sensor is not varies that much. The humdity level of this room is not in the 

comfortable range. The following chart indicates that, the humdity stayed below 30% most 

of the time. 

 

Figure 40: Humidity (%) at Room-204 

The sensor of humidity recorded the reading throughout the time has similarity although 

the recording rate is very low. This sensor also has the unknowns and the missing values 

(figure-41). 

 

Figure 41: Reading and the unknown data at Room-204 
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CO2 

Reading for the CO2 concentration is 4827. Here the maximum reading is 1540 ppm and the 

minmium reading is 240 ppm. Like the other two sensor the CO2 sensor reading is also very 

less in this room. Here in the following figure, it’s noticeable that the sensor reading has’t 

gone beyond the acceptable limit. The CO2 concentration in this room mostly stayed below 

1000 ppm, which is recommended for good hygiene.  

 

Figure 42: CO2(PPM) at Room-204 

In this room the reading for the CO2 sensor showed the similar distribution. As the concen-

tration of CO2 is very low, the reading of the sensor is very less. This sensor has also the 

unknowns and the missing values which considered as inconsistency of the dataset (figure-

43) 

 

Figure 43: Reading and the unknown data at Room-204 

 

Brightness 

The sensor recorded 42101 reading and the maximum reading is 1020 lux and the minimum 

reading is 0. The lux value mostly higher in comparison with other sensor. From the plan it 

can be observed that this room is exposed to the sun most of the time of the year.  
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Figure 44: Brightness (Lux) at Room-204 

The lux value also reached the upper threshold for many times in this room. From following 

bar chart, it can be observed that, the record of the sensor reading is higher in the summer 

months compared to the winter. This sensor has also 44 unknowns. 

 

Figure 45: Reading and the unknown data at Room-204 

 

3.3.4 Room 210 

Temperature 

Total reading for this sensor is 2839. The maximum temperature is recorded 29.8°C and the 

minimum temperature is 15°C (figure-46). This sensor data distribution with times shows 

a good comfort range excepts the summer times. There are some rapid changes can be ob-

served in the chart but it’s in the range and the consecutive data has also have the rapid 

change.   
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Figure 46: Temperature (°C) at Room-210 

The rate of change of temperature in this room is very low as it recorded least amount of 

reading. The following bar chart shows, the collection range is almost similar except Febru-

ary due to missing data and September because only nine days data has been collected. This 

dataset is free from outlier. The number of unknowns in this sensor is 44, and the distribu-

tion of unknowns is similar to the other sensor (figure-47). 

 

Figure 47: Reading and the unknown data at Room-210 

 

Humidity 

This sensor has recoreded a total 3387 reading. The total reading of this sensor is also very 

low compare to other sensor. The maximum humdity recorded 54.5% and the minimum 

humidity in this room is 13.5% (figure-48). The humdity level in this room is not in the 

comfortable range. The change of humdity in the room has not exceded the given range and 

there is no noticable abnormal situation obsereved in the dataset. 

 



 30 

 

 

Figure 48: Humidity (%) at Room-210 

Here the following bar chart is showing the number of readings recorded by the sensor by 

month. Also, the unknown reading by month. The total number of unknowns in this sensor 

is 44. 

 

Figure 49: Reading and the unknown data at Room-210 

CO2 

Total reading for this sensor is 3942. The maximum CO2 concentration for this room is 2090 

ppm and the minimum is 390 ppm (figure-50). This room has very few changes in CO2 

concentration compare to other rooms specially room 201 and 202. Besides that the CO2 

distributtion range stayed in acceptable range, except few reading which goes beyond 2000 

ppm. 

 

Figure 50: CO2(PPM) at Room-210 
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During the winter the CO2 concentration is higher compare to summer season. The dataset 

contains with the missing values and the unknowns. There are some sudden increases of 

the reading can be observed in the chart but it cannot be considered as outlier. The reason 

behind the sudden increase or fall could be the reason of occupancy increase or decrease in 

the room. The following chart is showing the normal and unknown reading distribution by 

months. 

 

Figure 51: Reading and the unknown data at Room-210 

 Brightness 

The total number of reading is 53985. Here the maximum reading for brightness is 1020 lux 

and minimum brightness is 0 (figure-210). The upper threshold value 1020 lux  came 937 

times. As usual, the brightness sensor recorded the maximum number of the reading in this 

room. The reading shows that it is in comfortable range though the lux value exceeds the 

required brightness for the office work. 

 

Figure 52: Brightness (Lux) at Room-210 

This dataset is free of outliers. The missing values and unknows of the dataset are observed 

as previous sensors. The following chart is showing the normal and unknown reading dis-

tribution by months. 
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Figure 53: Reading and the unknown data at Room-210 

3.3.5 Room 213 

Temperature 

The sensor has recorded a total number of 5032 reading. The maximum temperature has 

recorded 51°C and the minimum temperature has recorded as 16.4°C. Here a noticeable 

temperature reading has observed which is 51°C (figure-54).  

 

Figure 54: Temperature (°C) at Room-213 

From the following bar chart, it can be observed that the data recording varied a lot with 

the time. The noticeable difference of data recoding can be observed between the summer 

and winter season. Here the orientation of the room has played a very important role in the 

monthly recording. As the room is not exposed to the sun therefore change of temperature 

is very less in the winter season. The unknowns for this sensor is also 44 and the distribu-

tion is similar to other sensors. 

 

Figure 55: Reading and the unknown data at Room-213 
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On July 5th the sensor has recorded the temperature 51°C which is the maximum threshold 

for the sensor (figure-56). The other readings of this sensor stayed below 30°C. So, it is con-

sidered as a point outlier. 

 

Figure 56: Point outlier in Temperature dataset at Room-213 

Humidity 

Total reading for this sensor 8622. The maximum reading for humidity is 84% and the min-

imum humidity is 23% (figure-57). This room humidity is in the range of comfort mostly. 

 

Figure 57: Humidity (%) at Room-213 

This sensor has recorded a good amount of reading compare to the previous room. The sen-

sor data is well distributed except one data point (figure-58). This sensor has an outlier also 

the missing values and the unknown data. 

 

Figure 58: Reading and the unknown data at Room-213 
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Here in the following figure, it is showing on 10th October the humidity reading is 84% and 

the consecutive data below 45%. The outside humidity at the same time was 74.84%. So, it 

considered as outlier in the dataset.  

  

Figure 59: Humidity comparison with weather data 

CO2 

Total recorded data for this sensor is 15849. The maximum value for CO2 sensor is 2050 

ppm and the minimum value is 410 ppm (figure-60). The following figure shows that, the 

sensor recoded the higher value of CO2 concentration in the winter time compare to 

summer. The data has a good distribution. It hasn’t gone beyond the acceptable limit except 

few days.  

 

Figure 60: CO2(PPM) at Room-213 

The sensor recorded higher number of readings compare to the previous room. This sensor 

has the missing values and also the similar number of unknowns as previous (figure-61). 

The unknown value distribution in every month has also the similarity with the other sen-

sors. 

 

Figure 61: Reading and the unknown data at Room-213 
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Brightness 

Total reading for this sensor is 36935. The maximum value is 1020 lux and the minimum 

for this sensor is 0 (figure-62). The sensor data shows, it reached the maximum threshold 

value (1020 lux) for 84 times. In the winter time the lux value were almost half compare to 

the summer times.  

 

Figure 62: Brightness (Lux) at Room-213 

The sensor has no outliers and the dataset is well distributed. Likewise, the sensor has the 

missing values and the unknown values like other sensors. 

 

Figure 63: Reading and the unknown data at Room-213 

 

3.4 Comparison of Brightness sensor data 

As the brightness sensor reading is directly related to the sunlight the number of recordings 

of this sensor is huge compare to the other sensor installed in each room. To give a clear 

explanation, two different rooms are selected among these two rooms, one is mostly ex-

posed to the sunlight and another is totally out of direct sunlight. The data recording in 

brightness sensor in room 204 and 213 has shown a noticeable difference (figure-64 &65). 

The room 204 is exposed to sun throughout the year. As a result of that the data recording 

in the sensor has shown higher lux value also reached the maximum threshold even in the 

winter time.  
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Figure 64: Brightness (room-204) 

On the other hand, the brightness sensor placed in the room 213 has shown the difference 

in data recording (figure-65). In the winter season the reading mostly stayed below 500 lux. 

Even in the summer season the lux value is not as much as compare to the room 204.  

 

Figure 65: Brightness (room-213) 

After anylzing the sun direction in response to the institute building for whole year, it can 

be obseved that the room 204 (left) exposed to the sun for all the time which produces 

higher lux values. On the contrary the room 213 (right) has no option to get the direct 

sunlight (figure-66). (Here the photo taken at 12PM on June 3rd for both room which is a 

random selection to visualize the situation, other date time can be taken to verify the above 

mention statement).  

 

Figure 66: Sun path in response to two different rooms 
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3.4.1 Placement of brightness sensor 

Sensor placement has large impact on produced data, especially in brightness sensor. Here 

a comparison of sensor data with the placement has explained. In room 201, sensor has 

placed two different place and data is being observed. The recorded data for placement 

(left) 280 lux and the reading for second placement (right) recorded 156 lux (figure-67). A 

small change has given a huge different in data reading. Even the placement of the sensor in 

some place can also cause the reading as 0 due to the absence of light.   

 

Figure 67: Sensor placement 

3.4.2 Correct way to place brightness sensor 

The sensor records the value of lux. Lux indicate how much light fall in a particular surface. 

By placing the sensor in the table light (lumen) is directly falling to the sensor and the sensor 

is producing the data which is in correct. The sensor should be placed in the ceiling or wall 

which will record the lux value for the light. Here, the problem with battery and charging of 

battery of sensor in institute building. The sensor has battery which is charged by the sun-

light. Placing the sensor on the ceiling or wall will hinder the charging system. There are 

two possible solutions for this. (1) Changing the sensor with a sensor which can be con-

nected with electrical wire or fully depend on the battery. (2) Placing the available sensor 

in 2-3 different place and then fusion of multi-sensor a single reading can be recorded for 

that specific room.  

3.5 Possible reason for sensor data inconsistency  

Shutdown of the system: A complete shutdown of the sensor system for certain days for 

maintenance produce the incomplete or missing data which is considered as Inconsistency 

in dataset. In the given dataset has missing data which is due to the complete shutdown of 

the system. 

System rebooting: System rebooting also a reason for data inconsistency. When system goes 

for reboot, the sensor does not record the data and produce “unknown” instead a numerical 

value. 

Battery problems: Battery failure or depletion is another reason for power outages. When a 

battery is not producing enough power, there are two potential causes: (1) insufficient bat-

tery charge, and (2) hardware failure of the battery.  

Connection failure: Connection failure or pause also caused the inconsistency in sensor 

reading. 
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External attack: Security threat (external attack on sensor server) could be the reason of 

data anomalies.  

Placement of sensor: Placement of sensor plays a very important role of sensor reading. In 

a room, if sensor placed close to the window or to the heater which can produce some ab-

normal reading due to closeness of heat source.  
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4 Solution for data inconsistency 

4.1 Point outlier and Unknowns 

Point outlier is found in the temperature sensor and humidity sensor in room 213. The un-

known reading is found in every sensor. 

4.1.1 Deletions 

If an outlier value results from a data input error, a data processing error, or a small number 

of outlier observations, we delete the observation. To get rid of outliers, we can also trim at 

both ends. The unknowns are available in all 20 sensors and the number of unknown distri-

butions in all months are the same. The following table consists of timestamp and the sensor 

reading of the temperature sensor in room 201. In sensor reading, some reading are show-

ing as ‘unknown’ that is considered as outlier. 

SensorReference TimeStamp SensorReading 
sensor.sr04_01_temp 10/8/21 12:14 PM unknown 
sensor.sr04_01_temp 10/8/21 12:29 PM unknown 
sensor.sr04_01_temp 10/8/21 12:45 PM 25.2 
sensor.sr04_01_temp 10/8/21 1:17 PM unknown 
sensor.sr04_01_temp 10/8/21 1:19 PM 25.4 
sensor.sr04_01_temp 10/8/21 1:19 PM unknown 
sensor.sr04_01_temp 10/8/21 1:35 PM 25.8 
sensor.sr04_01_temp 10/8/21 1:47 PM 27 
sensor.sr04_01_temp 10/8/21 1:52 PM 27.4 
sensor.sr04_01_temp 10/8/21 2:09 PM 28 
sensor.sr04_01_temp 10/8/21 2:25 PM 28.2 
sensor.sr04_01_temp 10/8/21 2:42 PM 28.4 

Table 3: Original Dataset (sample) 

Above mentioned unknown reading can be deleted from the dataset as the dataset contain 

with large number of sensors reading. The following table is showing the dataset after the 

deletion of outlier. 

SensorReference TimeStamp SensorReading 

sensor.sr04_01_temp 10/8/21 12:45 PM 25.2 

sensor.sr04_01_temp 10/8/21 1:19 PM 25.4 

sensor.sr04_01_temp 10/8/21 1:35 PM 25.8 

sensor.sr04_01_temp 10/8/21 1:47 PM 27 

sensor.sr04_01_temp 10/8/21 1:52 PM 27.4 

sensor.sr04_01_temp 10/8/21 2:09 PM 28 

sensor.sr04_01_temp 10/8/21 2:25 PM 28.2 

sensor.sr04_01_temp 10/8/21 2:42 PM 28.4 
 

Table 4: Dataset after deletions 

Outlier is observed in the temperature and humidity sensor in room 213. The temperature 

sensor has given a reading of 51°C which is an outlier (table-5). The previous reading of 
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51°C was 25.2°C which was just 17 minutes earlier recorded. And after the reading of 51°C 

it was 26 °C that one also took 17 minutes. So, this sudden increase obviously an outlier. 

SensorReference TimeStamp SensorReading 

sensor.sr04_05_temp 7/5/22 8:53 AM 25.2 

sensor.sr04_05_temp 7/5/22 9:10 AM 24.8 

sensor.sr04_05_temp 7/5/22 10:00 AM 24.6 

sensor.sr04_05_temp 7/5/22 10:16 AM 25.2 

sensor.sr04_05_temp 7/5/22 10:33 AM 51 

sensor.sr04_05_temp 7/5/22 10:50 AM 26 

sensor.sr04_05_temp 7/5/22 11:33 AM 26.4 

sensor.sr04_05_temp 7/5/22 11:56 AM 26.6 

sensor.sr04_05_temp 7/5/22 12:46 PM 26.4 

Table 5: Outlier in temperature sensor 

The sensor recorded a single abnormal value and the total reading for this sensor is 5032. 

As a solution the single outlier data can be deleted from the dataset. The following table is 

showing the dataset after the deletion of point outlier. 

SensorReference TimeStamp SensorReading 

sensor.sr04_05_temp 7/5/2022 8:53 25.2 

sensor.sr04_05_temp 7/5/2022 9:10 24.8 

sensor.sr04_05_temp 7/5/2022 10:00 24.6 

sensor.sr04_05_temp 7/5/2022 10:16 25.2 

sensor.sr04_05_temp 7/5/2022 10:50 26 

sensor.sr04_05_temp 7/5/2022 11:33 26.4 

sensor.sr04_05_temp 7/5/2022 11:56 26.6 

sensor.sr04_05_temp 7/5/2022 12:46 26.4 

Table 6: Dataset after outlier deletion  

The humidity sensor also recorded a reading of humidity 84% though the outside humidity 

was 74.8% on that time. In addition to that the reading before 84% was 44% and after the 

reading it was 43.5% (table-7). So, it is also an outlier in the dataset. 

SensorReference TimeStamp SensorReading 

sensor.sr04_05_hum 10/8/21 8:38 PM 44.5 

sensor.sr04_05_hum 10/8/21 10:01 PM 45 

sensor.sr04_05_hum 10/8/21 10:18 PM 44.5 

sensor.sr04_05_hum 10/9/21 2:28 AM 44 

sensor.sr04_05_hum 10/9/21 4:58 AM 84 

sensor.sr04_05_hum 10/9/21 5:15 AM 43.5 

sensor.sr04_05_hum 10/9/21 7:45 AM 43 

sensor.sr04_05_hum 10/9/21 9:08 AM 42.5 

sensor.sr04_05_hum 10/9/21 9:25 AM 42 

Table 7: Outlier in humidity sensor 

 

 



 41 

 

The above-mentioned outlier can simply be deleted like the temperature dataset. The fol-

lowing table is showing the dataset after the deletion of point outlier. 

SensorReference TimeStamp SensorReading 

sensor.sr04_05_hum 10/8/21 8:38 PM 44.5 

sensor.sr04_05_hum 10/8/21 10:01 PM 45 

sensor.sr04_05_hum 10/8/21 10:18 PM 44.5 

sensor.sr04_05_hum 10/9/21 2:28 AM 44 

sensor.sr04_05_hum 10/9/21 5:15 AM 43.5 

sensor.sr04_05_hum 10/9/21 7:45 AM 43 

sensor.sr04_05_hum 10/9/21 9:08 AM 42.5 

sensor.sr04_05_hum 10/9/21 9:25 AM 42 

Table 8: Dataset after outlier deletion 

4.1.2 Imputation 

We can also impute outliers, just like we do with missing values. The mean, median, and 

mode imputation methods are available. We should determine whether the outlier is artifi-

cial or natural before imputing values. We can use imputing values if it is artificial. We can 

also anticipate the values of an outlier observation using a statistical model, and then we 

can impute the observed values to the predicted values. 

For point outlier and unknown reading mean imputation is also a solution. In the dataset, 

by calculating the mean value of the available temperature reading, it is replaced with out-

liers. The following table showing the that, the temperature reading 51°C is replaced by the 

mean value (25.65°C) of the dataset. 

SensorReference TimeStamp SensorReading 

sensor.sr04_05_temp 7/5/22 8:53 AM 25.2 

sensor.sr04_05_temp 7/5/22 9:10 AM 24.8 

sensor.sr04_05_temp 7/5/22 10:00 AM 24.6 

sensor.sr04_05_temp 7/5/22 10:16 AM 25.2 

sensor.sr04_05_temp 7/5/22 10:33 AM 25.65 

sensor.sr04_05_temp 7/5/22 10:50 AM 26 

sensor.sr04_05_temp 7/5/22 11:33 AM 26.4 

sensor.sr04_05_temp 7/5/22 11:56 AM 26.6 

sensor.sr04_05_temp 7/5/22 12:46 PM 26.4 

Table 9: Temperature dataset after mean imputation 

The method can be applied for all unknowns and also for the outlier in humidity sensor as 

a solution. 

 

4.2 Missing value 

When the missing data is very few, a simple imputation (mean, median, mode) can be use. 

But in the institute dataset, the data is missing for a long time. As a result, other imputation 

technique is considered in the study. 
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Limitations 

-There is no previous year dataset to compare and find the relations with current dataset. 

-The timestamp is also missing due to complete shutdown of the system. 

-Weather data: The relation in between outdoor temperature and indoor temperature is not 

linear. When the outside is warm compare to indoor, there is a strong relation in between 

outdoor and indoor temperature but cooler temperature in outdoor has a weaker correla-

tion [55]. The humidity has strong relation with the temperature; therefore, weather data 

cannot be used in indoor data prediction. The CO2 value completely depend on the occu-

pancy, ventilation etc. and the brightness depend on the orientation of the building, artificial 

light in the room. So outdoor data cannot be used in imputation of indoor data. 

 Due to above-mentioned limitations, forecasting is an option for the solution. Here three 

approximate methods have applied for the data prediction. Three methods (Linear regres-

sion, exponential smoothing and ARIMA model) a gave us the approximate value for the 

missing fifteen days (15th February to 1st March in 2022) and two days (30th October to 2nd 

November in 2021).  

4.2.1 Linear regressing model 

Linear regression is an attempt to model the relationship between two variables by fitting 

a linear equation to observed data, where one variable is considered to be an explanatory 

variable and the other as a dependent variable[56]. 

Why linear regression for prediction? 

-Linearity: The linear regression model forces the prediction to be a linear combination of 

features. 

-Normality: It is assumed that the target outcome given the features follows a normal dis-

tribution. 

-Independence: It is assumed that each instance is independent of any other instance. 

-Fixed features: The input features are considered “fixed”. Fixed means that they are treated 

as “given constants” and not as statistical variables.  

y=m*x+c 

Here, 

❖ y is the predicted value of the dependent variable (y) for any given value of the in-

dependent variable (x). 

❖ c is the intercept, the predicted value of y when the X is 0. 

❖ m is the regression coefficient – how much we expect y to change as x increases. 

❖ x is the independent variable (the variable we expect is influencing y). 

m (Slope) 

m = r*(Sx/Sy) 

Here, r is Pearson Correlation coefficient 

 Sx is Standard deviation of X samples 



 43 

 

 Sy is standard deviation of Y samples 

c (Y-intercept) 

c = 𝒚̅ − 𝒎 ∗ 𝒙 

     Here, 𝑦̅ is the mean of the y samples 

  𝑥̅  is the mean of the x samples 

 
Correlation coefficient (r) is used to measure how strong a relationship is between two var-

iables. There are several types of correlation coefficient, but the most popular is Pear-

son’s. Pearson’s correlation (also called Pearson’s R) is a correlation coefficient commonly 

used in linear regression. 

 

A standard deviation (or s) is a measure of how dispersed the data is in relation to the mean. 

Low standard deviation means data are clustered around the mean, and high standard de-

viation indicates data are more spread out. 

 

Here a sample dataset has been used to illustrate Linear Regression model. The dataset con-

tains with dependent variable (y) and independent variable (x). Then a scatter chart has 

drowned. In scatter chart linear regressing line also added, through the added line an un-

known value of dependent variable can be calculated. For the calculation of the dependent 

variable with the help of independent variable, a detailed procedure is given in Table 9 and 

Table 10. 

 

Table 10: Sample dataset and scatter distribution 
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Table 11: Procedure for Linear regression (1) 

 

 

Table 12: Procedure for Linear regression (2) 

 

In the institute dataset, the data is missing from 15th February to 1st March in 2022. With 

the help of dataset from 1st February to 14th February from temperature sensor of room 20, 

a regression line has drowned by extending the regression line with assumed time series 

(independent variable), the next 15 days sensor reading has approximated (figure-69). The 

increase and decrease of datapoints in the following figure showing the actual reading from 

the sensor and the straight line is indicating the prediction for missing data. The same 

method applied for the 20 sensor and the approximation has done for missing data. 

N X Y

1 1 4 -4.5 -9.7 43.65 20.25 94.09

2 2 12 -3.5 -1.7 5.95 12.25 2.89

3 3 8 -2.5 -5.7 14.25 6.25 32.49

4 4 12 -1.5 -1.7 2.55 2.25 2.89

5 5 16 -0.5 2.3 -1.15 0.25 5.29

6 6 14 0.5 0.3 0.15 0.25 0.09

7 7 10 1.5 -3.7 -5.55 2.25 13.69

8 8 15 2.5 1.3 3.25 6.25 1.69

9 9 22 3.5 8.3 29.05 12.25 68.89

10 10 24 4.5 10.3 46.35 20.25 106.09

5.5 13.7 138.5 82.5 328.1

  −    ̅    −    ̅    −    ̅    −    ̅    −    ̅     −    ̅   

m = r*(Sx/Sy) y= m*x+c

6.1454550.841820861 6.037843618 3.027650354 1.678787879 4.46666667

r =
    ̅ ∗    ̅ 

     ̅  ∗    ̅   𝑦  
  𝑥 − 𝑥̅  

 −  
 𝑦  

  𝑦 − 𝑦̅  

 −  
c 𝑦-m*   ̅
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Figure 68: Linear regression for prediction (1) 

The second dataset is missing from 30th October to 2nd November in 2021. To predict the 

missing data, five days data (26th October to 30th October) is taken from the temperature 

sensor of room 202. In this forecasting, one hour interval is considered in timestamp. By 

applying the linear regression in the dataset, the missing dataset is predicted (figure-70). 

 

Figure 69: Linear regression for prediction (2) 

Above mentioned method has limitation, the regression line showing the upward trend. But 

in practical distribution, there should be ups and downs with the time. To solve the problem 

a new approach of forecasting with exponential smoothing has implemented. 

 

4.2.2 Forcasing by Exponential Smoothing 

The algorithm used behind the forecasting is exponential smoothing. “Exponential smooth-

ing is a rule of thumb technique for smoothing time series data using the exponential win-

dow function. Whereas in the simple moving average the past observations are weighted 

equally, exponential functions are used to assign exponentially decreasing weights over 

time”[57].  
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The simple formula for exponential smoothing[58]. 

 

Here, Ft+1 is the forecast value for the time t+1 

 At is the actual value at time t 

 And α is the smoothing constant 

In exponential smoothing there are two different algorithm (1) seasonal data (ETS AAA) 

and (2) non seasonal data (ETS AAN) also introduced in the method. ‘The seasonal algo-

rithm (ETS AAA) models the time series using an equation that accounts for additive error, 

additive trend, and additive seasonality. This algorithm is also popularly known as the Holt-

Winters algorithm, after the researchers who described the characteristics of the model. 

The non-seasonal algorithm (ETS AAN) uses a simpler equation to model the time series, 

which includes only a term for additive trend and additive error, and does not consider sea-

sonality at all. We assume data values increase or decrease in some way that can be de-

scribed by a formula, but that the increase or decrease is not cyclical” (Microsoft). 

Application in institute dataset: 

The data recorded in the institute has not regular interval. The system uses discrete method 

to record the data. It means when a change is occurred in the environmental components 

the sensor records the data. As the sensor is powered by the battery and also with the direct 

connection of electricity, it is necessary to consider the power requirement and consump-

tions. Therefore, the discrete time series method is taken into account. The regular time 

interval in the system required more power supply compare to irregular time series as it 

records more data. In addition to that the regular time series has some issues; like, if the 

interval of the reading is large, there is a possibility of missing important reading. And if the 

interval of regular time series is small, the total number of readings will be higher compare 

to discrete time series. As a result, the discrete method has been used in the institute to 

record the sensor data. 

 

Table 13: Original (irregular) dataset (left), regular dataset (right) 

 

TimeStamp SensorReading TimeStamp SensorReading

2/1/22 12:37 AM 20.4 2/1/22 12:37 AM 20.4

2/1/22 1:10 AM 20.6

2/1/22 1:27 AM 20.8 2/1/22 1:27 AM 20.6

2/1/22 2:17 AM 20.8

2/1/22 2:34 AM 20.6

2/1/22 3:07 AM 20.4 2/1/22 3:08 AM 20.4

2/1/22 3:57 AM 20.6 2/1/22 3:58 AM 20.6

2/1/22 4:14 AM 20.8

2/1/22 4:47 AM 21 2/1/22 4:48 AM 21

2/1/22 5:04 AM 20.8

2/1/22 5:20 AM 21

2/1/22 5:37 AM 21.2 2/1/22 5:39 AM 21.2
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To use the exponential smoothing method, it is required the time series with equal interval 

between two readings. Therefore, the data from institute has changed from the irregular 

dataset to regular dataset (table-13).  

The dataset is about 15 days (15th of February to 1st March in 2022) from the temperature 

sensor of room 202. The total reading is divided by 15 days. The average time interval is 

about 50 minutes therefore in the regular time series the interval between two readings is 

50 minutes. The following figure is showing the actual data by blue line and the predicted 

value by red line. In forecasting section, the figure is also showing the lower boundary value 

and upper boundary value for each datapoints.  

 

Figure 70: Forecasting missing value (1) 

By exponential smoothing the forecasted value is generated from the previous value. More-

over, it also produces the maximum and minimum reading for each forecasted data (table-

14). 

TimeStamp Forecast Higher Boundary Lower Boundary 

2/15/2022 11:54 22.87 23.3 22.43 

2/15/2022 12:44 22.99 23.53 22.44 

2/15/2022 13:34 23.01 23.65 22.38 

2/15/2022 14:24 23.12 23.84 22.4 

2/15/2022 15:14 22.78 23.57 22 

2/15/2022 16:04 22.98 23.83 22.13 

2/15/2022 16:54 22.58 23.49 21.66 

2/15/2022 17:44 22.5 23.46 21.53 

2/15/2022 18:34 22.33 23.35 21.32 

2/15/2022 19:24 22.35 23.42 21.29 

2/15/2022 20:14 22.36 23.47 21.25 

2/15/2022 21:04 22.16 23.32 21.01 

2/15/2022 21:54 22.16 23.36 20.96 

2/15/2022 22:44 22.16 23.4 20.92 

2/15/2022 23:34 22.12 23.4 20.84 
 

Table 14: Dataset after forecasting (1) 
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The similar method also applied for the missing dataset on October 30th to November 2nd in 

2021. In this case five days temperature data is taken (26th October to 30th October) from 

temperature sensor in room-202. By converting the irregular time series to regular time 

series, the forecasting is done (figure-71). 

 

Figure 71: Forecasting missing value (2) 

The following table is showing the forecasted value along with the Higher boundary and 

Lower boundary of each prediction.  

TimeStamp Forecast 
Higher   

Boundary 
Lower 

Boundary 

10/31/21 12:25 AM 23.86 24.13 23.59 

10/31/21 1:05 AM 23.92 24.27 23.58 

10/31/21 1:44 AM 23.94 24.34 23.54 

10/31/21 2:24 AM 24.34 24.80 23.88 

10/31/21 3:04 AM 24.14 24.64 23.64 

10/31/21 3:43 AM 23.94 24.48 23.41 

10/31/21 4:23 AM 23.75 24.31 23.18 

10/31/21 5:03 AM 23.55 24.15 22.95 

10/31/21 5:42 AM 23.35 23.97 22.72 

10/31/21 6:22 AM 23.35 24.01 22.69 

 Table 15: Dataset after forecasting (2) 
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4.2.3 ARIMA Model 

The ARIMA (Auto Regressive Integrated Mean Average) methodology is a statistical method 

for analyzing and building a forecasting model which best represents a time series by mod-

eling the correlations in the data. ARIMA models only require past data from a time series, 

they can generalize forecasts and boost prediction accuracy while still maintaining a com-

pact model [59]. The study [60] explained two major terms of ARIMA model in following: 

(1) The data are differenced in an autoregressive integrated moving average model to make 

it stationary. A model that demonstrates stationarity demonstrates that the data remain 

constant across time. The goal of differencing is to eliminate any patterns or seasonal struc-

tures that are present because most economic and market data exhibit trends. (2) Season-

ality, or when data exhibit recurring, predictable trends over the course of a year, may have 

a negative impact on the regression model. Many of the calculations throughout the process 

cannot be performed with great efficiency if a trend develops and stationarity is not obvious. 

According to [61] an ARIMA model is characterized by 3 terms: p, d, q. Where p is the order 

of the Auto Regressive term, q is the order of the Moving Average term and d is the number 

of differencing required to make the time series stationary. 

Steps for the model: 

1. Different Python library is called for data reading, and plotting the data for visuali-

zation.  

2. Then adfuller (ADF) test is being executed for checking the stationarity of the da-

taset. In the study case the p value for the dataset is .000172 which indicates the 

dataset is stationary. 

3. By using the ARIMA model of python, the p, d, q values are calculated. In this case, 

the p, d, q values are (3,1,2) considered as the best model for the dataset. 

4. The dataset contains 280 sensor readings. Among these last 100 points are taken as 

the training dataset. Then the dataset is compared with the predicted data. Here the 

difference between the actual and predicted data is noticeable. 

5. Then root mean squared error is calculated for the model. The RMSE value in this 

case is 0.57. 

6. Finally, the time interval is introduced in the model and future prediction is done 

for the given dataset. Here the model predicted few values from 15th February which 

has a variation the reading. Then it produced the similar reading for the future. 
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Python code for the model: 
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5 Conclusion and Future Work 

5.1 Conclusion and discussion 

The study investigated the dataset from the institute (Nürnberger-Ei) by sensor and room 

perspective. Each dataset of a sensor has analyzed individually and inconsistency checking 

is done by visualization with comparison of weather station data. In addition to that, the 

comparison of data with the standard regulation for temperature, humidity, CO2 and bright-

ness is also done in this study.  The research has found some abnormal situation like un-

knowns and missing data for all twenty different sensors. The outlier is found in the Humid-

ity and Temperature sensor in room 213. Furthermore, some sensor reading reached the 

upper threshold of a sensor. The CO2 sensor and the brightness sensor of the room 201 and 

202 reached the upper threshold 2550 ppm and 1020 lux respectively. The brightness sen-

sor for room 204, 210 and 213 also reached the upper threshold of the sensor reading. Ac-

cording to the humidity sensor data, the indoor humidity for all five different rooms is below 

the required comfort range. Therefore, the installation of humidifier is suggested to ensure 

healthy indoor environment. According the “German Committee on Indoor Air Guide Val-

ues” the CO2 concentration must be below 2000 ppm in indoor environment but the CO2 

sensor reading for the room 201 and 202 crossed the hygiene limit. As a consequence, the 

existing ventilation system (windows) need to be more functional or additional ventilation 

can be implemented. In brief, the dataset for the institute has very few unknowns and two 

noticeable outliers which is solved in this research. One major problem was missing value, 

which has also been discussed, and a few methods are being used to solve the issue. As a 

result, the method can be applied for similar data problems in other buildings. 

5.2 Future Work 

The missing value imputation is done by the method linear regression which has not fulfill 

our expectations. Then, a forecasting tool has been used to predict the future value. It 

worked apparently better compare to other two methods, but the procedure was manual. 

Machine learning approach also taken into account by ARIMA model. This algorithm also 

worked well but the existing data has lot of variations. Therefore, the algorithm prediction 

has given the same value after few steps. A better model can also be searched and imple-

mented for the future data prediction. As Power-Bi approach (exponential smoothing) gave 

the more appropriate solution, this approach can be applied with machine learning with 

others considerations and make a fully automated system to execute the prediction.  For 

outlier and unknown detection and imputation machine learning or AI can be implemented. 

Alarm system or the notification system can also be included when data reading shows 

some abnormal situation.  
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