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Background in Oceanography ...
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Measurement principle - LIDAR

• It is the aim to estimate a 
3d coordinate in a known 
reference system

•  
• Position vector 
‣ measured by GPS/INS

• Range vector 
‣ time of flight measurement 

and calibration of sensor
• Location vector 
‣ vectorial sum of position and 

range vectors
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Technology - LiDAR -> Airborne Laser Scanning (ALS)
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ALS - raw data
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ALS - DSM vs. DTM
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ALS - DSM vs. DTM
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Extraction of single tree geometry - the promise of raw data ...

• why work on raw data:
‣ no loss of information by interpolation 

into raster models
‣ 3D structure of vegetation is 

contained in the point cloud
‣ but: 

• Algorithm development and 
implementation far more complicated than 
for DSM/DTM

• two step procedure:
‣ (1) seed points: local maxima in CHM
‣ (2) supervised classification (’cluster-

analysis’) starting off with seed points  
from(1)
• feature space is x,y,z, with z being 

compressed  
• euclidean distance metric
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ALS - from raw data to “semantic” information
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MetStröm Workshop, Tharandt, 9-10 September 2010

ALS - canopy geometry

• these geometric 
properties can be 
derived from 
segmented clusters:
‣ tree position
‣ tree height
‣ crown diameter
‣ crown volume
‣ crown base height

• allows for geometric 
reconstruction of 
forest scene 

• validated with field 
data
‣ 75% of trees, ~ 0.3 m 

tree height accuracy Morsdorf, F.; Meier, E.; Kötz, B.; Itten, K.I.; Dobbertin, M. & Allgöwer, B.
LIDAR-based geometric reconstruction of boreal type forest stands at single tree 
level for forest and wildland fire management
Remote Sensing of Environment, 2004, 3, 353-362
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ALS - canopy geometry
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EuroSDR comparison project of tree delineation methods
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4.4 Crown Base Height Accuracy 

Crown base height accuracy is poor for all methods and is only slightly improved as point density 
increases as can be seen in Figure 4-6 and Table 4-5. 
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Figure 4-6: Tree crown base height accuracy. 
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4 Results 

4.1 Amount of Extracted Trees 

The amount of extracted trees on the reference test plots is shown in Figure 4-1. The amount of 
extracted trees reveals how many percent of the true trees have been extracted. In order to provide 
non-biased estimates e.g. for volume, the correct percentage rate should be as high as possible. 
Obviously, there were significant differences between the models. Udine and Norwegian models 
provided the highest sensitivity for smaller trees, where as Progea, Definiens, Hannover and Texas 
models mainly presented the dominating trees or some of them.  
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Figure 4-1: The amount of extracted trees on reference test plots as a percentage of the total 
number of reference trees.
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EuroSDR comparison project of tree delineation methods
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4.4 Crown Base Height Accuracy 

Crown base height accuracy is poor for all methods and is only slightly improved as point density 
increases as can be seen in Figure 4-6 and Table 4-5. 

-6.0

-4.0

-2.0

0.0

2.0

4.0

6.0

8.0

10.0

D
ef

in
ie

ns

FO
I_

2

FO
I_

4

FO
I_

8

N
or

w
ay

_2

N
or

w
ay

_4

N
or

w
ay

_8

Il
ia

n_
2

Il
ia

n_
4

Il
ia

n_
8

T
ex

as
_2

_1
00

T
ex

as
_2

_5
0

T
ex

as
_4

_5
0

T
ex

as
_8

_5
0

T
ex

as
_8

_2
5

U
di

ne
_2

U
di

ne
_4

U
di

ne
_8

Z
ur

ic
h_

2

Z
ur

ic
h_

4

Z
ur

ic
h_

8

[m
]

Crown Base Height (outliers removed) Mean
STD
RMSE

 

Figure 4-6: Tree crown base height accuracy. 
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4 Results 

4.1 Amount of Extracted Trees 

The amount of extracted trees on the reference test plots is shown in Figure 4-1. The amount of 
extracted trees reveals how many percent of the true trees have been extracted. In order to provide 
non-biased estimates e.g. for volume, the correct percentage rate should be as high as possible. 
Obviously, there were significant differences between the models. Udine and Norwegian models 
provided the highest sensitivity for smaller trees, where as Progea, Definiens, Hannover and Texas 
models mainly presented the dominating trees or some of them.  
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Figure 4-1: The amount of extracted trees on reference test plots as a percentage of the total 
number of reference trees.
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ALS - canopy density
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ALS - canopy density (gap fraction)
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ALS - canopy density (gap fraction)
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• Computation  of canopy density from ALS raw data
‣ fractional cover (canopy closure)

•  Sum of echos at a height larger than 1.25m (threshold) divided by the sum of all echos

‣ leaf area index (LAI)
•  Relation of single and last echos to number of first echos inside the canopy 
• echos inside vegetation are classied by a height threshold
• should be a proxy of canopy density when reflectance differences can be neglected
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ALS - canopy density (gap fraction)
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• Computation  of canopy density from ALS raw data
‣ fractional cover (canopy closure)

•  Sum of echos at a height larger than 1.25m (threshold) divided by the sum of all echos

‣ leaf area index (LAI)
•  Relation of single and last echos to number of first echos inside the canopy 
• echos inside vegetation are classied by a height threshold
• should be a proxy of canopy density when reflectance differences can be neglected

• Validation with field measurements ...
‣ which field measurements and ...
‣ ... at which scales ?
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ALS - canopy density (gap fraction)

• R2 for each correlation of 
“ground truth” and ALS 
estimates

• two parameters are varied
‣ Zenith angle in 

hemispherical photograph
‣ data trap size for ALS data 

selection to compute proxy
• High correlation at small 

scales (1-2 m)
‣ good enough geolocation of 

both ALS and field data!

Morsdorf, F.;  Kötz, B.; Meier, E.; Itten, K.I. & Allgöwer, B.
Estimation of LAI and fractional cover from small footprint airborne 
laser scanning data based on gap fraction, Remote Sensing of 
Environment, 2006, 3, 353-362
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Canopy density - fractional cover

• Map of fCover
‣ only (but truely) for tree/shrub layer 

(1.25 m height threshold) 
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Application (1):   Fire behaviour modelling

• Many relevant 
input layer for 
modelling fire 
behaviour can 
be derived from 
ALS data 

• High spatial 
resolution of 
derived 
parameters
‣ Sensitivity of fire 

behaviour 
model ?

Density

Height

Aspect

Slope

Terrain

Vegetation

Level I products Level II products
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Application (2) : RAMI

http://rami-benchmark.jrc.ec.europa.eu/

• Detailed virtuel characterisation of an actual site (SNP)
‣ ALS single tree reconstruction
‣ Spectral characterisation of scene elements from field measurements

• Needle, bark, soil (snow, understorey)

• Structural models of trees and shoots 
‣ might not be correct for sub-species/site/age !

• Allows forward simulation of RS signals in a RTM
‣ upscaling (leaf to canopy), validation, prototyping

http://rami-benchmark.jrc.ec.europa.eu
http://rami-benchmark.jrc.ec.europa.eu
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ALS - Intensity

• LiDAR intensity should prove useful
‣ no shadows, problem of radiometric calibration (almost) solved
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ALS - Intensity - Case study from southern France

• Three layered fire-prone 
ecosystem close to 
Lamanon, Provence
‣ pinus halepensis (alleppo 

pine)
‣ quercus ilex (holm oak)
‣ buxus sempervirens 

(shrubs)
• Study site comprises four 

differently treated plots
‣ 30x30 (40x30) with 15 m 

buffer zone
‣ control - all species, 

untreated
‣ pine - only pine 
‣ oak - only oak
‣ mixed - oak and pine

Shrub

Oak

Pine
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Use of intensity for species discrimination
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Figure 7: Scatter plot of ALS measured intensities and vegetation heights, for control plot including shrub and ground
layers. Colors represent assignment to different clusters based on a supervised classification of the point cloud using four
seedpoints. All laser echos, including those classified as ground return, have been used for this analysis.
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ALS - full waveform 

• Higher information content 
• Amount of data and it’s 

processing is a tough task
‣ Waveform will be recorded along 

arbitrary lines in 3d space 
• First processing attempts were 

focused on the detection of 
additional echos

• Cross section is the physical 
property that can be derived

airborne laser scanner system’s real-time processing for point 
extraction. The number of points extracted per waveform is 
shown and examples will illustrate where additional points have 
been extracted. 

2. LIDAR DATA 

The data acquisition was performed during the fall 2004 using 
the new TopEye ALS system. The data set covers the 
Remningstorp forest estate in the south of Sweden and contains 
both point and waveform data.  The data was collected using the 
first version of the new TopEye Mark II system. This system 
operates at a wavelength of 1064 nm and the pulse rate is 50 
kHz. The scanner system uses a rotating mirror producing an 
elliptical scan pattern on ground, a.k.a. Palmer scan (Wehr, A. 
and Lohr, U. 1999). The scanner rotation speed was 35 
revolutions per second. The flight altitude was about 200 m, the 
pulse length 5 ns and the beam divergence 1 mrad. The point 
density in the surveyed area was about 25 points/m2. The system 
produced up to two returns per laser pulse, first and last return.  

The waveform data was recorded from the time of the last return 
and 127 samples earlier, using 8 bits per sample. The waveform 
digitization frequency was 1 GHz resulting in a distance 
between the samples of 0.15 m. The X, Y, and Z - coordinate of 
the first value in the waveform as well as its direction vector 
were provided (Figure 1).  

Figure 1. The waveform data was recorded in the mode ‘last 
echo and earlier’. Each waveform contains 128 
samples which correspond to about 19.2 meters. The 
first coordinate of the waveform (X,Y,Z-origin) and 
its direction vector were provided. 

The system uses two separate receiver channels with different 
amplification to obtain a large dynamic range. In this first 
version of the system, the recordings were from every second 
channel independently of which waveform that was actually 
used to detect the laser return. Thus, some waveforms (around 
35 %) contained only noise and were removed when analysing 
the data. This recording scheme from every second channel will 
be changed in future versions of the system and a new version is 
already announced during preparation of this paper. 

3. VISUALIZATION 

To facilitate interpretation and to enhance understanding of 
waveform data, 3D visualization was used. The waveform 
samples were inserted in a 3D volume consisting of small 3D 
cells referred to as voxels (volume elements, compare with 
pixels = picture elements in the 2D case). The voxel size 

(length, width, height) was set to 0.15 m. For each sample, the 
voxel containing its 3D coordinate was located and the 
amplitude of the sample was assigned to the voxel. If more than 
one sample was associated with the same voxel, the sample with 
the highest amplitude value was selected. 

Four small areas (15m x 15m) were selected for visualizing and 
analysing the waveform data. The areas consisted of (1) pine 
trees, (2) spruce trees, (3) deciduous trees, and (4) a road 
surrounded by grass and some trees. In Figure 2, the waveform 
data for the areas are visualized. Note that the vegetation gives 
rise to many vertical distributed returns compared to the open 
area with the road. 

Figure 2. Volumes with waveform data. Area 1 (top left), area 2 
(top right), area 3 (lower left), area 4 (lower right). 
The transparency is linear such that low values are 
more transparent. Voxel size: 0.15x0.15x0.15m3.

4. ANALYSIS 

4.1 Method 

As a first step to extract additional information from the 
waveform data, such as 3D points, the peaks in the waveforms 
were detected and parameterized. To detect the peaks, Gaussian 
distribution functions were fitted to the waveforms. The 
waveform was modelled as a sum of Gaussian distributions  
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196 Chlorophyll concentration changes aremuch larger and increase strictly
197 monotonically for first year needles, while for second year needles the
198 increase over time is much smaller, with even a decrease from July to
199 August. Thus for each month, different chlorophyll values were used,
200 leaving all other input parameters constant. Leafwater contentwouldbe
201 expected to vary as well during a growing season, but would not affect
202 the MSCL wavelengths, hence it was not considered here.
203 The gained reflectance and transmittance values (see Fig. 1) were
204 then assigned to cylinders in the TREEGROW output representing
205 shoots. For bark and twigs, spectra of pine trees were used, as
206 measured using an Advanced Spectral Devices (ASD) field spectro-
207 meter (Koetz et al., 2004). Although the prototype of the MSCL is
208 recording backscatter at four different wavelengths, the focus of this
209 studywill be on only two of thewavelengths due to the inability of the
210 used leaf optical property model to explicitly model the biochemical
211 processes that are mainly relevant for the changes at the PRI related
212 wavelength pair.

213 2.2. Tree structural model

214 We used the TREEGROW model (Leersnijder, 1992) to produce
215 ecologically sound representations of Scots pine trees at different ages.
216 The model has been parametrized to simulate both Scots pine and
217 Norway spruce trees found on a test site in Sweden (seeWoodhouse &
218 Hoekman, (2000) for details). It has been used previously by
219 Woodhouse and Hoekman (2000) and Disney et al. (2006) to model
220 radar backscatter and passive imaging spectroscopy signatures,
221 respectively.
222 The model output consists of cylinders of different sizes repre-
223 senting branches and shoots, with the age of each branch being stored
224 by the model. These ages are later used to assess the development
225 stage of each cylinder and assign reflectance values of either needles
226 or bark to the cylinders. The cylinders representing the shoots are
227 constructed using a semi-transparent surface texture in the ray-
228 tracers scene files, in order to account for shoots not being opaque (see
229 Fig. 2). Thus, each ray had a certain chance of either interacting with a
230 shoot or passing through unaltered. A more sophisticated imple-
231 mentation of shoot scattering (such as described by Disney et al.
232 (2006) or Smolander and Stenberg (2003)) is currently in develop-
233 ment. However, it should be noted that the two methods described in
234 the papers above are solely based on model simulations and not on
235 measurements made on real shoots. In addition, a parametrisation of

236shoot scattering might need to be adapted from incoherent solar and
237diffuse illumination to coherent LASER light used in LiDAR systems.
238Regarding the virtual growing conditions of the TREEGROW trees, the
239default light versus age curve was used to establish thinning and
240pruning in the model trees, as if they would have grown in a managed
241forest stand. This was done as in the second modelling stage the
242generated trees would be used to construct stand-sized forest patches.

2432.3. LiDAR measurement model

244The approach to model LiDAR returns used in this study was
245previously developed and published by Morsdorf et al. (2007). It
246builds upon the open-source ray-tracing program POVRAY,1 whose
247scene and light descriptions could be adapted to represent the LiDAR
248measurement process. It incorporates reflectance and transmission,
249and could potentially account for full multiple scattering, however in
250the way that the model is implemented now, it only allows for
251brightness changes induced by multiple scattering on objects that are
252within the camera path, and does not consider path delays. Still, as the
253monostatic LiDAR measurement is within the so-called hotspot area,
254and according to Disney et al. (2006), about 86% of the backscattered
255energy in this case is due to single scattering. The POVRAY scene
256description enables the user to construct scenewith arbitrary complex
257geometry, as such it was quite straightforward to convert the
258TREEGROW output into POVRAY readable files. Light distribution can
259be explicitly modelled across beam and thus can be set up to match
260those of existing LiDAR instruments. POVRAY is being used to model
261both a depth and an intensity image from the perspective of the
262emitter/receiver optics; these two images are then combined to form
263an approximate cross-section profile assuming the single canopy
264elements act as Lambertian scatterers. Following that, this cross-
265section is convoluted with a laser pulse of specific length and shape,
266again according to the specification of the prototype instrument.

2672.3.1. Constructing an ALS return signal
268Weuse a special version of povray, MegaPov,2 which additionally is
269able to write a depth image from the rendered scene based on the
270camera position. The depth image stores the distance between the
271camera and the ray's first hit in an orthographic projection. The
272resolution of the images was chosen so that a horizontal resolution in
273the model domain of about 2 cm for both the single-

^
tree and the

274stand-
^
wise experiments was achieved. A combination of the intensity

275image (povray's primary rendering product) with the depth image
276will then yield the basis for computing the return waveform, the so-
277

^
called cross-

^
section. As presented in Wagner et al. (2006), the

278backscatter cross-section σ is defined as follows:

σ =
4π
X

ρAs ð1Þ

279280Ω is the angle defining a back scattering cone due to surface
281roughness, ρ is the reflectivity of the scatterer and As is the illuminated
282area of the scattering element. From the rendered depth and intensity
283images, the cross-

^
section is computed by summing up the pixels P for

284each range bin Ri−̂Ri+1 based on the depth image and multiplying it
285with the respective mean intensity I ̄ from the intensity image
286according to Eq. (2).
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287288
289This method is assuming that the leaves are acting as Lambertian
290scatterers which means that directional component of Eq. (1), 4π

X
can

Fig. 1. Spectral response of leaf reflectance and transmittance as modelled by PROSPECT.
Thefilledgreenareasdenote the rangeof values spannedby thechlorophyll concentrations
presented in Table 1. The vertical black lines represent the MSCL wavelengths.

1 http://www.povray.org/.
2 http://megapov.inetart.net/.
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198 increase over time is much smaller, with even a decrease from July to
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200 leaving all other input parameters constant. Leafwater contentwouldbe
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215 ecologically sound representations of Scots pine trees at different ages.
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220 radar backscatter and passive imaging spectroscopy signatures,
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222 The model output consists of cylinders of different sizes repre-
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225 stage of each cylinder and assign reflectance values of either needles
226 or bark to the cylinders. The cylinders representing the shoots are
227 constructed using a semi-transparent surface texture in the ray-
228 tracers scene files, in order to account for shoots not being opaque (see
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251brightness changes induced by multiple scattering on objects that are
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255energy in this case is due to single scattering. The POVRAY scene
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260those of existing LiDAR instruments. POVRAY is being used to model
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to model both a depth and an intensity image from the perspective of the emitter/receiver optics;180

these two images are then combined to form an approximate cross-section profile assuming the181

single canopy elements act as Lambertian scatterers. Following that, this cross-section is convo-182

luted with a laser pulse of specific length and shape, again according to the specification of the183

prototype instrument.184

2.3.1. Constructing an ALS return signal185

We use a special version of povray, MegaPov3, which additionally is able to write a depth186

image from the rendered scene based on the camera position. The depth image stores the distance187

between the camera and the ray’s first hit in an orthographic projection. The resolution of the188

images was chosen so that a horizontal resolution in the model domain of about 2 cm for both189

the single tree and the stand wise experiments was achieved. A combination of the intensity190

image (povray’s primary rendering product) with the depth image will then yield the basis for191

computing the return waveform, the so called cross section. As presented in Wagner et al. [2006],192

the backscatter cross-section σ is defined as follows:193
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4π
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Ω is the angle defining a back scattering cone due to surface roughness, ρ is the reflectivity of the195

scatterer and As is the illuminated area of the scattering element. From the rendered depth and196

intensity images, the cross section is computed by summing up the pixels P for each range bin197

Ri − Ri+1 based on the depth image and multiplying it with the respective mean intensity Ī from198
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ALS - full waveform (Wagner et al.,2008)

Wagner, W.; Hollaus, M.; Briese, C. & Ducic, V. 3D vegetation mapping 
using small-footprint full-waveform airborne laser scanners. International 
Journal of Remote Sensing, Taylor & Francis, 2008, 29, 1433-1452
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How to generate data for RT models  - TLS

Roussettes (Aix-en-Provence, France) in September 2007. The number
of scans per individual trees varied from 3 points of view for the
western red cedar, western hemlock and Aleppo pine to 5 for the
Douglas fir. If we normalize values at 15 m, all trees at the Malahat site
(Douglas fir, western cedar and western hemlock trees) were scanned
with a mean beam density of 3 mm, and the Aleppo pine were
scanned at 4.7 mm. Depending on tree height, the TLiDAR scans were
acquired at distances from 20 to 50 m from the target. First return
acquisition mode was selected for all sites. The 3D point clouds taken
by the TLiDAR from different view points were aligned into one
geometric coordinate system with the software Pointstream 3DIma-
geSuite (http://www.arius3d.com/). The alignment procedure for
multiple points of views is done iteratively taking one reference
viewpoint and adding gradually one other viewpoint at a time. An
initial step matches at least 3 reference points common to both point
clouds. Then in a second step, an alignment procedure, merges both
individual point clouds into one aligned and registered (co-regis-
tered) point cloud using an iterative closest point algorithm devel-
oped by Besl and McKay (1992). From this new co-registered point
cloud the same procedure is repeated iteratively for the remaining
individual point clouds. The alignment accuracy provided by the
software gave a root mean square error of less than 4 mm for all the
co-registered point clouds.

The rest of the section explains the conversion of a 3D point cloud
into coherent 3D tree architecture as illustrated in Fig. 2.

2.1. Branch structure generation

Once themultiple scans of a scene taken by a TLiDAR are registered
and aligned, points were selected based on their intensity. Foliage
tends to be darker than wood components because (i) foliage and
woody material possess different spectral responses at 1500 nm
where the reflectance signature of foliage is typically lower than
woody bark material and (ii) most woody surfaces in such environ-
ments possess a larger contact area per laser pulse compared with
leaves or conifer needles which thus do not reflect all incident pulse
energy. Therefore selecting the brightest/darkest points of the 3D
point cloud acquired select the returns associated to woody/foliage
structures. The 3D point cloud N is thus divided into two subsets Nw

and Nf for the wood and foliage components, respectively, where
NtNw∪Nf. The selection of points was performed by using two
different threshold values tf, tw, that were applied throughout the
intensity image to select points belonging towood (intensity≥ tw) and

foliage (intensity≤ tf). The values of tf, tw were chosen manually
according to the bright/dark criterion (mentioned above) only. Under
natural conditions, it is difficult to infer typical reflectance values for
foliage or wood material due to (i) specie-specific spectral response
and (ii) variability in surfaces’ orientation which changes the
preferred direction of the reflected pulse energy. The choice of two
different threshold values resulted in the removal of points with
intensity between tf and tw (tfb tw). If necessary, further processing of
the point cloud Nw may remove outliers, noise and unwanted parts by
using manual selection tools available in Pointstream 3DImagesuite. It
might also be required to fill in or repair some important parts to the
main branching structures (e.g., trunk, main bifurcations, etc.) that
have been under-sampled due to external conditions (e.g., winds,
object occlusion). This procedure consisted in adding points on the
under-sampled object surface using tools available in Pointstream
3DImageSuite such as to have the 3D surface of the scanned object
sampled in an exhaustive manner. Obviously the same process can
also be applied to Nf.

The point cloud Nw then served as input to the skeletal curve
extraction algorithm adapted to handle the noisy point cloud through
to the use of adjustable parameters. Further details on this algorithm
can be found in Verroust and Lazarus (2000). In brief, the algorithm
generates connected curves that are organized like a tree from the
scattered 3D point cloud Nw. A neighbourhood graph is built on Nw,
where every point in Nw is attached to k nearest neighbors. The value
of k is set to produce realistic skeleton silhouettes of trunk-branches
patterns. In a further step, the Dijkstra algorithm (Cormen et al., 2001)
is used to find the shortest path between a pre-selected root point (in
Nw) acting as the source point and every other point in Nw. The
algorithm returns the paths and the Euclidean distance separating the
root point and one another point which are called geodesic distance. A
series of level sets composed of all the points located at the same
geodesic distance are extracted to be structured as a tree data
structure. To do so, skeletal curves are built across the centers of each
level sets (called node sets) to generate a primary skeleton composed
of the trunk and some principal branches. This skeleton is an oriented
(i.e., from the root to the tree top) tree structure (V, E), with V being
the x,y,z center locations of the connected node sets and E being the
vectors (called edge sets) linking two subsequent node set centers.

Building the branching structure depends on a set of attractors
A⊂Nf chosen as input to an algorithm of colonization that is described
in Runions et al. (2007). An attractor represents an empty region
where one or multiple branches can grow. The ensemble of TLiDAR

Fig. 1. [Left] Original photography and scanning configuration of an Aleppo pine tree with a terrestrial LiDAR Ilris-3D of Optech. [Center] Aligned Scans from 3 points of view.
[Right] Computer generated tree model.

1069J.-F. Côté et al. / Remote Sensing of Environment 113 (2009) 1067–1081

Côté, J.-F.; Widlowski, J.-L.; Fournier, R. A. & Verstraete, M. M.
The structural and radiative consistency of three-dimensional tree reconstructions from terrestrial lidar
Remote Sensing of Environment, 2009, 113, 1067 - 1081
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MSL - Multi-Spectral LiDAR 

 

 

A Multi Spectral Canopy Lidar Demonstrator Project, Iain H 
Woodhouse, Caroline Nichol, Peter Sinclair, Jim Jack, Felix 
Morsdorf, Tim Malthus, Genevieve Patenaude, 2010, 
Transactions in Geoscience and Remote Sensing, in review. 
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Simulation: an airborne multi-spectral canopy LiDAR (MSCL)

Morsdorf, F.; Nichol, C.; Malthus, T. & Woodhouse, I.H. Modelling multi-spectral 
LIDAR vegetation backscatter - assessing structural and physiological information 
content, Remote Sensing of Environment, 2009, 113, 2152-216.
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Summing up - scales
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Summary

• Tree geometry and vegetation density can be derived from ALS
• Accuracy of the methods presented are at least on the level of 

traditional field work
‣ Validation problem - in theory some ALS based methods may perform 

better, but how prove it?
• ALS and TLS can provide complementary structural information 

across a range of scales
‣ but to fully exploit this potential, additional reserach is needed
‣ e.g. by the integration of structural information derived from ALS and TLS 

with spectral information and tree models, to be used with RTM ...
• ... to simulate RS signals - a powerful tool for:

‣ Sensor prototyping (e.g. MSCL)
‣ Product validation (see above)
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Outlook
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Outlook

• Challenges 
‣ automatic extraction of semantic information from point cloud data  
‣ implementation/validation of methods for higher level products

• RT is needed to fully understand and exploit full-waveform data

‣ e.g. LAI (PAI) from TLS
‣ parameterization of sub-scale processes in RT, measurements needed!
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Outlook

• Challenges 
‣ automatic extraction of semantic information from point cloud data  
‣ implementation/validation of methods for higher level products

• RT is needed to fully understand and exploit full-waveform data

‣ e.g. LAI (PAI) from TLS
‣ parameterization of sub-scale processes in RT, measurements needed!

• Opportunities
‣ including ALS intensity and full-waveform information

• e.g. species discrimination

‣ multi-spectral TLS for true LAI estimation
• ratio of leafy/woody components

‣ RT and ALS/TLS based characterisation of actual scenes for upscaling
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Thank you for your attention!


