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Remote cooperation can be improved by transferring the gaze of one participant to the other. However, based on
a partner's gaze, an interpretation of his communicative intention can be difficult. Thus, gaze transfer has been
inferior to mouse transfer in remote spatial referencing tasks where locations had to be pointed out explicitly.
Given that eye movements serve as an indicator of visual attention, it remains to be investigated whether gaze
and mouse transfer differentially affect the coordination of joint action when the situation demands an under-
standing of the partner's search strategies. In the present study, a gaze or mouse cursor was transferred from a
searcher to an assistant in a hierarchical decision task. The assistant could use this cursor to guide his movement
of a window which continuously opened up the display parts the searcher needed to find the right solution.
In this context, we investigated how the ease of using gaze transfer depended on whether a link could be
established between the partner's eye movements and the objects he was looking at. Therefore, in addition to
the searcher's cursor, the assistant either saw the positions of these objects or only a grey background. When
the objectswere visible, performance and the number of spokenwordswere similar for gaze andmouse transfer.
However, without them, gaze transfer resulted in longer solution times andmore verbal effort as participants re-
liedmore strongly on speech to coordinate thewindowmovement. Moreover, an analysis of the spatio-temporal
coupling of the transmitted cursor and the window indicated that when no visual object information was avail-
able, assistants confidently followed the searcher's mouse but not his gaze cursor. Once again, the results high-
light the importance of carefully considering task characteristics when applying gaze transfer in remote
cooperation.

© 2014 Elsevier B.V. All rights reserved.
1. Introduction

1.1. Benefits and difficulties of gaze transfer

Remote cooperation poses a challenge in coordinating joint action,
due to a lack of some nonverbal cues that are typically present during
natural communication.When interacting face-to-face, eyemovements
play a significant role in avoiding misunderstandings. They are closely
linked to processes of visual attention (Just & Carpenter, 1976) and
therefore can assist in establishing a joint focus of attention (Bruner,
1981) and inferring the object of a partner's referring expressions
(Hanna & Brennan, 2007). Trying to emulate this natural function of
the eyes, one approach to resolving ambiguities in remote cooperation
is to superimpose a person's gaze on the partner's screen as a cursor.
Such gaze transfer has been shown to improve performance compared
to purely verbal interaction during joint visual search (Brennan, Chen,
y, Engineering Psychology and
Dresden, Helmholtzstraße 10,

er).
Dickinson, Neider, & Zelinsky, 2008; Neider, Chen, Dickinson, Brennan,
& Zelinsky, 2010) and cooperative problem solving (Velichkovsky,
1995). These gaze benefits have been explained by the potential of eye
movement information to support a smoother coordination between
the partners, enabling them to avoid redundant search (Brennan et al.,
2008) or to use brief deictic verbal references instead of elaborate object
descriptions (Neider et al., 2010; Velichkovsky, 1995).

It seems quite intuitive to assume that eyemovements as an indicator
of a person's visual attention should make it easier to understand what
that person is doing or trying to communicate, and indeed, eye move-
ments have been labelled as a “window into mind” (Velichkovsky &
Hansen, 1996). However, there is recent evidence suggesting that gaze
transfer is not as unproblematic as previous studies might suggest
(Müller, Helmert, Pannasch, & Velichkovsky, 2013). In a joint puzzle
task, the transfer of a gaze cursor from an expert to a novice was com-
pared not only with purely verbal interaction but also with simple
mouse pointing. Although there were no differences in overall perfor-
mance between both types of cursor transfer, the mouse clearly
outperformed gaze with regard to the cooperative process: Reactions to
the gaze cursor were slower overall, and participants were especially
hesitant to react to it in situations where this reaction posed the risk of
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an error. Along the same lines, using gaze increased the effort participants
incurred while verbally referring to puzzle pieces. Taken together, these
results are indicative of uncertainties about the gaze cursor's communica-
tive function: It appears to be hard to determine whether a particular
gaze is intended to be an instruction or merely a part of the person's
search process.1

However, it would be premature to conclude that gaze transfer was
only distractingwithout adding any value, because a puzzle tasks might
not be optimally suited for the benefits of gaze transfer to emerge. There
are at least two reasons for this. First, solving puzzles does not necessar-
ily require a partner, which might have reduced participants' motiva-
tion to pay close attention to that partner's search process. Second,
information about the search process is of limited valuewhen the pieces
are randomly distributed and only the correctly identified target piece
needs to be communicated. In this setting, gaze is reduced to an inten-
tional pointer. This inevitably raises the question inwhatway the abun-
dance of information contained in eyemovements could have led to any
benefits at all. At the same time, these considerations raise the possibil-
ity that gaze transfer might be more helpful in settings in which the
value of the information contained in it goes beyond that of explicit
instructing.

1.2. Harnessing the potentials of eye movements in cooperative tasks

In order to conduct a more appropriate comparison of gaze and
mouse transfer, a genuinely cooperative task is required in which two
interdependent partners need to be informed about each other's ongo-
ing activity and visual attention. To construct such a task, we looked at
real-world cooperative settings to extract their underlyingmechanisms
and apply them in a controlled laboratory experiment. One outstanding
feature characterizingmany cooperative settings is that participants as-
sume asymmetric roles and perform complementary actions, with one
of them creating the conditions for the other one to act. For example,
consider a driver of a lifting ramp who moves that ramp to different
parts of a building, enabling a window cleaner standing on the ramp
to clean thewindows in different areas. Inmore general terms, an assis-
tant is providing the framework for his partner to work on the details
of the joint task. Although the assistant does not necessarily possess
the abilities to work on these details by himself, he certainly has to
take his partner's activities into consideration in order to align his own
actions to them and provide effective support.

We adopted the general idea of an assistant controlling his partner's
workspace as it occurs in the lifting ramp scenario sketched above.
In our computerized, abstract version of it, an assistant was in charge
of moving his partner's field of view with his mouse while the rest
of the screen was occluded, similar to the moving window paradigm
(McConkie & Rayner, 1975). Thus, in our joint moving window (JMW)
task, the partner (henceforth called searcher) was only able to see and
act in a small, rectangular frame, while the rest of the display was cov-
ered by a black mask. Under these conditions, it is crucial that the assis-
tant moves the window according to the searcher's needs. In the real
world counterpart of the window cleaner on the lifting ramp, this
knowledgemay stem from the driver observingwhat parts of the build-
ing are currently being worked on and which are finished already, per-
haps even inferring how long an ongoing action will take. In the JMW
1 Note that there is a confound when ascribing differences between gaze andmouse to
the information they transfer: The cursors also differ in terms of their movement profiles.
Therefore, one could argue that gaze transfer might not be difficult to interpret per se but
simply too fast and variable, and in that waymore distracting. These two accounts, i.e. the
amount of information versus movement, cannot easily be disentangled, because addi-
tional information (e.g. about search processes) necessarily manifests in movement. An
option would be to vary the characteristics of the cursor movement somewhat, for exam-
ple by smoothing gaze or adding random noise to the mouse cursor. Such manipulations
are beyond the scope of the present paper, but the issue should be kept in mind when
interpreting the results.
task, this is where gaze transfer comes into play. Eyemovement param-
eters, especially fixation durations, are task-dependent (Land & Tatler,
2009; Rayner, 1998) and indicative of a person's mental processing ac-
tivities (Velichkovsky, 2002). Thus, if the cognitive and spatio-temporal
requirements vary over the course of a task, the searcher's eye move-
ments presumably can be used as a cue to his ongoing activities. There-
fore, we provided the assistant with a depiction of the searcher's gaze
cursor.

The nature of this gaze transfer differs from that of the puzzle task
(Müller et al., 2013), where eye movements had been used as a means
of intentional communication. The results had indicated that observers
cannot easily infer the communicative function of particular gaze in-
stances, corroborating the suggestion from Human Computer Interac-
tion (HCI) research that using isolated fixations as explicit commands
can be problematic (Jacob, 1991). Alternatively, gaze transfer can reflect
the person's “viewing behaviour” in a broader sense, serving as an indi-
cator of his interest and ongoing activity, which presumably can aid an
assistant to find out how to act in the most helpful way (cf. Qvarfordt,
Beymer, & Zhai, 2005). When applied in this way, gaze transfer should
visualize aspects of the partner's solution process that are not accessible
when only looking at his intentional, manual actions (Ballard, Hayhoe,
Li, &Whitehead, 1992). Therefore, in the JMW task we used gaze trans-
fer as a byproduct of the actual solution process, directly representing
the searcher's purposeful activity. To test whether this can lead to a spe-
cific benefit beyond that of a mere spatial indicator, we compared gaze
transfer with mouse transfer. We did not include a condition without
cursor transfer, because there already is plenty of evidence for benefits
of gaze transfer over purely verbal interaction (Brennan et al., 2008;
Müller et al., 2013; Neider et al., 2010; Velichkovsky, 1995). Thus,
repeating this comparison in a task that is even more suited for gaze
transfer did not seem particularly interesting.

While the function of gaze transfer in the JMW task differs from that
in a puzzle task by not being an explicit instruction, it differs from col-
laborative search (Brennan et al., 2008; Neider et al., 2010) for the oppo-
site reason. During collaborative search, the partner's gaze can be used
as a source of additional information that is monitored peripherally
while two people are doing the same thing in parallel. Conversely, the
JMW task is a decision making task in which two partners contribute
their own specific abilities in order to reach a joint solution. It requires
the assistant to understand the searcher's gaze in terms of the underly-
ing cognitive processes and the joint goal. To increase this role of infer-
ring cognitive processes and activities from gaze even more, our task
was composed of several component operations that differed in the re-
quired level of processing (Craik & Lockhart, 1972) and the correspond-
ing eye movement parameters (Velichkovsky, 2002). Specifically, the
searcher had to perform colour discrimination, count the number of ob-
jects of different shapes and calculate the sum of numbers. A prestudy
confirmed that these subtasks differed in the eyemovement parameters
they produced, with longer fixations and smaller saccades for the latter
subtasks. Thus, in the present paradigm, closely observing the partner's
eye movements should be informative about his current activities.

There is a significant boundary condition for the usability of any in-
dicator of task-related mental processing: The solution process itself
must be comprehensible. This requires certain knowledge about the
necessary actions and the way they relate to task-relevant objects in
the environment. In this context, a particularly interesting variable is
the visibility of task-relevant objects for the recipient of gaze transfer.
In principle, it is possible that gaze can be used to infer the partner's
locus of attention in amerely spatialmanner, which could be concluded
from previous studies using joint visual search (Brennan et al., 2008;
Neider et al., 2010). However, when applying gaze transfer to support
the small-scale coordination of joint action, the ability to make infer-
ences about a partner's visual attention should depend on knowing
what he is attending to. Therefore, we varied whether the assistant
was provided with partial information about the stimulus material
(i.e. the relevant screen areas and object locations), or no information.



21R. Müller et al. / Acta Psychologica 152 (2014) 19–28
1.3. Research questions and hypotheses

The present study aimed at answering three questions. First, will
gaze transfer be more beneficial than a merely intentional form of
communication to support the coordination of joint action when
the partner's visual attention is of direct relevance to the task? Sec-
ond, what are the boundary conditions for people's ability to use a
partner's eye movements to guide their own actions? Specifically,
does the ability to understand and apply gaze transfer depend on
the observer's abilities to relate it to task-relevant objects? Third,
we were interested in the exact ways in which gaze transfer versus
intentional mouse communication affected the coordination of
joint action in terms of verbal dialogues and the spatio-temporal
coupling between the searcher's cursor and the assistant's window
movement.

The assumption underlying the present paradigm was the follow-
ing: If a searcher's eyemovements support the assistant in understand-
ing the search process, he should be able to move the window in a way
that better enables the searcher to complete his task. Note that this way
of evaluating gaze transfer differs from previous studies which directly
tested the effects of gaze visualizations on the performance of the ob-
server (Mehta, Sadasivan, Greenstein, Gramopadhye, & Duchowski,
2005; Stein & Brennan, 2004; Velichkovsky, 1995). In contrast, the
JMW task uses a more indirect approach, testing how gaze transfer
can reflect back on the producer himself via the effects it has on an
observer's actions, which in turn set the stage for the producer's own
performance. In that way, the present paradigm is more similar to
investigations of gaze input in HCI research (e.g. Vertegaal, 2008). In
these studies, a user's gaze is interpreted by a computer which then re-
sponds in a particular way, and ultimately the effectiveness of gaze
input is measured in terms of the user's performance in interacting
with the computer to solve a particular task. Similarly, in the JMW
task there are a number of mutual dependencies, with the searcher's
gaze determining the assistant's response and that response influencing
the performance of the searcher. This certainly makes the task more
complex, but it emphasizes the genuinely interactive role of gaze in
joint action.

To investigate the effects of gaze transfer on joint action, we
analysed solution times, the amount and content of verbal utterances
and the coordination of the window movement with the searcher's
gaze or mouse cursor. In terms of performance and speech, we hypoth-
esized that if the assistant is able to understand and react to gaze trans-
fer, this will lead to faster solutions and less verbal effort of the searcher
(particularly verbal utterances related to the window movement).
However, such benefits might be buried in difficulties stemming from
the fact that the searcher's gaze is used for an active manipulation of
his field of view. Even if the task-relevant objects remain visible within
thewindow, the partly unpredictablemovement in the searcher's visual
peripherymay be disruptive to visual sampling and attentional focusing
(Kawahara, Yanase, & Kitazaki, 2012). Therefore, whether the window
movement is harmful or not will presumably depend on the assistant's
ability of tailoring that movement to the searcher's needs. Searchers
might try to support this by making a higher verbal effort to avoid mis-
understandings and prevent unwantedwindowmovements in the gaze
condition. To test this, we compared the amount of explicit verbal feed-
back utterances and expected more feedback during gaze as compared
to mouse transfer.

Another factor that might put the relative merit of gaze transfer
into doubt is theway inwhich the searcher uses hismouse. It is conceiv-
able that mouse movements can also be applied to indicate search
processes, namely by simulating one's own gaze. In this case, gaze
benefits might not arise at all, because the information contained in
both cursors would be highly similar. To test for such strategies, we
analysed the spatio-temporal correspondence between searchers'
mouse cursors in themouse transfer conditions and their (not transmit-
ted) eye movements.
In terms of understanding the influence of gaze transfer on joint ac-
tion, one of themost interesting aspects is theway inwhich it affects the
small-scale coordination between both partners. For example, does the
gaze cursor lead assistants to follow it more or less closely than they
follow the mouse cursor? On the one hand, it could be expected that
themouse leads to a closer following, because it serves a purely commu-
nicative purpose in the JMW task (i.e. indicating “Move the window
here, please!”). On the other hand, assistants might follow the gaze
cursor more closely instead, continuously tracking it with their mouse
(corresponding to the window centre) in an attempt to always provide
optimal viewing conditions for the searcher. Whereas this would cer-
tainly be a rather challenging task, it might make it very easy to find
the right sections and objects, as our prestudy with a gaze-contingent
window suggested. To quantify the spatio-temporal coupling of the
transmitted cursor and thewindowmovement, we calculated their dis-
tances at different temporal delays.

Our last goal was to test how the visibility of the object locations for
the assistant affected all the above parameters. Generally, visualizing
task-relevant objects and the partners' manipulations of them can en-
able a better coordination of joint work (Whittaker, 1995, 2003),
which is whywe expected overall solutions to be faster with visible ob-
jects. Moreover, it can be assumed that object visibility will affect gaze
transfer specifically, because it presumably determines the assistant's
ability to make sense of the cursor movement. Object information may
support a segregation of the continuous eye movement signal into
meaningful units, enabling their interpretation as specific, object-
directed gazes. This, in turn, could facilitate decisions about how and
when to move the window. Conversely, as these cues for sequencing
the eyemovements are unavailable in the invisible condition, compara-
ble performance should only be possible if assistants were to follow all
of the gaze cursor's movements. However, this is highly unlikely,
given the speed and unpredictability of eye movements. Therefore, we
expected difficulties in using gaze transfer without object information.

2. Methods

2.1. Subjects

Forty-eight students of the Technische Universität Dresden
(32 females) in the age range of 18–51 years (M = 23.9, SD = 6.1)
participated in the experiment. They were invited in pairs and ran-
domly assigned to one of the two experimental roles (searcher or as-
sistant), resulting in a total of 24 pairs. All participants had normal or
corrected-to-normal vision, spoke fluent German and received course
credit or a payment of 5€ per hour.

2.2. Apparatus

Both participants sat in the same room, separated by a portable wall
and with their computers being connected via Ethernet. Eye move-
ments of the searcher were recorded monocularly at 500 Hz using the
SR EyeLink1000 infrared eye tracking system (SRResearch Ltd., Ontario,
Canada) in the remote recording mode.

2.3. Stimuli

Stimuli were presented on two CRT displays (19 inch Samtron 98
PDF) with a resolution of 1024 × 768 px at a refresh rate of 100 Hz.
The stimulus set consisted of twenty images which were composed of
20 × 20 rectangles (each with a size of 51 × 38 px), forming six equally
sized sections that originated from the centre of the screen (see Fig. 1B).
In each image, there were three red and three green sections, with the
colour always separating adjacent sections. The order of the section col-
ours was counterbalanced between the images. Each section contained
a variable number of 5–10 circles and triangles (with a minimum of 1
and a maximum of 7 objects of the same shape per section). Within



Fig. 1. Stimulus material for searcher (A) and assistant with the objects visible (B) and invisible (C).
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the shapes there were positive and negative one-digit numbers (1–9)
with a ratio of 3:2. Numbers were chosen randomly, with the restric-
tions that their sumwas between 0 and 20 and that a particular number
was not repeated more than three times. In the four corners and in the
middle of the upper and lower edges of the screen, therewere quadratic
solution boxes labelled with the letters A–F, which had to be clicked for
selecting the respective section.

The searcher had access to all the stimulus information de-
scribed above, but only within a viewing window of 255 × 190
px (about 7.9 × 5.9° of visual angle, or 1/16 of the screen). The re-
mainder of the screen was covered with a black overlay (see
Fig. 1A). In contrast, the visual information for the assistant varied
between the two object visibility conditions:With the objects visible, all
objects were depicted as empty circles, but their locations and the
section colours were preserved (see Fig. 1B). With the objects invisible,
the assistant only saw a grey background depicting the grid of 20 × 20
rectangles, as well as the solution boxes, but no objects or sections
were presented to him (see Fig. 1C). The assistant had visual access to
the entire screen, inside as well as outside the window. To guarantee
that he knew the exact location of the window, the outside area was
overlaid with a transparent grey layer and thewindow centre was indi-
cated by his mouse cursor.

Depending on the experimental condition, the searcher's gaze or
mouse cursor was projected onto the assistant's screen. In both cursor
conditions, the cursor was refreshed every 50ms, and in the gaze condi-
tion the raw signal from the eye tracker was used without filtering or
smoothing. Both cursors were presented as a tricolour eye-icon. The
same icon was used to indicate the searcher's gaze and mouse in order
to keep visual attributes of the cursor constant and prevent confusion
for the assistant between his own and the searcher's mouse cursor in
the mouse condition. The eye-icon was chosen to make this differentia-
tion very salient for the assistant, but subjects were explicitly instructed
in the mouse conditions that the cursor reflected the searcher's mouse,
not his gaze.

2.4. Procedure

The experiment consisted of four blocks, each being composed of
one practice trial and five experimental trials, with the blocks corre-
sponding to combinations of the experimental conditions (see below).
Block order was counterbalanced between participants so that each
combination was run once. The order of the stimuli was randomized
over the experiment, resulting in a uniquemapping of stimuli to blocks
for each pair in order to avoid any systematic differences in task difficul-
ty between the experimental conditions. Before each block, a nine-point
calibration and validation of the eyetrackerwas performed and could be
repeated between the trials if necessary. To start a trial, both partici-
pants had to press the space key.

The basic task in all conditions required participants to determine
the correct section in a stepwise manner: First they were instructed to
select the three red sections and ignore the green ones, then they had
to exclude the one with the least amount of circular objects, and finally
they had to decide which one of the remaining two sections had the
smaller sum when adding up all numbers contained in the objects.
This section had to be selected via a mouse click by the searcher on
the respective target field of this section, which automatically terminat-
ed the trial and produced a feedback about the correctness of the
solution.

At the beginning of each trial, the window centre and the searcher's
mouse were positioned in the middle of the screen. The assistant who
was in control over the window had to move it across the screen in
order to reveal the image parts the searcher needed to fulfill the task.
As the window was locked to the assistant's mouse position, each of
his mousemovements resulted in a correspondingwindowmovement.
Mouse clicks were neither necessary nor were they visualized. No hints
or instructions were given about strategies of moving the window or
using the cursor transfer. Participants were free to verbally interact in
all experimental conditions, and these verbal interactions were recorded.
In addition, the searcher's gaze positionwas transferred to the assistant in
the gaze condition and his mouse position was transferred in the mouse
condition. In each experimental condition, the eye movements of the
searcher as well as the mouse movements of both partners were record-
ed, regardless of their transmission. In both transfer conditions both part-
ners were informed which cursor the assistant would see. No strategy
was instructed or suggested, and both participants were explicitly told
that they were free to decide how to use the cursor transfer.

Lastly, the visibility of the objects was varied: With the objects visi-
ble, the assistant saw the section colours and object locations but not
their shape, whereas in the invisible condition he only saw the grey
background (see Fig. 1B and C). As the section layout was identical
throughout the experiment, conditions with partial spatial information,
showing only colours or objects, were not expected to produce results
that greatly differ from the visible or invisible conditions, respectively.
Therefore, no such conditions were included.

2.5. Data analysis

Performance and eye movement data were subjected to 2 (Cursor
transfer: gaze, mouse) × 2 (Object visibility: visible, invisible) repeated
measures ANOVAs. The analyses of the verbal interactions additionally
included the experimental role (assistant, searcher) as a between sub-
jects factor. Further analyseswill be described in the corresponding sec-
tions of the text. Post hoc comparisonswere performedwith Bonferroni
correction.

3. Results

3.1. Performance

To compare task performance between the experimental conditions,
we analysed the mean solution times. We did not exclude error
trials from this analysis, because error rates were high (19.4%) and the



Fig. 2.Mean solution times (A) and minimal mean distances between the window centre
and the searcher's cursor (B), depending on cursor transfer and object visibility. Error bars
represent standard errors of the mean.
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searchers' speech during the experiment suggested that at least in
trials in which they verbalized their calculations, errors were almost ex-
clusively due to mistakes in adding up the numbers, which presumably
is not related to the process of coordinating joint action. There were
main effects of cursor transfer, F(1,23) = 22.60, p b .001, and object
visibility, F(1,23) = 14.69, p b .001, as well an interaction between
both factors, F(1,23) = 11.89, p = .002. Solution times were shorter
in mouse than in gaze (77.5 vs. 101.9 s) and shorter with the objects
visible than invisible (75.9 vs. 103.4 s). A significant difference be-
tweenmouse and gaze was only obtained when the objects were invis-
ible, p b .001, but not when they were visible, p = .153 (see Fig. 2A).2

We did not expect a difference in the error rates in this task as they
presumably depend more on the searcher's counting and calculating
performance than on the cursor and object visibility. Indeed, error
rates (19.4%) did not significantly differ between gaze and mouse,
F(1,23) = 2.58, p = .122. Also, there was no main effect of object visi-
bility and no interaction, both Fs b 1, both ps N .9.
2 As most people are used to observing another person's mouse but not his gaze, it is
possible that the superior performance for mouse transfer was only due to a difference
in experience and would disappear with some practice. Therefore, we investigated de-
creases in solution time between the experimental conditions by including the factor trial
within a block (1–5) into the ANOVA. There was a weak interaction of cursor and trial,
F(4,92) = 2.53, p b .046, indicating a trend for learning effects in gaze but not in mouse.
However, for neither cursor type the solution time decrease across trials was significant,
both ps N .05. Critically, the interaction between trial, cursor and object visibility did not
approach statistical significance, F(4,92)= .39, p= .818, making it unlikely that the slow
solution times in the gaze/invisible condition would have disappeared with just a little
more practice.
3.2. Inter- and intra-individual gaze-mouse coordination

In addition to mean performance, we investigated how the coordi-
nation of both partners' actions depended on the type of cursor transfer
and object visibility. Initial analyses revealed that the overall amount of
window movement did not significantly differ between blocks with
gaze and mouse cursor transfer. To determine the interplay between
themovement of the transferred cursor and thewindow, we calculated
the positional coupling between the assistant's cursor (corresponding
to the window centre) and the searcher's cursor (either representing
his gaze or mouse). Therefore, we used the spatial positions of these
two cursors at each sampling interval to compute theirmean spatial dis-
tance over the trial. Then we shifted the time series of the cursor posi-
tions against each other in a stepwise manner to compute the mean
distance at each temporal delay. Five pairs of subjects were excluded
from these analyses as the searchers of these pairs had put aside their
mouse in at least one of the mouse conditions at the beginning of the
block and were communicating in a purely verbal manner. Obviously,
this makes a meaningful analysis of the dependencies between both
partners' cursor movements impossible.

The size of the minimal mean distance (i.e. the mean distance
at the temporal delay at which the window and the cursor were
least far apart) serves to determine how closely the assistant is follow-
ing the searcher by moving the window to the location of his cursor.
An analysis of these distances revealed a main effect of cursor transfer,
F(1,18) = 15.92, p b .001, a main effect of object visibility, F(1,18) =
16.36, p b .001, and an interaction between them, F(1,18) = 29.88,
p b .001. Overall, distances were higher in gaze than in mouse
(91 vs. 81 px), and higher when the objects were visible then when
they were invisible (93 vs. 79 px). However, the higher distances for
gaze than mouse were restricted to the invisible condition, p b .001,
while with visible objects distances were similar for gaze and mouse,
p = .252. On the other hand, only for mouse we were able to observe
smaller minimal distances in the invisible case, p b .001, whereas in
gaze there was no significant difference between visibility conditions,
p = .843. This result indicates that with the object information avail-
able, assistants were following the gaze and themouse cursor in a com-
parable manner, whereas in the absence of visual object information,
they followed the searchers' mouse cursor more closely, but they did
not do so for the gaze cursor (see Fig. 2B).

As outlined in the Introduction, one possibility to provide the assistant
with information about one's visual attention in the mouse condition is
for the searcher to continuouslymove themouse to the positions he is vi-
sually inspecting. Such a strategy should be particularly helpful when the
objects are invisible. In this case, the assistant is literally “tapping in the
dark”, and in order to decidewhere tomove thewindow, hemay benefit
from any additional information about the searcher's current activity. In-
deed, a comparison of the searchers' cumulated mouse paths revealed
more extensivemousemovement in the invisible than in the visible con-
dition (11,463 vs. 8912 px per trial), t(23)=−2.24, p= .035.Moreover,
if searchers are tracking their own eyes with their mouse cursor in this
condition, this leads to two predictions. First, the minimal mean distance
between the searcher's gaze and mouse should be lower. Indeed, this is
what we found (90 vs. 101 px for mouse/invisible and mouse/visible, re-
spectively), t(18) = 2.10, p = .050. Again, the analysis was performed
only on the searchers who actually used theirmouse in themouse condi-
tions. Moreover, among the remaining subjects it was only one who
caused the effect to be so relatively weak. Although this subject had not
completely put aside his mouse, he only moved it casually for a few
moments within each trial. When excluding him from the analysis, the
difference between the visible and invisible conditions became more re-
liable, t(17)= 3.77, p= .002. Second, trying to simulate one's gaze with
one's mouse should decrease the temporal delay at which this minimal
distance occurs. Again, the data support this prediction: The searcher's
mouse movements lagged behind his eyes less in the invisible condition
(30 vs. 80ms), t(18)= 2.46, p= .024. Thus,when the assistant could not
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see the objects, searchers kept their mouse cursor closer to where they
fixated, both spatially and temporally.

3.3. Strategies of coordinating the window movement

The analyses of the minimal mean distances revealed a particularly
strong coupling of the searcher's cursor and the window in the
mouse/invisible condition. But does that apply for all pairs of subjects
or did they use different strategies? Basically, there are two options: Ei-
ther the assistant can follow the searcher (e.g. bymoving thewindow to
the cursor position) or the searcher can follow the assistant (e.g. by
searching the area to which the assistant places the window autono-
mously). Such strategies could be inferred from the distribution of the
delay times at which pairs reached their minimal cursor-window dis-
tances (see Fig. 3). Positive delays indicate that the assistant is following
the searcher, whereas negative delays emergewhen the assistant's win-
dow movement precedes the searcher's cursor.

As Fig. 3 shows, the distribution of delay times clearly differs be-
tween the experimental conditions. While there is a wide distribution
for mouse/visible (SD = 6.61), the gaze/visible condition (SD = 4.22)
tends to split into two groups: Some pairs reached their minimal dis-
tance at delay times of around 0, whereas others had positive delays,
i.e. the cursor movement preceded that of the window. Contrary to
the objects visible conditions (Fig. 3A and B), the invisible conditions
(Fig. 3C and D) produced lower dispersions for mouse (SD = 2.02)
than gaze (SD = 3.58). That is, pairs in the mouse/invisible condition
were particularly homogenous in the temporal dynamics of their
cursor-window coordination.

Furthermore, it needs to be noted that no pair in either of the invis-
ible conditions had negative delays, i.e. the searcher's cursor movement
always preceded that of the window. At first glance this seems to
Fig. 3.Minimalmean distances and their corresponding temporal delays inGaze/Visible (A),Mo
pair of subjects. Positive delays indicate that the movement of the cursor was preceding that o
suggest that the gaze cursor was followed just like the mouse when
the objects were invisible. However, positive delays do not necessarily
indicate following of the cursor per se. A strategy of ignoring the gaze
cursor and only following the searcher's verbal instructions will almost
inevitably lead to positive delays aswell. This is because people typically
look at the objects they are talking about (Griffin & Bock, 2000), so that
the searcher's gaze can be expected to be located at the place he is ask-
ing the assistant to open up. Therefore, delays should not be interpreted
in isolation but only in combination with the minimal distance value.
Only positive delays combined with low distances are strong evidence
for a close following of the cursor itself. This pattern is exactly what
can be observed in the mouse/invisible condition (see Fig. 3D).

It is possible that the strategy of using the gaze cursor affects perfor-
mance. Therefore, we divided subjects into two groups for both gaze
transfer conditions according to their cursor usage in the respective
condition. We tried different criteria for defining the groups (observa-
tion during the experiment, assistants'subjective ratings, delays and dis-
tances of the cursor-window coupling). However, when comparing
solution times between these strategy groupswith t-tests in the four ex-
perimental conditions, we found no significant differences, no matter
which criterion the grouping was based on, all ts b 1.17, all ps N .2.

3.4. Speech

Besides the observable activities of moving eyes andmouses, a main
aspect of coordinating joint action is theway the partners verbally inter-
act. For all our speech analyses, we excluded task-irrelevant talk as well
as the subvocal murmuring some searchers did while adding up the
numbers (clearly audible verbalizations of the intermediate results
were included). To investigate the overall verbal effort the partners en-
gaged in while solving the task, in the first step we compared the total
use/Visible (B), Gaze/Invisible (C) andMouse/Invisible (D). Each data point represents one
f the window (see text for details).



Fig. 4. Number of words for both partners (A), percentage of feedback utterances (B) and
percentage of movement-related utterances (MRU, C) depending on cursor transfer and
object visibility. Error bars represent standard errors of the mean.
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number of words. There were main effects of cursor transfer, F(1,46) =
28.91, p b .001, object visibility, F(1,46) = 13.91, p b .001, and experi-
mental role, F(1,46)= 32.60, p b .001. Furthermore, we observed in-
teractions between cursor transfer and object visibility, F(1,46) =
15.61, p b .001, cursor transfer and role, F(1,46) = 15.61, p b .001, as
well as object visibility and role, F(1,46) = 15.99, p b .001. Finally,
there was a triple interaction, F(1,46) = 10.23, p = .003. Pairs spoke
more in gaze than in mouse (60.3 vs. 39.8 words), and they spoke more
when the objects were invisible than when they were visible (58.5 vs.
41.6 words). However, more words in gaze than in mouse were only
uttered with invisible objects, p b .001, whereas in the objects' visible
condition, the difference was not reliable, p = .085. Searchers spoke
more than assistants (79.0 vs. 21.1 words) and the interaction of role
and cursor transfer showed that the previously mentioned larger word
numbers for gaze than mouse were only present for searchers, p b .001,
but not for assistants, p = .319. Also, searchers spoke more with the
objects invisible than visible, p b .001, whereas assistants' speech did
not differ between the object visibility conditions, p = .850. The triple
interaction can be ascribed to the particularly high word numbers for
searchers in the gaze/invisible condition (see Fig. 4A).

It was hypothesized that when using gaze, searchers might provide
more explicit verbal feedback for the assistants to facilitate their decisions
about how andwhen tomove thewindow. To test this, we calculated the
percentage of searchers' feedbackutterances (i.e. any utterance providing
an explicit confirmation or disconfirmation, e.g. “yes”, “okay” or “no”)
relative to the total amount of their utterances. Percentages were
used to differentiate the feedback effects from any overall differences in
the amount of speech. There was a main effect of cursor transfer,
F(1,23) = 8.67, p = .007, while object visibility only produced a non-
significant trend, F(1,23) = 4.11, p = .055, and the interaction was not
reliable, F(1,23) = .01, p= .917. As expected, feedback formed a higher
proportion of the searchers' utterances during gaze than mouse (21.0
vs. 15.2%). Also, there was a tendency towards more feedback when the
objects were invisible (20.2 vs. 16.0%). However, object invisibility did
not differentially increase feedback in gaze versus mouse (see Fig. 4B).

In the final step of our speech analyses, we asked howmuch speech
was actually necessary to instruct the assistant to move the window.
Therefore, we counted all the searchers' utterances that addressed the
positioning of the window (e.g. “Move it here” or “A little more to the
right”), and again used their proportion relative to the total amount of
a searcher's utterances. Movement-related utterances differed between
the two types of cursor transfer, F(1,23)= 5.78, p= .025, and between
the object visibility conditions, F(1,23) = 8.72, p = .007. These results
were qualified by a significant interaction between the two factors,
F(1,23) = 5.10, p = .023. Searchers produced more movement utter-
ances in gaze than in mouse and more with the objects invisible than
visible, but it turned out that the difference between gaze and mouse
only was present with invisible objects (41.9 vs. 25.6%), p b .001, but
not in the visible condition (24.0 vs. 22.6%), p = .803 (see Fig. 4C).

4. Discussion

The present study compared gaze and mouse transfer during remote
cooperation in a situation inwhich knowing about the partner's attention
and strategies was potentially useful. It was investigated whether in this
context there is a specific benefit of gaze transfer that goes beyond mere
pointing, and how both modes of interacting affect the coordination
joint action. In a joint moving window (JMW) task, an assistant could
use a searcher's transmitted gaze or mouse cursor to provide optimal
viewing conditions. The assistant himself was endowedwith visual infor-
mation about the object locations, or no visual object information at all.

4.1. Using gaze transfer remains challenging

The results extend our previous findings thatmouse transfer outper-
forms gaze transfer (Müller et al., 2013). In the present study, there was
no specific benefit of gaze transfer, indicating that a possible criticism
of our previous study (Müller et al., 2013), namely that a spatial
referencing task simply is not suited for a fair investigation of the poten-
tials of gaze, is insufficient. Instead, it appears that coordinating joint ac-
tion with gaze transfer is difficult even when the partner's search and
visual attention are directly task-relevant. In more general terms,
these findings suggest that knowing more about a partner's task solu-
tion processes is not always helpful, at least not without any form of
“interpretation support”.
4.2. Object visibility has differential effects on gaze and mouse transfer

Despite the lack of a specific gaze benefit, it needs to be noted that
gaze also was not inferior to mouse transfer, given that the assistant re-
ceived it in relation to the objects it was directed at.With visible objects,
gaze transfer neither increased solution times nor participants' verbal
effort in terms of their overall words or the searcher's utterances related
to moving the window. In contrast, when information about the task
environment was compromised in the invisible condition, subjects
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were still able to apply the mouse cursor successfully, but performance
severely deteriorated for gaze transfer.

An explanation can be derived from the analysis of the spatio-
temporal coupling between the transmitted cursor and the window
centre, as reflected in the minimal mean distances between them. This
coupling provides insights into theway inwhich assistants were actual-
ly using their partner's gaze or mouse cursor to guide their own actions.
An overall stronger coupling for mouse transfer was qualified by an in-
teraction with object visibility, indicating that differences between gaze
andmouse only occurred in the invisible condition. Thus, given that the
visual task context is provided, gaze and mouse cursors can be used to
coordinate joint performance in a similarmanner. Conversely, eliminat-
ing object visibility resulted in a closer coupling between the mouse
cursor and the window centre, whereas this was not the case for the
gaze cursor.

Moreover, although there were overall differences in coordination
between the experimental conditions, we also observed different strate-
gies within the conditions. In the gaze/visible condition, there was a
tendency for two different ways of coordinating the cursor-window
movement: Some assistants followed the searcher, whereas others
adopted an autonomous strategy, as reflected in negative delay times
of the minimal distance between cursor and window. In the mouse/
visible condition, there was a much wider range of delay times. This
might indicate that as long as autonomous action is possible (because
the assistant possesses the relevant knowledge), mouse transfer allows
a flexible choice of a coordination strategy, whereas gaze transfer
invites a more homogenous behaviour. A possible reason could be
that the fast gaze cursor is hard to ignore and has a high affordance of
being used (see below). If this is the case, it does not necessarily pose
a problem aswe found no effects of strategy on performance. However,
it should be considered when applying gaze transfer in joint tasks that
require a high degree of autonomy.

When the objects were invisible, negative cursor-window delays
(i.e. autonomous action of the assistant) did not occur at all. Moreover,
with invisible objects the delay times were more homogenous and the
cursor-window distances were smaller for mouse than gaze transfer,
indicating a closer following of the cursor. Taken together, the strategy
analyses suggest that if visual information is compromised, most
receivers of mouse transfer abandon their flexibility and just follow
their partner's cursor in an immediate way. No comparable behaviour
can be observed when the partner's cursor represents his gaze.

To account for this inconsistency in the assistants' behaviour, we
argue that the ability to interpret gaze andmouse cursors is differentially
affected by the viewing conditions. An explanation might be derived
from the nature of the information transmitted via the two types of cur-
sor transfer. Eye movements are a rather direct manifestation of a
person's visual attention and information processing activities (Just &
Carpenter, 1976; Velichkovsky, 2002). However, this processing occurs
in the context of the visual environment: Attention does not float freely
in space but is closely linked to the objects a person is interacting with
(Land & Tatler, 2009). Thus, gaze information becomes interpretable
in the first place because it enables an observer to understand what
someone is attending to. Consequently, when seeing someone look
without knowingwhat he is looking at, it obviously is hard, if not impos-
sible, to make sense of these gazes. This interpretation is corroborated
by some of our subjects' informal reports, expressing that they had
tried to ignore the gaze cursor in the invisible condition, because they
had not been able to use it. The same conclusion can be drawn from
the excessively highword numbers in this condition, reflecting the par-
ticipants' attempts to coordinate the window movement in a purely
verbal manner.

These results fit nicely with other studies showing that the way in
which people establish common ground is affected by what they know
or believe their partner can see (Hanna, Tanenhaus, & Trueswell, 2003).
For example, Richardson, Dale, and Tomlinson (2009) manipulated
participants' beliefs regarding the match between their own and their
partner's visual input during a discussion. Participants incorporated
these beliefs into theway they coordinated their interaction, by compen-
sating an assumedmismatchwithmore conversational effort as reflected
in both their eyemovement patterns and speech. However, when people
do not possess the relevant knowledge or beliefs about the partner's visu-
al processing (as in our invisible condition), they cannot use this informa-
tion and are forced to adopt a default strategy of establishing common
ground from scratch. This can be done either by using deictic information
from the partner's mouse, or high amounts of verbal effort if such tools
are unavailable.

4.3. Flexibility is a central difference between gaze and mouse transfer

When using the mouse under impoverished viewing conditions,
subjects did not seem to encounter the same difficulties as for gaze.
An obvious reason is that mouse cursors can be applied as an explicit
pointing device, used for the sole purpose of intentional communica-
tion: The assistant knows that whenever the mouse moves, he
can simply react, and indeed some of our searchers asked their
assistant to “not think, just follow my mouse”. Thus, the assistant
does not even have to understand why his partner's mouse is
moving, he only has to use it as a deictic signal. There is no reason
why this ability should be compromised in the absence of visual
object information.

The single function of the mouse as a communication device in the
present paradigm raises the concern that the ease of reacting to it may
not generalize to other situations. In most computer-based tasks,
the mouse serves as a tool for object manipulation (e.g. clicking or
relocating). One might argue that such a double function of mouse
transfer would have increased distraction and uncertainty just like
it does for gaze transfer. In the present paradigm, it might have led
assistants to erroneously move the window to an area in which the
searcher was only intending to manipulate an object, without want-
ing the assistant to react. However, such a double function of mouse
actions should only cause distraction if the objects that a person is
manipulating differed from those that he needs to see. This is not
supported by the general finding that in active tasks people look at
the objects they are acting on (Land & Tatler, 2009). Instead, endowing
the mouse with a task-relevant function might even have increased its
communicative value, because observing a partner's actions provides
an implicit cue for coordinating joint activities (Sebanz, Bekkering, &
Knoblich, 2006).

From that perspective, it might even be askedwhether the reverse is
true and the single function of mouse movements decreased its effec-
tiveness: Should coordinating joint action on the basis of purely inten-
tional signals not slow down the overall interaction? It seems that
some of our subjects thought so as well, as five searchers chose to not
use the mouse at all, perhaps expecting it to be too cumbersome. As
there was no effect of actual mouse usage on performance, this seems
to saymore about the diversity of people's strategies than about the ne-
cessity of mouse transfer. But it illustrates a characteristic of the mouse
that presumablymakes it so effective: itsflexibility. Basically, themouse
can be used in all kinds of ways, and it can evenmimic gaze transfer: An
analysis of the coupling between searchers' gaze and mouse cursors
suggests that they can link their mouse to their own gaze, making
their focus of visual attention immediately accessible for an observer
even in the absence of actual gaze transfer. In addition, mouse move-
ments can be adjusted to the partner's needs and scaled to the demands
of the situation, either performing fast moves of small amplitudes or
being reduced to slow and systematic moves. Also, any temporary
glitches that would be confusing for the partner (e.g. reflexive move-
ments to distant distractors) can be avoided.

Changing one's gaze to achieve a comparable “audience design”
(to borrow a term from linguistics, Bell, 1984) would presumably
be very costly. This is because in active tasks, people cannot prevent
or control their eye movements without severely compromising their
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performance (Ballard, Hayhoe, & Pelz, 1995).3 Thus, when using gaze
transfer, people have to find other ways to prevent misunderstandings.
There is evidence that in the JMW task, they did so in an explicit, verbal
manner, by producing more feedback utterances. Interestingly, this dif-
ference between gaze and mouse transfer occurred irrespective of ob-
ject visibility, suggesting that the increased risk of misinterpreting eye
movements is not limited to specific viewing conditions but constitutes
a general problem inherent in gaze transfer.

The ways in which subjects used gaze versus mouse transfer can
be summarized like this: In a joint task, eye movements inevitably
play different roles (e.g. information uptake and communication),
whereas the mouse can play any role a person wants it to play. Thus,
the latter can be adjusted to the task at hand, whereas eye movements
are more determined by factors outside the user's intention. This makes
the mouse a highly flexible communication device, whereas the condi-
tions for successfully using gaze transfer are more limited.
4.4. Difficulties in using gaze transfer, and possible solutions

Many difficulties of gaze transfer originate from the characteristic
fast and unsystematic way the eyesmove. Suchmovements can capture
an observer's attention, even when they are not relevant to the task
(Mulckhuyse, van Zoest, & Theeuwes, 2008; Richardson, 2013). But
these characteristics of eye movements also have consequences for an
observer's reactions to the cursor, because just following it unselectively
would result in inconsistent and joltymovements.When people have to
coordinate their actions, this will not only affect the observer of gaze
transfer but backfire on the producer as well. For instance, in a situation
like the JMW task, each time the assistant reacts to the searcher's gaze
in a premature or inappropriate way, the latter one's visual field gets
changed.

Therefore, we want to broaden the argument from our previous ar-
ticle (Müller et al., 2013) in which we concluded that gaze transfer is
hard to use when it needs to be inferred whether the partner is trying
to give instructions or just scanning the display. In the light of the pres-
entfindings, we suggest that using gaze transfer can producedistortions
whenever it is possible for an observer to react to it in an immediateway
and thereby affect the person whose gaze is transferred. Thus, gaze
transfer should probably not be used formoment-by-moment decisions
aboutwhether and how to act. However, we made an interesting obser-
vation in the gaze/visible condition: Some pairs chose a strategy in
which the assistant decided over the direction of the window move-
ment, and only used the gaze cursor to determinewhen tomove, name-
ly when he saw that the searcher had just finished looking at all the
objects currently visible. Typically, pairs who adopted this strategy
were highly efficient. This also corresponds with the notion that gaze
transfer may be helpful in choosing an appropriate timing for topic
changes in a simulated tourist guiding task (Qvarfordt et al., 2005).

Certainly, there are conditions under which gaze transfer is more
feasible than mouse transfer (e.g. when the hands are used otherwise).
Therefore, future research will have to ameliorate its shortcomings, and
one fruitful approach is to develop more usable visualizations of a
person's gaze. First, in order to render the transmitted cursor less con-
fusing and achieve some degree of permanence, its movement could
be presented in the context of the immediately preceding eye move-
ments, for instance as a decaying trace (Mehta et al., 2005). Similarly,
smoothing the cursor movement could reduce its speed and positional
variability (Helmert, Pannasch & Velichkovsky, 2008). Such amanipula-
tion would also make the visual appearance of eye and mouse
3 In the JMWtask, subjects refrained fromcontrolling their eyemovements.When com-
paring fixation durations and saccadic amplitudes between gaze and mouse transfer, we
did not find any differences. This contrasts with previous studies using gaze transfer in a
more intentionally communicativeway (Müller et al., 2013; Velichkovsky, 1995) and sug-
gests that when a task leaves people a chance to avoid controlling their gaze, this is what
they do.
movements more similar, reducing the impact of different movement
parameters as a potential confound in comparing both types of transfer.
A second problem of current visualizations lies in the undifferentiated
depiction of the transferred gaze: A highly salient cursor is constantly
jumping about. Instead, the cursor's visual appearance could be
linked to the function of the respective eye movements. This should
be possible to the extent to which this function can be inferred on the
basis of eye movement parameters per se (Velichkovsky, 2002), their
co-occurrence with other outputs such as speech (Kaur et al., 2003),
or their appearance in the context of specific activities (e.g. refixations
when reading). A third approach starts from the premise that gaze
transfer visualizes a person's attention to objects, which implies that a
direct highlighting of these attended objects might be preferable to an
indirect spatial indicator such as a cursor. Presumably, such highlighting
would facilitate the matching between the gaze and its target in the
visual scene, and current work is comparing these direct object visuali-
zations with other forms of gaze transfer.

5. Conclusion

The present study emphasizes threemain considerations about gaze
transfer. First, using a partner's gaze to coordinate joint action is chal-
lenging, not only when it functions as an explicit command but even
when the partner's search process is directly task-relevant. Second,
whereas mouse cursors can be used in a multitude of ways and even
be followed unselectively, when using gaze cursors it is of paramount
importance that the recipient perceives them in relation to the environ-
ment they are corresponding to. Thus, caution is required to ensure that
for an observer of gaze transfer it is directly visible and understandable
what his partner is looking at andwhy. Third, in highly interactive tasks
there probably should be a barrier between gaze transfer and the ability
to react to it. That is, reactions to gaze should not need to be immediate
but only be required after a certain amount of time and observation of
the partner's viewing behaviour. If gaze transfer is to be used in settings
in which the meaning of gaze has to be inferred from particular cursor
movements, technical measures will have to be taken to minimize
uncertainty and distraction. In conclusion, our results again highlight
the need to take task characteristics into account when applying gaze
transfer for remote cooperation.
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