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THE SERVICE CENTER RESEARCH DATA

Cooperation between

Department 4.3 Research-related 
Services

Center for Interdisciplinary Digital 
Sciences (CIDS)
Department Information Services and 
High Performance Computing (ZIH) 

Website:
https://tu-dresden.de/kontaktstelle-forschungsdaten

E-Mail:
kontaktstelle-forschungsdaten@tu-dresden.de

Cooperation between

Department 4.3 Research-related 
Services

Center for Interdisciplinary Digital 
Sciences (CIDS)
Department Information Services and 
High Performance Computing (ZIH) 

Website:
https://tu-dresden.de/kontaktstelle-forschungsdaten

E-Mail:
kontaktstelle-forschungsdaten@tu-dresden.de

Team

4 consultants

2 IT specialists

➢ Certified in ITIL and Requirements Engineering

Services:

▪ PLAN – Data management planning (DMP)

▪ INFORM – Information, consultation and training in 
RDM

▪ ASSIST – Support with RDM implementation

https://tu-dresden.de/kontaktstelle-forschungsdaten
mailto:kontaktstelle-forschungsdaten@tu-dresden.de
https://tu-dresden.de/kontaktstelle-forschungsdaten
mailto:kontaktstelle-forschungsdaten@tu-dresden.de
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THE SERVICE CENTER RESEARCH DATA
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PLAN – Data management 
plan (DMP)

▪ Text modules for 
individual project 
proposals

▪ DMP concept for 
collaborative project 
proposals

▪ Review of DMP drafts

INFORM – Consultation and 
information on RDM

▪ Inquiries and 
information 

▪ Consultation meetings

▪ Talks and lectures

ASSIST – Support with RDM

▪ Conceptual support

▪ Technical support

▪ Research data 
offboarding

https://storyset.com/event
https://storyset.com/people
https://storyset.com/imagination
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INFORMATION ON FURTHER TRAINING EVENTS

Please consult the website of the Service 
Center Research Data

https://tud.link/a4up

https://tud.link/a4up
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GOALS OF THIS TALK

At the end of the lecture, you will know which systems you can use at the ZIH to:

✓ Save data and provide it with a backup

✓ Collaborate with others on data and documents

✓ Share data with other (external) stakeholders

✓ Create a data and project overview

✓ Archive data
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DATA STORAGE AND BACKUP AT TU DRESDEN

Terminology
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DATA STORAGE VS BACKUP

Storage

➢ Recording data to a storage medium to store it 
securely and accessibly

Backup

➢ Make one or more copies of the data in case the 
original data is lost, damaged or otherwise 
inaccessible

or

Original
or

Original

move

Original

and

and

copy

Copies
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WHAT IS A BACKUP?

▪ Copy of the original data, which is saved on a suitable storage medium

▪ Purpose: to avoid data loss

▪ Should be redundant to the original data and created regularly

3-2-1 Backup rule: … to create several layers
that prevent the loss of 

data.

At least 3 copies of 
the data …

+

… stored on 2 
different kinds of 
storage media …

… 1 copy is physically 
separated from the others …

+
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BACKUP TERMINOLOGY FOR CENTRAL STORAGE

Snapshots Mirror Backup
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COMPARISON OF STORAGE SYSTEMS

(own) Desktop PC or laptop

▪ Easy access 

▪ Sharing/collaboration difficult

▪ Encryption and backup must be 
set up by yourself

External magnetic or flash 
memory

▪ Easy to transport

▪ Can be shared, but collaboration 
is still difficult

▪ Easily lost, stolen, or broken

▪ Encryption and backup must be 
set up by yourself

Institute servers or 
(external) cloud services

▪ Automatic backup

▪ Professional support

▪ Access rights management

▪ Remote access

▪ Less personal control
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DATA STORAGE AND BACKUP AT TU DRESDEN

Local Systems
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System ZIH-
login

VPN Backup 
/ Copies

Sensitive data Volume Collaborative 
work

Local PC

Home Drive
only with 

encryption
20 – 200 

GB

Group Drive**
with additional 

settings
< 50 TB

Datashare 2 – 10* GB

SharePoint
with additional 

settings
5* GB

Gitlab TU Chemnitz
50 MB p. 
project

Research Cloud / 
Enterprise Cloud

depends possible not in RC < 10 TB

HPC*** depends depends
95 GB – 4 

PB 

OPARA (Repository)
PB 

possible

STORAGE SYSTEMS: LOCAL STORAGE
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https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-1
https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-2
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/datenaustausch/index_1
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/groupware/sharepoint/groupware_sharepoint
https://gitlab.hrz.tu-chemnitz.de/users/sign_in
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://compendium.hpc.tu-dresden.de/
https://opara.zih.tu-dresden.de/home
https://selfservice.tu-dresden.de/services/groupdrive/request/
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INDIVIDUAL BACKUP OF LOCAL PC

3-2-1 Backup rule:

▪ at least 3 copies of the data…

▪ … stored on 2 different kinds of storage media…

▪ … 1 copy is physically separated from the others 

Example

*e.g., using PureSync

External drive at home

External drive at work

Local PC

https://www.puresync.de/
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ZIH-BACKUP OF LOCAL PC

3-2-1 Backup rule:

▪ at least 3 copies of the data…

▪ … stored on 2 different kinds of storage media…

▪ … 1 copy is physically separated from the others 

Example

Central backup 
system of ZIH

✓ Two copies of a file (mirror)
✓ Daily backup
✓ File versions are stored up to 180 

days
✓ Graphical front end or command line 

tool for restore
✓ Restore to any place on the 

originating machine
Local PC

https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/backup_archiv/backup/index
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STORAGE SYSTEMS – CENTRAL STORAGE

(own) Desktop PC or laptop

▪ Easy access 

▪ Sharing/collaboration difficult

▪ Encryption and backup must be 
set up by yourself

External magnetic or flash 
memory

▪ Easy to transport

▪ Can be shared, but collaboration 
is still difficult

▪ Easily lost, stolen, or broken

▪ Encryption and backup must be 
set up by yourself

Institute servers or 
(external) cloud services

▪ Automatic backup

▪ Professional support

▪ Access rights management

▪ Remote access

▪ Less personal control
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DATA STORAGE AND BACKUP AT TU DRESDEN

Central Network Drives
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https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-1
https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-2
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/datenaustausch/cloudstore
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/groupware/sharepoint/groupware_sharepoint
https://gitlab.hrz.tu-chemnitz.de/users/sign_in
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://compendium.hpc.tu-dresden.de/
https://opara.zih.tu-dresden.de/home
https://selfservice.tu-dresden.de/services/groupdrive/request/
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ZIH-HOME DRIVE AND BACKUP

3-2-1 Backup rule:

▪ at least 3 copies of the data…

▪ … stored on 2 different kinds of storage media…

▪ … 1 copy is physically separated from the others 

Example

ZIH-Home Drive:
✓ Available instantly with 

ZIH-login
✓ Mirror to second site
✓ Snapshots

Automatic backup by ZIH 
✓ 26 weeks recovery period

*e.g., with PureSync

Local PC

VPN

https://www.puresync.de/
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System ZIH-
login
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STORAGE SYSTEMS – CENTRAL STORAGE: NETWORK DRIVES

Think 
about 
access 
rights!
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https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-1
https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-2
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/datenaustausch/cloudstore
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/groupware/sharepoint/groupware_sharepoint
https://gitlab.hrz.tu-chemnitz.de/users/sign_in
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://compendium.hpc.tu-dresden.de/
https://opara.zih.tu-dresden.de/home
https://selfservice.tu-dresden.de/services/groupdrive/request/
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USING THE ZIH-GROUP DRIVE – EXAMPLE AND BACKUP

ZIH-Group Drive:
✓ Available via self-service 

portal
✓ Mirror to second site
✓ Snapshots

Automatic backup 
by ZIH
✓ Once a week

(automatic) Transfer of data

Working on the group drive
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https://selfservice.tu-dresden.de/

FINDING YOUR ZIH-INFRASTRUCTURE – TU DRESDEN SELF-SERVICE PORTAL

https://selfservice.tu-dresden.de/
https://selfservice.tu-dresden.de/
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FINDING YOUR ZIH-INFRASTRUCTURE – TU DRESDEN SELF-SERVICE PORTAL

Central storage

https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-2


The ZIH-Infrastructure for Research Data Management
Service Center Research Data
Talk Slide 24

TU DRESDEN SELF-SERVICE PORTAL – ZIH-GROUP DRIVE REQUEST FORM

Define data volumeDefine data volume

Define access rightsDefine access rights

Define data protection levelDefine data protection level

Define backup strategyDefine backup strategy

NFS and CIFS Storage
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DATA STORAGE AND BACKUP AT TU DRESDEN

Central Cloud Services
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System ZIH-
login

VPN Backup 
/ Copies

Sensitive data Volume Collaborative 
work

Local PC

Home Drive
only with 

encryption
20 – 200 

GB

Group Drive**
with additional 

settings
< 50 TB

Datashare 2 – 10* GB

SharePoint
with additional 

settings
5* GB

Gitlab TU Chemnitz
50 MB p. 
project

Research Cloud / 
Enterprise Cloud

depends possible not in RC < 10 TB

HPC*** depends depends
95 GB – 4 

PB 

OPARA (Repository)
PB 

possible

STORAGE SYSTEMS – CENTRAL STORAGE: CLOUD SERVICES

Think 
about 
access 
rights!
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https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-1
https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-2
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/datenaustausch/cloudstore
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/groupware/sharepoint/groupware_sharepoint
https://gitlab.hrz.tu-chemnitz.de/users/sign_in
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://compendium.hpc.tu-dresden.de/
https://opara.zih.tu-dresden.de/home
https://selfservice.tu-dresden.de/services/groupdrive/request/


The ZIH-Infrastructure for Research Data Management
Service Center Research Data
Talk Slide 27

CLOUD SERVICES – FEATURES

Shared access to folders 
and files

Shared access to folders 
and files

Datashare

SharePoint
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CLOUD SERVICES – FEATURES

Working simultaneously 
on office documents

Working simultaneously 
on office documents

Datashare SharePoint
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CLOUD SERVICES – FEATURES

Information about 
activities

Information about 
activities

Datashare

SharePoint
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CLOUD SERVICES – FEATURES

VersioningVersioning

Datashare

(if activated)(if activated)

SharePoint
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LINKING NETWORK DRIVES WITH CLOUD SERVICES – EXTERNAL STORAGE

Access group drive or S3 
object storage directly

Access group drive or S3 
object storage directly

Datashare

How-To

Datashare

External access?

Campus network

VPN

https://faq.tickets.tu-dresden.de/otrs/public.pl?Action=PublicFAQZoom;ItemID=1117;ZoomBackLink=QWN0aW9uPVB1YmxpY0ZBUVNlYXJjaDtTdWJhY3Rpb249U2VhcmNoO0Z1bGx0ZXh0PWRhdGFzaGFy%0AZTtTb3J0Qnk9VGl0bGU7T3JkZXI9VXA7U3RhcnRIaXQ9MQ%3D%3D%0A;
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DATA STORAGE AND BACKUP AT TU DRESDEN

Systems to Manage Data Processing
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settings
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with additional 

settings
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50 MB p. 
project

Research Cloud / 
Enterprise Cloud

depends possible not in RC < 10 TB

HPC*** depends depends
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OPARA (Repository)
PB 

possible

STORAGE SYSTEMS – MANAGING CODE AND SCRIPTS
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about 
access 
rights!
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https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-1
https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-2
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/datenaustausch/cloudstore
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/groupware/sharepoint/groupware_sharepoint
https://gitlab.hrz.tu-chemnitz.de/users/sign_in
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://compendium.hpc.tu-dresden.de/
https://opara.zih.tu-dresden.de/home
https://selfservice.tu-dresden.de/services/groupdrive/request/


The ZIH-Infrastructure for Research Data Management
Service Center Research Data
Talk Slide 34

STORAGE SYSTEMS – MANAGING CODE AND SCRIPTS

VersioningVersioning

Branching / MergingBranching / Merging

IssuesIssues

Continuous Integration / 
Continuous Deployment
Continuous Integration / 
Continuous Deployment

Main

Your work (Branch)

Someone else‘s work (Branch)
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System ZIH-
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VPN Backup 
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STORAGE SYSTEMS – INFRASTRUCTURE AS A SERVICE

Think 
about 
access 
rights!
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https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-1
https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-2
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/datenaustausch/cloudstore
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/groupware/sharepoint/groupware_sharepoint
https://gitlab.hrz.tu-chemnitz.de/users/sign_in
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://compendium.hpc.tu-dresden.de/
https://opara.zih.tu-dresden.de/home
https://selfservice.tu-dresden.de/services/groupdrive/request/
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STORAGE SYSTEMS – INFRASTRUCTURE AS A SERVICE

„Infrastructure as a Service"

DATA

APPLICATION

OPERATING SYSTEM

VIRTUALIZATION

SERVER

NETWORK

STORAGE

Questions/Issues?

Own responsibility

Questions/Issues?

ZIH responsibility

Virtual Machine
Enterprise Cloud

Guidance
Configuration
Extension

Service Desk

License
Documentation
Data security

Deployment
Administration
Disaster recovery

Free choice of 
application

Own serverOwn server

APPLICATION

Administration
Disaster recovery
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https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-1
https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-2
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/datenaustausch/cloudstore
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/groupware/sharepoint/groupware_sharepoint
https://gitlab.hrz.tu-chemnitz.de/users/sign_in
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://compendium.hpc.tu-dresden.de/
https://opara.zih.tu-dresden.de/home
https://selfservice.tu-dresden.de/services/groupdrive/request/
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STORAGE SYSTEMS – HIGH PERFORMANCE COMPUTING

→ HPC Compendium

Access to fast storage 
and computing hardware

Access to fast storage 
and computing hardware

https://compendium.hpc.tu-dresden.de/


The ZIH-Infrastructure for Research Data Management
Service Center Research Data
Talk Slide 39

DATA STORAGE AND BACKUP AT TU DRESDEN

Data Archiving and Publishing
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System ZIH-
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VPN Backup 
/ Copies
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Research Cloud / 
Enterprise Cloud
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possible

STORAGE SYSTEMS – REPOSITORY FOR DATA ARCHIVING AND PUBLICATION

Think 
about 
access 
rights!
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https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-1
https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-2
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/datenaustausch/cloudstore
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/groupware/sharepoint/groupware_sharepoint
https://gitlab.hrz.tu-chemnitz.de/users/sign_in
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://compendium.hpc.tu-dresden.de/
https://opara.zih.tu-dresden.de/home
https://selfservice.tu-dresden.de/services/groupdrive/request/
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STORAGE SYSTEMS – REPOSITORY FOR DATA ARCHIVING AND

PUBLICATION

Archive
- For your group -

Data submissionData submission

Submission overviewSubmission overview

Publish
- For everyone -

DOI, LicensesDOI, Licenses
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System ZIH-
login
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/ Copies
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STORAGE SYSTEMS IN DEVELOPMENT

Think 
about 
access 
rights!
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This list of storage systems is 
constantly being expanded.

https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-1
https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher/details?set_language=en#section-2
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/datenaustausch/cloudstore
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/groupware/sharepoint/groupware_sharepoint
https://gitlab.hrz.tu-chemnitz.de/users/sign_in
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://tu-dresden.de/zih/dienste/service-katalog/zusammenarbeiten-und-forschen/server_hosting
https://compendium.hpc.tu-dresden.de/
https://opara.zih.tu-dresden.de/home
https://selfservice.tu-dresden.de/services/groupdrive/request/
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DATA STORAGE AND BACKUP AT TU DRESDEN

Systems in Development
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STORAGE SYSTEMS IN DEVELOPMENT – OBJECT STORAGE

▪ Method of storing data in which each piece of 
data is treated as a self-contained unit called 
an "object“, including three components:

✓ Data: The actual content or file.

✓ Metadata: Information that describes the data 
(like details, tags, or attributes).

✓ Unique Identifier: A unique ID that makes the 
object easily identifiable

▪ Flat organization, no hierarchical structure 

▪ Especially for large amounts of unstructured 
data 

▪ Objects are stored independently

▪ Easily searchable

Metadata

Bucket

Metadata

Metadata

Metadata

Metadata

Metadata

Metadata

Metadata

Metadata

Metadata

Metadata

Metadata

Metadata

Different concept of data 
organization

Different concept of data 
organization
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STORAGE SYSTEMS IN DEVELOPMENT – OBJECT STORAGE

▪ Initially 20 GB, up to 200 GB, extendable upon 
request

▪ “Unlimited” objects

▪ Up to 50 buckets

▪ Encryption possible

▪ No backup

Access to central object 
store

Access to central object 
store

Metadata

Bucket

Metadata

Metadata

Metadata

Metadata

Metadata

Metadata

Metadata

Metadata

Metadata

Metadata

Metadata

Metadata
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→Project to set up ELNs as a central service
Interested? Service Center Research Data

STORAGE SYSTEMS IN DEVELOPMENT – ELECTRONIC LAB NOTEBOOK (ELN)

Umschlag Silhouette

mailto:kontaktstelle-forschungsdaten@tu-dresden.de
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DATA STORAGE AND BACKUP AT TU DRESDEN

Summary
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INFRASTRUCTURE OF TUD AND PARTNERS COVERS THE BASIC COMPONENTS OF RDM

DATABASEDATABASE

FRONTENDFRONTEND

PID-SERVICEPID-SERVICE

METADATA MANAGEMENTMETADATA MANAGEMENT

WORKFLOWENGINEWORKFLOWENGINE

VERSIONINGVERSIONING

HPC-RESOURCESHPC-RESOURCES

COMPUTINGCOMPUTING

DATA SOURCESDATA SOURCES METADATA EXTRACTIONMETADATA EXTRACTION
STORAGE SYSTEMSSTORAGE SYSTEMS

STORAGESTORAGE

DATA INTEGRATIONDATA INTEGRATION

REPOSITORYREPOSITORY ARCHIVEARCHIVE

RESEARCH OUTPUTRESEARCH OUTPUT

KNOWLEDGE BASEKNOWLEDGE BASE
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INFRASTRUCTURE OF TUD AND PARTNERS COVERS THE BASIC COMPONENTS OF RDM

DATABASEDATABASE

FRONTENDFRONTEND

PID-SERVICEPID-SERVICE

METADATA MANAGEMENTMETADATA MANAGEMENT

WORKFLOWENGINEWORKFLOWENGINE

VERSIONINGVERSIONING

HPC-RESOURCESHPC-RESOURCES

COMPUTINGCOMPUTING

DATA SOURCESDATA SOURCES METADATA EXTRACTIONMETADATA EXTRACTION
STORAGE SYSTEMSSTORAGE SYSTEMS

STORAGESTORAGE

DATA INTEGRATIONDATA INTEGRATION

REPOSITORYREPOSITORY ARCHIVEARCHIVE

RESEARCH OUTPUTRESEARCH OUTPUT

KNOWLEDGE BASEKNOWLEDGE BASE

Ein Bild, das Logo, Schrift, Grafiken, Symbol enthält.

KI-generierte Inhalte können fehlerhaft sein.

Ein Bild, das Schrift, Grafiken, Logo, Kreis enthält.

KI-generierte Inhalte können fehlerhaft sein.

elabftw

Unabhängige Treuhandstelle

Repository logo

Datenintegrationszentrum (DIZ) in Dresden

INTRANET

INTRANET

Spielwiese Denise

Spielwiese Denise

WEBCMS

https://gitlab.hrz.tu-chemnitz.de/
https://selfservice.tu-dresden.de/services/9661/
https://selfservice.tu-dresden.de/services/9678/
mailto:Kontaktstelle-forschungsdaten@tu-dresden.de?subject=Chemotion
https://fis.tu-dresden.de/
https://www.ths-dresden.de/
https://dd-trust.zih.tu-dresden.de/
https://selfservice.tu-dresden.de/services/groupdrive/
https://opara.zih.tu-dresden.de/home
https://selfservice.tu-dresden.de/services/9703/
https://www.uniklinikum-dresden.de/de/das-klinikum/universitaetscentren/zentrum-fuer-medizinische-informatik/zentrum/diz
https://dresden-technologieportal.de/de
https://tu-dresden.de/intern/dialog-und-organisation/projekt-intranet/projekt-intranet
https://selfservice.tu-dresden.de/services/sharepoint/
https://selfservice.tu-dresden.de/services/sharepoint/
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NEXT STEPS / OUR SERVICE

Look for further lectures of the Service Center Research Data or book an 
appointment.

Make yourself familiar with the ZIH storage systems and the self-service portal 
For further questions regarding IT infrastructure (group drives, cloudstore, ..) contact the ZIH 
Service Desk: servicedesk@​tu-dresden.de

https://tu-dresden.de/forschung-transfer/services-fuer-forschende/kontaktstelle-forschungsdaten/termine
https://tu-dresden.de/forschung-transfer/services-fuer-forschende/kontaktstelle-forschungsdaten/unser-service/terminbuchungssystem
https://tu-dresden.de/forschung-transfer/services-fuer-forschende/kontaktstelle-forschungsdaten/unser-service/terminbuchungssystem
https://tu-dresden.de/zih/dienste/service-katalog/arbeitsumgebung/datenspeicher?set_language=en
https://selfservice.tu-dresden.de/services/9703/
https://tu-dresden.de/cids/scd/service-desk/service-desk
https://tu-dresden.de/cids/scd/service-desk/service-desk
mailto:servicedesk@tu-dresden.de
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