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Einführung und Motivation

Warum SoC und spezielle Busspezifikationen?

• Vorteile SoC:
 sehr kompakt 
 niedriger Energieverbrauch
 modularer Aufbau, heutige SoCs bestehen aus vielen einzelnen 

Systemkomponenten, dadurch:
- fördert Wiederverwendbarkeit
- Kostenersparnis
- Entwicklungszeitersparnis

• spezielle Anforderungen an Bussysteme
• einheitliche Standards wichtig
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Überblick AMBA und Einordnung AHB

Die verschiedenen Busse (1)

• APB (Advanced Peripheral Bus)
 low-cost interface
 minimal power consumption
 reduced interface complexity
 no pipelining
 low-bandwidth

• ASB (Advanced System Bus)
 high performance
 pipelined operation
 burst transfers
 multiple bus masters
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Überblick AMBA und Einordnung AHB

Die verschiedenen Busse (2)

• AHB (Advanced High-performance Bus)
 Erweiterung bzw. Nachfolger von ASB mit folgenden zusätzlichen 

Features:
- split transactions
- single-cycle bus master handover
- single-clock edge operation
- non-tristate implementation
- high clock frequency systems
- wider data bus configurations (up to 1024 bits)
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Überblick AMBA und Einordnung AHB

ein typisches AMBA-basiertes System

 

Introduction to the AMBA Buses
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1.3 A typical AMBA-based microcontroller

An AMBA-based microcontroller typically consists of a high-performance system 

backbone bus (AMBA AHB or AMBA ASB), able to sustain the external memory 

bandwidth, on which the CPU, on-chip memory and other Direct Memory Access 

(DMA) devices reside. This bus provides a high-bandwidth interface between the 

elements that are involved in the majority of transfers. Also located on the high-

performance bus is a bridge to the lower bandwidth APB, where most of the peripheral 

devices in the system are located (see Figure 1-1).

Figure 1-1 A typical AMBA system

AMBA APB provides the basic peripheral macrocell communications infrastructure as 

a secondary bus from the higher bandwidth pipelined main system bus. Such 

peripherals typically:

• have interfaces which are memory-mapped registers

• have no high-bandwidth interfaces

• are accessed under programmed control.

* High performance
* Pipelined operation
* Multiple bus masters
* Burst transfers
* Split transactions

* High performance
* Pipelined operation
* Multiple bus masters

* Low power
* Latched address and control
* Simple interface
* Suitable for many peripherals
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3.2 Bus interconnection

The AMBA AHB bus protocol is designed to be used with a central multiplexor 

interconnection scheme. Using this scheme all bus masters drive out the address and 

control signals indicating the transfer they wish to perform and the arbiter determines 

which master has its address and control signals routed to all of the slaves. A central 

decoder is also required to control the read data and response signal multiplexor, which 

selects the appropriate signals from the slave that is involved in the transfer.

Figure 3-2 illustrates the structure required to implement an AMBA AHB design with 

three masters and four slaves.

Figure 3-2 Multiplexor interconnection
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Überblick AMBA und Einordnung AHB

Beispielstruktur
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AHB-Funktionsweise

Übersicht

• Basic transfer
• Transfer type
• Burst operation
• Address decoding
• Slave transfer response
• Arbitration
• Split transfers
• Slave interface diagram
• Master interface diagram
• Arbiter interface diagram
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AHB-Funktionsweise

Basic transfer

 

AMBA AHB
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When a transfer is extended in this way it will have the side-effect of extending the 

address phase of the following transfer. This is illustrated in Figure 3-5 which shows 

three transfers to unrelated addresses, A, B & C. 

Figure 3-5 Multiple transfers

In Figure 3-5:

• the transfers to addresses A and C are both zero wait state

• the transfer to address B is one wait state 

• extending the data phase of the transfer to address B has the effect of extending 

the address phase of the transfer to address C.
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AHB-Funktionsweise

Transfer type

 

AMBA AHB
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Figure 3-6 shows a number of different transfer types being used. 

Figure 3-6 Transfer type examples

In Figure 3-6:

• The first transfer is the start of a burst and therefore is NONSEQUENTIAL. 

• The master is unable to perform the second transfer of the burst immediately and 

therefore the master uses a BUSY transfer to delay the start of the next transfer. 

In this example the master only requires one cycle before it is ready to start the 

next transfer in the burst, which completes with no wait states.

• The master performs the third transfer of the burst immediately, but this time the 

slave is unable to complete and uses HREADY to insert a single wait state. 

• The final transfer of the burst completes with zero wait states.
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AHB-Funktionsweise

Burst operation
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The example in Figure 3-7 shows a four-beat wrapping burst with a wait state added for 

the first transfer. 

Figure 3-7 Four-beat wrapping burst

As the burst is a four-beat burst of word transfers the address will wrap at 16-byte 

boundaries, hence the transfer to address 0x3C is followed by a transfer to address 0x30. 

The only difference with the incrementing burst, shown in Figure 3-8 on page 3-14, is 
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AHB-Funktionsweise

Address decoding
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3.8 Address decoding

A central address decoder is used to provide a select signal, HSELx, for each slave on 

the bus. The select signal is a combinatorial decode of the high-order address signals, 

and simple address decoding schemes are encouraged to avoid complex decode logic 

and to ensure high-speed operation.

A slave must only sample the address and control signals and HSELx when HREADY 

is HIGH, indicating that the current transfer is completing. Under certain circumstances 

it is possible that HSELx will be asserted when HREADY is LOW, but the selected 

slave will have changed by the time the current transfer completes.

The minimum address space that can be allocated to a single slave is 1kB. All bus 

masters are designed such that they will not perform incrementing transfers over a 1kB 

boundary, thus ensuring that a burst never crosses an address decode boundary.

In the case where a system design does not contain a completely filled memory map an 

additional default slave should be implemented to provide a response when any of the 

nonexistent address locations are accessed. If a NONSEQUENTIAL or SEQUENTIAL 

transfer is attempted to a nonexistent address location then the default slave should 

provide an ERROR response. IDLE or BUSY transfers to nonexistent locations should 

result in a zero wait state OKAY response. Typically the default slave functionality will 

be implemented as part of the central address decoder.

Figure 3-12 shows a typical address decoding system and the slave select signals.

Figure 3-12 Slave select signals
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AHB-Funktionsweise

Slave transfer response
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3.9.3 Two-cycle response

Only an OKAY response can be given in a single cycle. The ERROR, SPLIT and 

RETRY responses require at least two cycles. To complete with any of these responses 

then in the penultimate (one before last) cycle the slave drives HRESP[1:0] to indicate 

ERROR, RETRY or SPLIT while driving HREADY LOW to extend the transfer for an 

extra cycle. In the final cycle HREADY is driven HIGH to end the transfer, while 

HRESP[1:0] remains driven to indicate ERROR, RETRY or SPLIT.

If the slave needs more than two cycles to provide the ERROR, SPLIT or RETRY 

response then additional wait states may be inserted at the start of the transfer. During 

this time the HREADY signal will be LOW and the response must be set to OKAY.

The two-cycle response is required because of the pipelined nature of the bus. By the 

time a slave starts to issue either an ERROR, SPLIT or RETRY response then the 

address for the following transfer has already been broadcast onto the bus. The two-

cycle response allows sufficient time for the master to cancel this address and drive 

HTRANS[1:0] to IDLE before the start of the next transfer.

For the SPLIT and RETRY response the following transfer must be cancelled because 

it must not take place before the current transfer has completed. However, for the 

ERROR response, where the current transfer is not repeated, completion of the 

following transfer is optional.

Figure 3-13 shows an example of a RETRY operation. 

Figure 3-13 Transfer with retry response
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AHB-Funktionsweise

Arbitrierung (1)

folgende zusätzliche Signale erforderlich:
• HBUSREQx
• HLOCKx
• HGRANTx
• HMASTER[3:0]
• HMASTLOCK
• HSPLIT[15:0]
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AHB-Funktionsweise

Arbitrierung (2)
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3.11.3 Granting bus access

The arbiter indicates which bus master is currently the highest priority requesting the 

bus by asserting the appropriate HGRANTx signal. When the current transfer 

completes, as indicated by HREADY HIGH, then the master will become granted and 

the arbiter will change the HMASTER[3:0] signals to indicate the bus master number.

Figure 3-15 shows the process when all transfers are zero wait state and the HREADY 

signal is HIGH. 

Figure 3-15 Granting access with no wait states

Figure 3-16 shows the effect of wait states on the bus handover.

Figure 3-16 Granting access with wait states
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AHB-Funktionsweise

Split transfers
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3.12.4 Bus handover with split transfers

The protocol requires that a master performs an IDLE transfer immediately after 

receiving a SPLIT or RETRY response allowing the bus to be transferred to another 

master.  Figure 3-20 shows the sequence of events that occur for a split transfer.

Figure 3-20 Handover after split transfer
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T1 T2 T3 T4 T5

HCLK

NONSEQHTRAN[1:0] SEQ

A B

Control (A)

HADDR[31:0]

HBURST[2:0]
HWRITE

HSIZE[2:0]
HPROT[3:0]

HRESP[1:0]

HREADY

A + 4

IDLE

HGRANT

SPLIT

NONSEQ

Control (B)

SPLIT OKAY

Slave
signals

split

Arbiter
changes

grant

New master
drives

address

16



TU Dresden, 27.05.2009 Die AHB-Bus-Architektur Folie       von 21

AHB-Funktionsweise

Slave interface diagram
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3.18 AHB bus slave

An AHB bus slave responds to transfers initiated by bus masters within the system. The 

slave uses a HSELx select signal from the decoder to determine when it should respond 

to a bus transfer. All other signals required for the transfer, such as the address and 

control information, will be generated by the bus master.

3.18.1 Interface diagram

Figure 3-23 shows an AHB bus slave interface.

Figure 3-23 AHB bus slave interface
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AHB-Funktionsweise

Master interface diagram
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3.19 AHB bus master

An AHB bus master has the most complex bus interface in an AMBA system. Typically 

an AMBA system designer would use predesigned bus masters and therefore would not 

need to be concerned with the detail of the bus master interface.

3.19.1 Interface diagram

The interface diagram of an AHB bus master shows the main signal groups.

Figure 3-27 AHB bus master interface diagram

3.19.2 Bus master timing diagrams

The following diagrams show the timing parameters related to an AHB bus master 

operating in an AMBA system:

• Figure 3-28 shows the AHB master reset timing parameters

• Figure 3-29 shows the AHB master transfer timing parameters

• Figure 3-30 shows the AHB master arbitration timing parameters.

Figure 3-28 AHB master reset timing parameters
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AHB-Funktionsweise

Arbiter interface diagram
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3.20 AHB arbiter

The role of the arbiter in an AMBA system is to control which master has access to the 

bus. Every bus master has a REQUEST/GRANT interface to the arbiter and the arbiter 

uses a prioritization scheme to decide which bus master is currently the highest priority 

master requesting the bus.

Each master also generates an HLOCKx signal which is used to indicate that the master 

requires exclusive access to the bus.

The detail of the priority scheme is not specified and is defined for each application. It 

is acceptable for the arbiter to use other signals, either AMBA or non-AMBA, to 

influence the priority scheme that is in use. 

3.20.1 Interface diagram

Figure 3-31 shows the signal interface of an AHB arbiter.

Figure 3-31 AHB arbiter interface diagram
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Zusammenfassung und Ausblick

• Einsatz: 
 nicht nur von ARM, IP-Cores von vielen anderen Herstellern erhältlich
 ARM bietet selbst viele Cores an: Prime Cell Peripherals

- UARTs
- SDRAM und FLASH memory controller
- DMA engines etc.

• ARM bietet Testbenches und Design Kits sowie vorgefertigte Busmaster 
an

• AMBA 3.0
 AXI (Advanced eXtensible Interface)

- burst-based transactions with only start address issued
- out-of-order transaction completion
- five unidirectional channels with flexible relative timing

 ATB (Advanced Trace Bus)
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 Vielen Dank für Ihre Aufmerksamkeit!
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