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“Du wirst sehen, dass alles gutgehen wird.”
“Ich wüsste nicht, wie,” meinte Atréju.
“Ich auch nicht,” erwiderte der Drache,

“aber das ist gerade das Schöne.”

— Michael Ende, Die unendliche Geschichte

“Everything will turn out all right. You’ll see.”
“I can’t imagine how,” said Atreyu.

“Neither can I,” said the luckdragon.
“But that’s the best part of it.”

— Michael Ende, The Neverending Story
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Introduction

Constraint satisfaction problems (CSPs) are computational problems that appear in
many areas of computer science, for example in temporal and spatial reasoning in ar-
tificial intelligence [15] or in database theory [7, 55]. Let B be a fixed relational struc-
ture over a finite signature τ , sometimes called the template. The CSP of B (denoted
CSP(B)) is the problem of deciding whether a given conjunction of atomic τ -formulas
is satisfiable in B. We give a natural and well-understood example of a CSP.

Example 0.1. For (i, j, k) ∈ {0, 1}3, let Rijk = {0, 1}3 \ {(i, j, k)}. Consider the rela-
tional structure B = ({0, 1};R000, R001, R011, R111). Note that every input to CSP(B)
corresponds to a conjunction of 3-clauses (disjunction of three literals, each of which is
either a Boolean variable or its negation): for example, the input

R001(x1, x3, x2) ∧R011(x4, x3, x2)

corresponds to

(x1 ∨ x3 ∨ ¬x2) ∧ (x4 ∨ ¬x3 ∨ ¬x2).

It follows that CSP(B) is the same problem as the problem of satisfiability of Boolean
conjunctions of 3-clauses, known as 3-SAT, which is one of the most significant and
intensely studied NP-complete problems [48].

The computational complexity of CSPs is of central interest, and a general research
goal is to obtain systematic complexity classification results, in particular about CSPs
that are in P and CSPs that are NP-hard. The following breakthrough result was
obtained independently by Bulatov [32] and by Zhuk [82,83], which confirmed the famous
Feder-Vardi conjecture [42].

Theorem 0.2. Let A be a relational structure with a finite domain. Then CSP(A) is in
P or NP-complete.

Note that by the theorem of Ladner [61], if P̸=NP, then there are problems in NP
which are neither in P nor NP-complete, so-called NP-intermediate problems. Theo-
rem 0.2 implies that there are no such problems in the class of finite-domain CSPs. A
stronger formulation of Theorem 0.2 which includes an algebraic dichotomy that aligns
with the complexity dichotomy will be given in Theorem 3.4. A key component for
the algebraic dichotomy and the proof of Theorem 0.2 is the algebraic theory that was
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INTRODUCTION

developed for CSPs, and, mainly, the concepts of polymorphisms. Polymorphisms are
homomorphisms from a finite power of the template to the template itself and they can
be viewed as operations on the template. In some sense, polymorphisms capture the
symmetries of a relational structure and they may provide a polynomial-time algorithm
for the CSP of the structure.

The hardness condition for finite-domain CSPs builds on the simple observation that
primitively positively definable relations can be added to the template without changing
the complexity of the CSP, which inspired the concepts of pp-interpretations [9, 33]
and pp-constructions [6]. These concepts generalize primitive positive definability and
provide a framework for reductions between CSPs on different domains. In fact, it turns
out that, unless P=NP, the only source of hardness for finite-domain CSPs is a pp-
construction of some (equivalently: all) relational structure on a finite domain with an
NP-complete CSP.

CSPs on infinite domains

As a natural generalization, the research direction of CSPs on countably infinite domains
emerged. The motivation for this research is two-fold: to see how far the algebraic and
complexity results on finite-domain CSPs can be pushed and at the same time, to study
numerous natural computational problems that can be modeled as CSPs on an infinite
domain only. This is the case for most of the CSPs in temporal and spatial reasoning
and for many of the CSPs that appear in database theory (e.g., most of the CSPs in
the logic MMSNP, which is a fragment of existential second-order logic introduced by
Feder and Vardi [42] important for database theory [7], cannot be formulated as CSPs
with a finite template [64]). For CSPs with countably infinite templates we may not
hope for general classification results [14]; however, we may hope for such results if we
restrict our attention to classes of templates that are model-theoretically well-behaved.
An example of such a class is the class of all relational structures with the domain Q
where all relations are definable with a first-order formula over the structure (Q;<),
so-called temporal structures.

For CSPs of relational structures with a rich automorphism group, a powerful alge-
braic machinery, inspired by the tools for finite-domain CSPs, was developed [6, 23],
which has led to classification results for many concrete automorphism groups: we
list [10, 18, 22, 26, 68] as a representative sample. In 2011, Bodirsky and Pinsker identi-
fied a class of infinite-domain CSPs which are all in NP and conjectured a complexity
dichotomy for it.

Conjecture 0.3 ([27]). Let A be a relational structure with a countable domain. If A
is a reduct of a finitely bounded homogeneous relational structure B, then CSP(A) is in
P or NP-complete.

All relational structures in the scope of Conjecture 0.3 have a rich automorphism
group in the sense that it is oligomorphic: for every k ∈ N, there are only finitely
many orbits of k-tuples under the action of this group. Relational structures with an
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INTRODUCTION

oligomorphic automorphism group are in some sense finite-like: in many contexts, instead
of working with the elements of the domain of the structure, one may work with orbits
of k-tuples for a sufficiently large k, of which there are finitely many. Thanks to this
property, many essential algebraic properties of polymorphisms and pp-constructions
that were key for the proof of Theorem 0.2 generalize to this setting.

Valued CSPs

Simultaneously with the progress in the area of infinite-domain CSPs, another influential
generalization of the finite-domain CSP setting emerged: a framework that allows to
model optimization problems, so-called valued constraint satisfaction problems (VCSPs).
A VCSP is parameterized by a valued structure Γ (the template), which consists of a
domain C and cost functions, each defined on Ck for some k. The input to the VCSP
consists of a finite set of variables, a finite sum of cost functions applied to these variables,
and a threshold u, and the task is to find an assignment to the variables so that the sum
of the costs is at most u. In analogy to the CSP setting, we refer to the cost functions as
valued relations. The computational complexity of VCSPs has been studied depending
on the valued structure that parameterizes the problem.

CSPs can be viewed as a variant of VCSPs with costs from the set {0,∞}: every
constraint is either satisfied or surpasses every finite threshold. VCSPs also generalize
min-CSPs, which are the natural variant of CSPs where, instead of asking whether all
constraints can be satisfied at once, we search for an assignment that minimizes the
number of unsatisfied constraints. Such problems can be modeled as VCSPs with costs
from the set {0, 1}.

Example 0.4. Recall the 3-SAT problem, its representation as CSP(B) and relations
Rijk from Example 0.1. We show how to model Min-CSP(B) as a VCSP; this problem
is essentially the same problem as Max-3-SAT. For (i, j, k) ∈ {0, 1}3, let

(Rijk)10(x, y, z) =

{
0 (x, y, z) ∈ Rijk;

1 (x, y, z) /∈ Rijk.

Consider the valued structure Γ = ({0, 1}; (R000)
1
0, (R001)

1
0, (R011)

1
0, (R111)

1
0). Given an

instance of VCSP(Γ) with a threshold u, we can view the instance as a conjunction of
3-clauses and see VCSP(Γ) as a question if there is an assignment to ϕ which satisfies
all but at most u clauses. Note that since the summands in the instance may repeat,
it allows to give weights to the constraints in the input and hence prefer satisfying one
constraint over another. Therefore, to be precise, VCSP(Γ) models Min-CSP(B) if we
restrict the inputs only to sums with non-repeating summands.

A major achievement of the field of finite-domain VCSPs is the following analogue
of Theorem 0.2.

Theorem 0.5. Let Γ be a valued structure with a finite signature and a finite domain.
Then VCSP(Γ) is in P or NP-complete.

3



INTRODUCTION

The result above has an intriguing history. The classification task was first considered
in [41] with important first results that indicated that we might expect a good systematic
theory for such VCSPs. A milestone was reached by Thapper and Živný with the proof
of a complexity dichotomy for the case where the valued relations never take value
∞ [79]. On the hardness side, Kozik and Ochremiak [58] formulated a condition that
implies hardness for VCSP(Γ) and found equivalent characterisations that suggested
that this condition characterises NP-hardness (unless P=NP, of course). Kolmogorov,
Krokhin, and Roĺınek [57] then showed that if the hardness condition from [58] does not
apply, linear programming relaxation in combination with algorithms for classical CSPs
can be used to solve VCSP(Γ), conditional on the tractability conjecture for (classical)
CSPs. Finally, this conjecture about CSPs has been confirmed [82], thus completing the
complexity dichotomy for VCSP(Γ) for finite-domain templates Γ.

A stronger formulation of Theorem 0.5 that includes the algebraic conditions charac-
terizing the respective complexities can be found in Theorem 3.36. The hardness condi-
tion is based on the notion of expressibility, which is a generalization of primitive positive
definability for VCSPs, and can be phrased using the generalization of pp-constructions
to the VCSP setting (see Chapter 2). For the tractability condition, a generalization of
polymorphisms is utilized: instead of operations, we consider probability distributions
on operations with certain preservation properties, so-called fractional polymorphisms.

Valued CSPs on infinite domains

Motivated by the progress in the area of infinite-domain CSPs, we focus in this thesis
on VCSPs on infinite domains. Many important optimization problems in the literature
cannot be modeled as VCSPs if we restrict to templates on a finite domain; VCSPs that
require an infinite domain are, for example, the min-correlation-clustering problem with
partial information [4, 80], ordering min-CSPs [52], phylogeny min-CSPs [36], VCSPs
with semilinear constraints [20], and the class of resilience problems from database theory
[30, 45, 46, 65]. Since VCSPs generalize CSPs, we cannot achieve a general classification
for VCSPs with countably infinite templates [14]; however, similar structural restrictions
as for infinite-domain CSPs can restrict the complexity to the class NP. In this thesis,
we focus on the class of VCSPs whose templates have an oligomorphic automorphism
group; an automorphism of a valued relation R is a permutation of the domain of R that
preserves the values of R when applied componentwise.

The systematic study of infinite-domain VCSPs was initiated in the dissertation of
Viola [80]. The focus of [80] is on piecewise linear and piecewise linear homogeneous val-
ued structures. These are valued structures over the domain Q where the cost functions
are first-order definable as partial functions in (Q; +, 1,≤), or in (Q;<, 1, (x 7→ cx)c∈Q),
respectively (if the function is undefined, the cost is considered to be ∞). For example,
linear programming can be modeled as a VCSP of a piecewise linear valued structure,
but not as a VCSP of a valued structure with an oligomorphic automorphism group; this
can be seen from [9, Corollary 4.6.2] applied to the feasibility problem (see Section 1.1)
of a valued structure that models linear programming as a VCSP (see, e.g. [80, Section
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1.7]). On the other hand, it is easy to see that + and x 7→ 2x have only the trivial
automorphism when viewed as valued relations: for example, an automorphism of +
would have to satisfy α(x) + α(y) = x + y for all x, y ∈ Q. 1 This signals that piece-
wise linear and piecewise linear homogeneous valued structures typically do not have an
oligomorphic automorphism group.

VCSPs stemming from resilience problems (see Chapter 5) provide ample examples
of VCSP templates with an oligomorphic automorphism group that are neither piecewise
linear nor piecewise linear homogeneous. For a concrete one, we may consider the valued
structure Γ from Example 5.23. Its cost function RΓ viewed as a function RΓ : Q2 →
{0, 1} is first-order definable in neither (Q; +, 1,≤) nor (Q;<, 1, (x 7→ cx)c∈Q). To see
this, first note that (Q;<, 1, (x 7→ cx)c∈Q) is first-order definable in (Q; +, 1,≤) so it is
enough to show the claim for (Q; +, 1,≤). The theory of (Q; +, 1,≤) is NIP (‘not the
independence property’, see [78] for a definition), because the theory of real closed fields
is NIP [78]. On the other hand, the structure (Q;RΓ, 1) has the IP by [39, Proposition
5.2], because the formula RΓ(x, y) ̸= 1 encodes every undirected bipartite graph (see [39,
Section 5] for a formal definition). This implies that RΓ cannot be first-order definable
in (Q; +, 1,≤). A similar argument could be used for numerous structures in the scope
of this thesis.2

At the starting point of the research work presented in this thesis, there were only a
few articles studying classes of VCSPs on infinite domains [20,77,81] and, as in [80], the
valued structures considered in these papers rarely have an oligomorphic automorphism
group. Since the oligomorphicity assumption on templates proved to be crucial for
CSPs, in this thesis, we focus on valued constraint satisfaction problems with countable
templates with an oligomorphic automorphism group and present results of the author
in this research area.

Resilience problems

As an application of the complexity results for VCSPs obtained in this thesis, we study
the computational complexity of resilience problems from database theory. A resilience
problem is parameterized by a query q. The input is a finite database A and the question
is what is the minimum number of tuples to be removed from the database relations so
that A does not satisfy q. The notion of resilience captures how ‘robust’ an answer to
a query is, which is particularly important if the facts in the input database may be
incorrect [2]. The resilience problem lies at the core of algorithmic challenges in various
forms of reverse data management, where an action is required on the input data to
achieve a desired outcome in the output data [67].

The systematic study of complexity of resilience problems was initiated in [45], focus-

1Note that there are two different notions of automorphisms one can apply to an operation f : Qn → Q:
if we view f as a valued relation, an automorphism α must satisfy f(α(x1), . . . , α(xn)) = f(x1, . . . , xn),
and if we view f as a function on Q, an automorphism α must satisfy f(α(x1), . . . , α(xn)) =
α(f(x1, . . . , xn)). We will always consider the former notion in this thesis.

2We thank Paolo Marimon for suggesting this elegant argument.
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ing on conjunctive queries that are self-join-free, i.e., they contain every relation symbol
at most once. Since then, the problem continued to be intensively studied in various
settings [2, 45, 65]. One of the variations of the problem that lately gained attention is
to consider bag databases, i.e., where the database relations are multisets, as opposed
to the standard setting with set databases. Despite the substantial effort dedicated to
classifying the complexity of resilience problems depending on the query µ, the complete
classification still remains open even in the case where µ is a conjunctive query, both in
bag and set semantics.

Contributions and Structure of the Thesis

In this thesis, we present results on valued constraint satisfaction in valued structures
with a countable domain and an oligomorphic automorphism group obtained during the
doctoral studies of the author. Most of the results appeared in the conference paper of
Manuel Bodirsky, Carsten Lutz and the author [30], and a preprint written jointly with
Manuel Bodirsky and Édouard Bonnet [12].

In the following we outline the structure of the thesis, highlighting the key content
and contributions of each chapter. In Chapter 1, we give the basic definitions for our
setting and several general results, accompanied by examples.

Motivated by the success of the pp-constructability framework for CSPs of structures
with an oligomorphic automorphism group [6], we develop parts of this approach for
VCSPs of such structures in Chapter 2. Pp-constructions give rise to polynomial-time
reductions between (V)CSPs and they enable elegant phrasing of hardness conditions for
these problems. To define pp-constructability, we introduce fractional homomorphisms
(Section 2.2), which are probability distributions on potentially uncountable sets. For
the convenience of the reader, we also provide an overview of the notions from topology
and measure theory that are needed in the thesis, specialized to our setting.

In Chapter 3 we generalize the influential concept of fractional polymorphisms to the
most permissive setting on infinite domains considered so far. We study the properties
of fractional polymorphisms of valued structures with an oligomorphic automorphism
group. In Section 3.6, we reprove the complexity dichotomy for finite-domain VCSPs
using the newly introduced notion of pp-constructions and variations of results from [58].
The most important contribution of this chapter is presented in Section 3.7, where we
generalize the polynomial-time reduction from [21] based on canonical polymorphisms
to the VCSP setting and hence enable reducing infinite-domain VCSPs to finite-domain
VCSPs under some assumptions. We utilize this reduction to prove a sufficient condition
for tractability for VCSPs.

The focus of Chapter 4 is a complexity classification of the class of VCSPs on the
domain Q whose templates are preserved by all order-preserving permutations on Q.
In analogy to the terminology for CSPs, we call such VCSPs temporal. This is the
first complete complexity classification of a class of infinite-domain VCSPs preserved
by a fixed automorphism group; classifying complexity in such classes is standard in
the research on CSPs on infinite domains, where this corresponds to studying a class
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INTRODUCTION

of structures first-order definable in some fixed relational structure (such as (Q;<)).
The class of temporal VCSPs contains important optimization problems such as least
correlation clustering (see Example 1.11) and the minimum feedback arc set problem
(see Example 1.16). Moreover, temporal CSPs proved to be one of the fundamental test
cases for shaping the theory of infinite-domain CSPs and we believe that the class of
temporal VCSPs plays a similar role for infinite-domain VCSPs.

The final Chapter 5 is concerned with an application of the theory of VCSPs of valued
structures with an oligomorphic automorphism group to the computational complexity
of resilience problems in bag semantics. Using the notion of homomorphism duality, we
translate the resilience problem for a query q to a VCSP of a template Γq; the domain
of Γq might need to be countably infinite. We exploit the tools introduced in Chapter 2
and 3 to obtain a sufficient hardness condition and a sufficient tractability condition for
resilience problems.

The author published two more research articles based on the results obtained during
her doctoral studies [16,76]. Since the results concern different CSP frameworks (classical
CSPs and quantified CSPs), the results are not presented in this thesis.

7





Chapter 1

Preliminaries

The set {0, 1, 2, . . . } of natural numbers is denoted by N. For k ∈ N, the set {1, . . . , k}
will be denoted by [k]. The set of rational numbers is denoted by Q, the set of non-
negative rational numbers by Q≥0 and the set of positive rational numbers by Q>0. The
standard strict linear order on Q is denoted by <. We use analogous notation for the
set of real numbers R and the set of integers Z. We also need an additional value ∞; all
we need to know about ∞ is that

• a <∞ for every a ∈ R,

• a+ ∞ = ∞ + a = ∞ for all a ∈ R ∪ {∞}, and

• 0 · ∞ = ∞ · 0 = 0 and a · ∞ = ∞ · a = ∞ for a > 0.

If A is a set, then Sym(A) denotes the group of all permutations of A. If t ∈ Ak,
then we implicitly assume that t = (t1, . . . , tk), where t1, . . . , tk ∈ A. A tuple t ∈ Ak is
called injective if it has pairwise distinct entries. If f : Aℓ → A is an operation on A and
t1, . . . , tℓ ∈ Ak, then we denote

(f(t11, t
2
1, . . . , t

ℓ
1), . . . , f(t1k, t

2
k, . . . , t

ℓ
k))

by f(t1, . . . , tℓ) and say that f is applied componentwise.

1.1 Valued Structures

Let C be a set and let k ∈ N. A valued relation of arity k over C is a function R : Ck →
Q ∪ {∞}. We write R

(k)
C for the set of all valued relations over C of arity k, and define

RC :=
⋃
k∈N

R
(k)
C .

A valued relation is called finite-valued if it takes values only in Q.

9



CHAPTER 1. PRELIMINARIES

Usual relations will also be called crisp relations. A valued relation R ∈ R
(k)
C that

only takes values from {0,∞} will be identified with the crisp relation {t ∈ Ck | R(t) =
0}. Valued relations that take at most one finite value will be called essentially crisp.

For R ∈ R
(k)
C the feasibility relation of R is defined as

Feas(R) := {t ∈ Ck | R(t) <∞}.

For S ⊆ Ck and a, b ∈ Q∪{∞}, we denote by Sb
a the valued relation such that Sb

a(t) = a
if t ∈ R, and Rb

a(t) = b otherwise. We often write S∞
0 to stress that S is a crisp relation

viewed as a valued relation.

Example 1.1. On the domain C, the valued relation (=)∞0 denotes the crisp equality
relation and (∅)∞0 is the unary empty relation (where every c ∈ C evaluates to ∞). If
C = Q, then (<)10 denotes the valued relation

(<)10(x, y) =

{
0 x < y;

1 x ≥ y.

A (relational) signature τ is a set of relation symbols, each of them equipped with
an arity from N. A relational τ -structure C consists of a set C, which is also called
the domain of C, and a relation RC ⊆ Ck for each relation symbol R ∈ τ of arity k.
Relational structure will also be called crisp structures. A valued τ -structure Γ consists

of a domain C and a valued relation RΓ ∈ R
(k)
C for each relation symbol R ∈ τ of arity

k. A relational τ -structure may be identified with a valued τ -structure where all valued
relations only take values from {0,∞}. When not specified, we assume that the domains
of relational structures A,B, . . . are denoted A,B, . . . , respectively, and the domains of
valued structures Γ,∆, . . . are denoted C,D, . . . , respectively. If R is a set of valued
relations over a common domain C, we write (C;R) for the valued structure Γ whose
relations are precisely the relations from R; we only use this notation if the precise choice
of the signature does not matter.

If Γ is a valued τ -structure on the domain C and ∆ is a valued τ -structure on the
domain D ⊆ C such that for every R ∈ τ of arity k, R∆ is the restriction of RΓ on Dk,
then we call ∆ a substructure of Γ. Every C ′ ⊆ C induces a substructure Γ′ of Γ by
setting RΓ′

to be the restriction of RΓ on (C ′)k for every R ∈ τ of arity k.

A valued structure is called essentially crisp if all of its valued relations are essentially
crisp. If Γ is a valued τ -structure on the domain C, then Feas(Γ) denotes the relational
τ -structure C on the domain C where RC = Feas(RΓ) for every R ∈ τ . If σ ⊆ τ and Γ′

is a valued σ-structure such that RΓ′
= RΓ for every R ∈ σ, then we call Γ′ a reduct of

Γ and Γ an expansion of Γ′.

We give three simple examples of valued structures.

Example 1.2. Let <2 denote the standard strict order on the set {0, 1}. Then Γmax =
({0, 1}; (<2)

1
0) is a valued structure.

10
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Example 1.3. Let τ = {E}, where E is a binary relation symbol. Then define K3 :=
({0, 1, 2};EK3) where EK3 = {0, 1, 2}2\{(0, 0), (1, 1), (2, 2)} is a relational structure that
represents the complete graph on 3 vertices. We also view K3 as a valued structure where
for every x, y ∈ {0, 1, 2}

EK3(x, y) =

{
0 if x ̸= y,

∞ if x = y.

Example 1.4. Let τ = {E}, where E is a binary relation symbol and let Γ be a valued
τ -structure on the domain {0, 1, 2} where

EΓ(x, y) =

{
42 if x ̸= y,

∞ if x = y.

Then Γ is essentially crisp, but not crisp, and Feas(Γ) = K3.

Let τ be a relational signature. A first-order formula is called atomic if it is of
the form R(x1, . . . , xk) for some R ∈ τ of arity k, x = y, or ⊥. We now introduce
a generalization of conjunctions of atomic formulas to the valued setting. An atomic
τ -expression is an expression of the form R(x1, . . . , xk) for R ∈ τ ∪ {(=)∞0 , (∅)∞0 } and
(not necessarily distinct) variable symbols x1, . . . , xk. A τ -expression is an expression ϕ
of the form

∑
i≤m ϕi where m ∈ N and ϕi for i ∈ {1, . . . ,m} is an atomic τ -expression.

Note that the same atomic τ -expression might appear several times in the sum. We write
ϕ(x1, . . . , xn) for a τ -expression where all the variables are from the set {x1, . . . , xn}. If
Γ is a valued τ -structure, then a τ -expression ϕ(x1, . . . , xn) defines over Γ a member

of R
(n)
C in a natural way, which we denote by ϕΓ. If ϕ is the empty sum then ϕΓ is

constant 0.

1.2 Valued Constraint Satisfaction

In this section we assume that Γ is a fixed valued τ -structure for a finite signature τ .
We first define constraint satisfaction problem of a relational structure and then give
a definition of a more general valued constraint satisfaction problem. These problems
are closely related, see Remark 1.8.

Definition 1.5. Let A be a relational structure over a finite signature τ . The constraint
satisfaction problem for A, denoted by CSP(A), is the computational problem to decide
for a given conjunction ϕ(x1, . . . , xn) of atomic τ -formulas, whether there exists t ∈ An

such that A |= ϕ(t).

Definition 1.6. The valued constraint satisfaction problem for Γ, denoted by VCSP(Γ),
is the computational problem to decide for a given τ -expression ϕ(x1, . . . , xn) and a given
u ∈ Q whether there exists t ∈ Cn such that ϕΓ(t) ≤ u. We refer to ϕ(x1, . . . , xn) as
an instance of VCSP(Γ), and to u as the threshold. We also refer to the pair (ϕ, u) as

11
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a (positive or negative) instance of VCSP(Γ). Tuples t ∈ Cn such that ϕΓ(t) ≤ u are
called a solution for (ϕ, u). The cost of ϕ (with respect to Γ) is defined to be

inf
t∈Cn

ϕΓ(t).

In some contexts, it will be beneficial to consider only a given τ -expression ϕ to be
the input of VCSP(Γ) (rather than ϕ and the threshold u) and a tuple t ∈ Cn will then
be called a solution for ϕ if the cost of ϕ equals ϕΓ(t). Note that in general there might
not be any solution. If there exists a tuple t ∈ Cn such that ϕΓ(t) <∞ then ϕ is called
satisfiable.

Example 1.7. The problem VCSP(Γmax) for the valued structure Γmax from Example 1.2
models the directed max-cut problem: given a finite directed graph (V,E) (we do allow
loops and multiple edges), find a partition of the vertices V into two classes A and B
such that the number of edges from A to B is maximal. Maximising the number of edges
from A to B amounts to minimising the number e of edges within A, within B, and
from B to A. So when we associate A to the preimage of 0 and B to the preimage of
1, computing the answer corresponds to finding the evaluation map f : V → {0, 1} that
minimises the value ∑

(x,y)∈E

(<2)
1
0(f(x), f(y)),

which can be formulated as an instance of VCSP(Γmax). Conversely, every instance of
VCSP(Γmax) corresponds to a directed max-cut instance. It is known that VCSP(Γmax)
is NP-complete (even if we do not allow loops and multiple edges in the input) [48].
We mention that this problem can be viewed as a resilience problem as explained in
Chapter 5, Example 5.16.

For relational structures, VCSPs specialize to CSPs.

Remark 1.8. If A be a relational τ -structure, then CSP(A) is the problem of deciding
satisfiability of conjunctions of atomic formulas over τ in A. Note that for every τ -
expression ϕ(x1, . . . , xn), ϕA defines a crisp relation and can be viewed as a conjunction
of atomic formulas, which defines the same relation. Minimizing ϕA then corresponds
to finding t ∈ An such that ϕA(t) = 0, i.e. t that satisfies all atomic formulas in the
conjunction. Therefore, VCSP(A) and CSP(A) are essentially the same problem.

Example 1.9. Recall the structure K3 from Example 1.3. CSP(K3) is the problem
of deciding whether a given conjunction of formulas of the form E(x, y) and x = y is
satisfiable in K3. Viewing variables as vertices of a given graph with the edges given by
the input, it is clear that CSP(K3) is the 3-coloring problem for graphs, which is known
to be an NP-complete problem [48].

1.3 Oligomorphicity

Many facts about VCSPs for valued structures with a finite domain can be generalised
to a large class of valued structures over an infinite domain, defined in terms of auto-
morphisms. We define automorphisms of valued structures as follows.

12
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Definition 1.10. Let k ∈ N, let R ∈ R
(k)
C , and let α be a permutation of C. Then α

preserves R if for all t ∈ Ck we have R(α(t)) = R(t). If Γ is a valued structure with
domain C, then an automorphism of Γ is a permutation of C that preserves all valued
relations of R.

The set of all automorphisms of Γ is denoted by Aut(Γ), and forms a group with
respect to composition. Let k ∈ N. An orbit of k-tuples of a permutation group G
is a set of the form {α(t) | α ∈ G} for some t ∈ Ck. A permutation group G on
a countable set is called oligomorphic if for every k ∈ N there are finitely many orbits of
k-tuples in G [35]. From now on, whenever we write that a structure has an oligomorphic
automorphism group, we also imply that its domain is countable. Clearly, every valued
structure with a finite domain has an oligomorphic automorphism group. A countable
relational structure has an oligomorphic automorphism group if and only if it is ω-
categorical, i.e., if all countable models of its first-order theory are isomorphic [51]. In
this thesis, however, we stick to the oligomorphicity notion which naturally generalizes
to valued structures.

Example 1.11. Let ΓLCC be the valued structure (N; (=)10, (̸=)10). Note that Aut(ΓLCC)
is the full symmetric group on N. This group is oligomorphic; for example, there are five
orbits of triples represented by the tuples (1, 2, 3), (1, 1, 2), (1, 2, 1), (2, 1, 1) and (1, 1, 1).

The problem of least correlation clustering with partial information [80, Example 5]
is equal to VCSP(ΓLCC). It is a variant of the min correlation clustering problem [4]
that does not require precisely one constraint between any two variables. The problem is
NP-complete in both settings [48,80].

The following lemma shows that valued τ -structures always realize infima of τ -
expressions.

Lemma 1.12. Let τ be a relational signature. Let Γ be a valued τ -structure with a count-
able domain C and an oligomorphic automorphism group. Then for every τ -expression
ϕ(x1, . . . , xn) there exists t ∈ Cn such that infs∈Cn ϕΓ(s) = ϕΓ(t).

Proof. By the assumption, there are only finitely many orbits of n-tuples of Aut(Γ).
Therefore, there are only finitely many possible values from Q ∪ {∞} for ϕΓ(s), which
implies the statement.

Let Γ be a valued τ -structure and B a relational structure. Suppose that Aut(B) is
oligomorphic and Aut(B) ⊆ Aut(Γ) (and hence Aut(Γ) is oligomorphic). Then S ⊆ Bk is
first-order definable over B if and only if S is preserved by Aut(B) (see, e.g., [9, Theorem
4.2.9]). Let R ∈ τ be of arity k. Then RΓ attains only finitely many values by the
oligomorphicity of Aut(Γ). Moreover, if for some s, t ∈ Ck we have RΓ(s) ̸= RΓ(t), then
s and t lie in a different orbit of Aut(B). Therefore, for every value a ∈ Q∪ {∞}, there
is a union Ua of orbits of k-tuples under the action of Aut(B) such that RΓ(t) = a if
and only if t ∈ Ua. Since Ua is preserved by Aut(B), it is first-order definable over B

13
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by a formula ϕa. Hence, R can be given by a list of values a in the range of R and
first-order formulas ϕa over B. Such a collection

((R, a, ϕa) | R ∈ τ,∃t ∈ Ck(R(t) = a))

will be called a first-order definition of Γ in B. Clearly, if a valued structure Γ has
a first-order definition in a relational structure B, then Aut(B) ⊆ Aut(Γ). We will use
first-order definitions of valued structures to be able to give valued structures as an input
to decision problems (see Remark 4.9 and Proposition 4.35).

A first-order sentence is called universal if it is of the form ∀x1, . . . , xl. ψ where ψ
is quantifier-free. Every quantifier-free formula is equivalent to a formula in conjunctive
normal form, so we generally assume that quantifier-free formulas are of this form.

A relational τ -structure A embeds into a relational τ -structure B if there is an in-
jective map from A to B that preserves all relations of A and their complements; the
corresponding map is called an embedding. The age of a relational τ -structure is the
class of all finite relational τ -structures that embed into it. A relational structure B
with a relational signature τ is called

• finitely bounded if τ is finite and there exists a universal τ -sentence ϕ such that
a finite relational structure A is in the age of B iff A |= ϕ;

• homogeneous if every isomorphism between finite substructures of B can be ex-
tended to an automorphism of B.

Note that for every relational structure B with a finite signature, for every n there
are only finitely many non-isomorphic substructures of B of size n. In a homogeneous
relational structure B, the orbit of t ∈ Bk under the action of Aut(B) is determined by
the atomic formulas that hold on entries of t, equivalently, the substructure of B induced
by the entries of t. Therefore, all countable homogeneous relational structures with a
finite signature have finitely many orbits of k-tuples for all k ∈ N, and hence an oligo-
morphic automorphism group. In particular, any supergroup of the automorphism group
of a finitely bounded homogeneous structure on a countable domain is oligomorphic.

Let A be a relational structure with a finite signature and a countable domain whose
automorphism group contains the automorphism group of a finitely bounded homoge-
neous structure, equivalently, whose relations are first-order-definable in this finitely
bounded homogeneous structure. It is well-known (see, e.g., [9, Proposition 2.3.16]) that
this condition is equivalent to A being a reduct of a (possibly different) finitely bounded
homogeneous relational structure. Note that this condition implies that Aut(A) is oligo-
morphic. Recall that the class of reducts of finitely bounded homogeneous structures
is precisely the class for which a CSP complexity dichotomy is conjectured in Conjec-
ture 0.3.

A homogeneous relational structure B over a finite signature has quantifier elimi-
nation [51]. Therefore, whenever a valued structure Γ has a first-order definition over
B, then the defining formulas ϕa can be chosen to be quantifier-free, and hence disjunc-
tions of conjunctions of atomic formulas over B. We will then refer to a quantifier-free
definition of Γ in B.
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Example 1.13. The relational structure (Q;<) is finitely bounded and homogeneous.
A finite relational {<}-structure A embeds into (Q;<) if and only if it satisfies the
universal sentence

∀x, y, z
(
¬(x < x) ∧ (x < y ∨ y < x ∨ x = y) ∧ ¬(x < y ∧ y < x)

∧ (¬(x < y) ∨ ¬(y < z) ∨ x < z)
)
.

Moreover, it is well-known that every isomorphism between finite substructures of (Q;<)
can be extended to an automorphism of (Q;<); this is a standard back-and-forth ar-
gument, see, e.g. [9, Remark 4.1.2]. Since (Q;<) is homogeneous and over a finite
signature, Aut(Q;<) is oligomorphic.

We finish this section by a theorem that explains why finitely bounded homogeneous
structures are important in the context of complexity classification of VCSPs.

Theorem 1.14. Let Γ be a valued structure with a finite signature and a countable
domain such that there exists a finitely bounded homogeneous relational structure B
with Aut(B) ⊆ Aut(Γ). Then VCSP(Γ) is in NP.

Proof. Let (ϕ, u) be an instance of VCSP(Γ) with n variables. Note that two tuples
(a1, . . . , an) and (b1, . . . , bn) lie in the same orbit of Aut(B) if and only if the map that
maps ai to bi for i ∈ {1, . . . , n} is an isomorphism between the substructures induced by
B on {a1, . . . , an} and on {b1, . . . , bn}. Since Aut(B) ⊆ Aut(Γ), every orbit of n-tuples of
Aut(Γ) is a union of orbits of Aut(B) and hence determined by the substructure induced
by B on the elements of some tuple from the orbit. Whether a given finite relational
structure A is in the age of a fixed finitely bounded structure B can be decided in
polynomial time: if ϕ is the universal τ -sentence which describes the age of B, it suffices
to exhaustively check all possible instantiations of the variables of ϕ with elements of
A and verify whether ϕ is true in A under the instantiation. Hence, we may non-
deterministically generate a relational structure A with domain {1, . . . , n} from the age
of B and then verify in polynomial time whether the value ϕΓ(b1, . . . , bn) is at most u
for any tuple (b1, . . . , bn) ∈ Bn such that i 7→ bi is an embedding of A into B.

All concrete VCSPs that we study in this thesis satisfy the assumptions of Theo-
rem 1.14 and hence are contained in the complexity class NP.

1.4 Examples

In this section we give several examples to illustrate the variety of templates that a VCSP
can have and various problems they capture. We start with the a problem that is dual
to the max-cut problem introduced in Example 1.7.

Example 1.15. Consider the valued structure Γmin = ({0, 1}; (≥2)
1
0), where ≥2 is the

complement of the relation <2. Similarly to Example 1.7, VCSP(Γmin) models the di-
rected min-cut problem, i.e., given a finite directed graph (V,E), partition the vertices
V into two classes A and B such that the number of edges from A to B is minimal. The
min-cut problem is solvable in polynomial time; see, e.g., [49].
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We also give two examples of VCSPs with infinite templates.

Example 1.16. Let τ = {E} and let Γ be a valued τ -structure on the domain Q where
EΓ = (<)10. Then every τ -expression can be interpreted as a (not necessarily simple)
digraph with the edge relation E and every digraph corresponds to a τ -expression. There-
fore, VCSP(Γ) is the minimum feedback arc set problem, i.e., the problem of finding the
minimum number of edges to be removed from a digraph to make it acyclic. This problem
is known to be NP-complete [48]. An analogous argument shows that CSP(Q;<) is the
digraph acyclicity problem, which is polynomial-time tractable, for example, by perform-
ing depth-first search. Note that Aut(Γ) = Aut(Q;<) is an oligomorphic permutation
group (Example 1.13).

Example 1.17. Let (V;E) be the countable random graph, that is, V is a countably
infinite set, E is a binary irreflexive symmetric relation and every finite simple, undi-
rected graph G embeds into (V;E) (this property is sometimes called universality). It is
folklore that (V;E) is homogeneous, see, e.g., [9, Theorem 2.3.8, Example 2.3.9]. It is
also finitely bounded: a finite {E}-structure embeds into (V;E) if and only if it satisfies

∀x, y ¬E(x, x) ∧ (¬E(x, y) ∨ E(y, x)).

Let Γgraph denote the valued structure (V;R) where

R(x, y) :=


0 E(x, y),

1 ¬E(x, y) ∧ x ̸= y,

2 x = y,

where E is the edge relation of the random graph. Note that Aut(Γgraph) = Aut(V;E).
We will show in Example 3.54 that VCSP(Γgraph) is in P.

We continue with several examples of crisp structures, where we can equivalently
consider CSPs instead of VCSPs. We will often use reductions from NP-complete CSPs
to VCSPs to show their hardness in later chapters.

Example 1.18. Let ⊕ denote the addition on {0, 1} modulo 2. Let

Γ = ({0, 1}; {0}, {1}, {(x, y, z) ∈ {0, 1}3 | x⊕ y ⊕ z = 0}).

Then Γ is a relational structure and every instance of CSP(Γ) can be viewed as a sys-
tem of linear equations modulo 2. Therefore, CSP(Γ) is solvable in polynomial time by
Gaussian elimination.

The next two examples are variations of the SAT problem, i.e., the problem of sat-
isfiability of boolean formulas. Recall that we have already seen 3-SAT in Example 0.1.

Example 1.19. Let OIT be the following relation

OIT = {(0, 0, 1), (0, 1, 0), (1, 0, 0)}.

CSP({0, 1}; OIT) is the so called 1-in-3-3-SAT problem, which is known to be be NP-
complete (see, e.g., [9, Example 1.2.2]).
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Example 1.20. Consider the relation

NAE = {0, 1}3 \ {(0, 0, 0), (1, 1, 1)}.

CSP({0, 1}; NAE) is the so called Not-All-Equal-3-SAT problem, which is a well-known
NP-complete problem (see, e.g., [9, Example 1.2.2]).

We finish this section with an example coming from so-called equality CSPs (see
Section 4.2).

Example 1.21. Consider a valued structure (Q; Dis), where Dis is the ternary relation

{(x, y, z) ∈ Q3 | (x = y ∧ y ̸= z) ∨ (x ̸= y ∧ y = z)}.

CSP(Q; Dis) is known to be NP-complete, [9, Theorem 7.4.1]; we will exploit this fact in
Section 4.2.

1.5 Expressive power

A first-order formula is called primitive positive if it is an existentially quantified con-
junction of atomic formulas. A relation on a set A is called primitively positively definable
over a relational structure A, if it is definable by a primitive positive formula over A. If
S is a set of relations on A, then a relation is primitively positively definable from S
if it is primitively positively definable over (A; S ). A relational clone on A is a set of
relations on A closed under primitive positive definability. The main reason to consider
primitive positive definability is that relations with a primitive positive definition can
be added to the structure without changing the complexity of the respective CSP. We
now generalize the definition of primitive positive definability and relational clones to
the VCSP setting.

Definition 1.22. Let A be a set and R,R′ ∈ RA. We say that R′ can be obtained from
R by

• projecting if R′ is of arity k, R is of arity k + n and for all s ∈ Ak

R′(s) = inf
t∈An

R(s, t).

• non-negative scaling if there exists a ∈ Q≥0 such that R′ = aR;

• shifting if there exists a ∈ Q such that R′ = R+ a.

If R is of arity k, then the relation that contains all minimal-value tuples of R is

Opt(R) := {t ∈ Feas(R) | R(t) ≤ R(s) for every s ∈ Ak}.
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Note that inft∈An R(s, t) in item (1) might be irrational or −∞. If this is the case,
then inft∈An R(s, t) does not express a valued relation because valued relations must have
weights from Q∪{∞}. However, if R is preserved by all permutations of an oligomorphic
automorphism group, then R attains only finitely many values and therefore this is never
the case.

If S ⊆ RA, then an atomic expression over S is an atomic τ -expression where
τ = S. We say that S is closed under forming sums of atomic expressions if it contains
all valued relations defined by sums of atomic expressions over S .

Definition 1.23 (valued relational clone). A valued relational clone (over A) is a subset
of RA that is closed under forming sums of atomic expressions, projecting, shifting, non-
negative scaling, Feas, and Opt. For a valued structure A with the domain A, we write
⟨A⟩ for the smallest relational clone that contains the valued relations of A. If R ∈ ⟨A⟩,
we say that A expresses R.

Remark 1.24. Note that if a valued relational clone C contains a set S ⊆ RA of
crisp relations, then every relation which is primitively positively definable from S is
in C by forming a sum of the corresponding atomic expressions and projecting on the
variables that are not existentially quantified. Therefore, valued relational clones are
a generalization of relational clones.

Moreover, if A is a relational structure and R ∈ ⟨A⟩, then R is essentially crisp and
Feas(R) is primitively positively definable from A; this is easily verified by induction.

The following example shows that neither the operator Opt nor the operator Feas is
redundant in Definition 1.23.

Example 1.25. Consider the domain C = {0, 1, 2} and the unary valued relation R on
C defined by R(0) = 0, R(1) = 1 and R(2) = ∞. Then the relation Feas(R) cannot be
obtained from R by expressing, shifting, non-negative scaling and use of Opt. Similarly,
the relation Opt(R) cannot be obtained from R by expressing, shifting, non-negative
scaling and use of Feas.

Remark 1.26. Note that for every valued structure Γ and R ∈ ⟨Γ⟩, every automorphism
of Γ is an automorphism of R.

The motivation for Definition 1.23 for valued CSPs stems from the following lemma,
which shows that adding relations in ⟨Γ⟩ does not change the complexity of the VCSP up
to polynomial-time reductions. For finite-domain valued structures this is proved in [40],
except for the operator Opt, for which a proof can be found in [47, Theorem 5.13]. Parts
of the proof have been generalised to infinite-domain valued structures without further
assumptions; see, e.g. [77] and [80, Lemma 7.1.4]. However, in these works the definition
of VCSPs was changed to ask whether there is a solution of a cost strictly less than u, to
circumvent problems about infima that are not realised. Moreover, in [77] the authors
restrict themselves to finite-valued relations and hence do not consider the operator Opt.
It is visible from Example 1.25 that neither the operator Opt nor the operator Feas can
be simulated by the other ones already on finite domains, which is why they both appear
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in [47] (Feas was included implicitly by allowing to scale by 0 and defining 0·∞ = ∞). In
this thesis we work with valued structures with an oligomorphic automorphism group; in
this setting, the cost of an expression is always realized by some tuple and therefore we
can adapt the proof from the finite-domain case to show that the complexity is preserved.
The result below originally appeared in [30].

Lemma 1.27. Let A be a valued structure on a countable domain with an oligomorphic
automorphism group and a finite signature. Suppose that B is a valued structure with
a finite signature over the same domain A such that every valued relation of B is from
⟨A⟩. Then there is a polynomial-time reduction from VCSP(B) to VCSP(A).

Proof. Let τ be the signature of Γ. It suffices to prove the statement for expansions of
Γ to signatures τ ∪ {R} that extend τ with a single relation R, R∆ ∈ ⟨Γ⟩.

If R∆ = (∅)∞0 , then an instance ϕ of VCSP(∆) with threshold u ∈ Q is unsatisfiable
if and only if ϕ contains the symbol R or if it does not contain R and is unsatisfiable
viewed as an instance of VCSP(Γ). In the former case, choose a k-ary relation symbol
S ∈ τ and note that SΓ attains only finitely many values, by the oligomorphicity of
Aut(Γ). Let u′ ∈ Q be smaller than all of them. Then S(x1, . . . , xk) is an instance of
VCSP(Γ) that never meets the threshold u′, so this provides a correct reduction. In the
latter case, for every t ∈ Cn we have that ϕ∆(t) = ϕΓ(t); this provides a polynomial-time
reduction.

Now suppose that R∆ is equal to (=)∞0 . Let ψ(xi1 , . . . , xik) be obtained from an
instance ϕ(x1, . . . , xn) of VCSP(∆) by identifying all variables xi and xj such that ϕ
contains the summand R(xi, xj). Then ϕ is satisfiable if and only if the instance ψ is
satisfiable, and inft∈Cn ϕ∆(t) = infs∈Ck ψΓ(s); Again, this provides a polynomial-time
reduction.

Next, consider that for some τ -expression δ(y1, . . . , yl, z1, . . . , zk) we have

R∆(y1, . . . , yl) = inf
t∈Ck

δΓ(y1, . . . , yl, t1, . . . , tk).

Let ϕ(x1, . . . , xn) be an instance of VCSP(∆). We replace each summand R(y1, . . . , yl)
in ϕ by δ(y1, . . . , yl, z1, . . . , zk) where z1, . . . , zk are new variables (different for each
summand). After doing this for all summands that involveR, let θ(x1, . . . , xn, w1, . . . , wt)
be the resulting τ -expression. For any t ∈ Cn we have that

ϕ(t1, . . . , tn) = inf
s∈Ct

θ(t1, . . . , tn, s)

and hence infa∈Cn ϕ = infc∈Cn+t θ; here we used that the infima are realized. Since we
replace each summand by an expression whose size is constant (since Γ is fixed and finite)
the expression θ can be computed in polynomial time, which shows the statement.

Suppose that R∆ = aSΓ + b where a ∈ Q≥0, b ∈ Q. Let c ∈ Z≥0 and d ∈ Z>0

be coprime integers such that c/d = a. Let (ϕ, u) be an instance of VCSP(∆) where
ϕ(x1, . . . , xn) =

∑ℓ
i=1 ϕi +

∑k
j=1 ψj , the summands ϕi contain only symbols from τ , and

each ψj involves the symbol R. Let ψ′
j be the expression obtained from ψj by replacing

R with S. We replace in ϕ for every i ∈ {1, . . . , ℓ} ϕi with d copies of itself and for
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every j ∈ {1, . . . , k}, replace ψj with c copies of ψ′
j ; let ϕ′(x1, . . . , xn) be the resulting

τ -expression. Define u′ := d(u−kb). Then for every t ∈ Cn the following are equivalent:

ϕ(t) =

ℓ∑
i=1

ϕi +

k∑
j=1

( c
d
ψ′
j + b

)
≤ u

ϕ′(t) = d
ℓ∑

i=1

ϕi + c
k∑

j=1

ψ′
j ≤ du− dkb = u′

Since (ϕ′, u′) can be computed from (ϕ, u) in polynomial time, this provides the desired
reduction.

Now suppose that R∆ = Feas(SΓ) for some S ∈ τ . Let (ϕ, u) be an instance of
VCSP(∆), i.e., ϕ(x1, . . . , xn) =

∑ℓ
i=1 ϕi +

∑k
j=1 ψj where ψj , j ∈ {1, . . . , k} are all the

atomic expressions in ϕ that involve R. If R∆ = (∅)∞0 , then the statement follows from
the reduction for (∅)∞0 . Therefore, suppose that this not the case. Since τ is finite
and Aut(Γ) is oligomorphic, we may assume without loss of generality that all valued
relations attain only non-negative values; otherwise we shift the values, which by the
previous case does not affect the complexity up to polynomial-time reductions. Let w
be the maximum finite weight assigned by S. Note that there are only finitely many
values that the ℓ atoms ϕi may take and therefore only finitely many values that

∑ℓ
i=1 ϕi

may take. Let v be the smallest of these values such that v > u and let d = v − u; if
v does not exist, let d = 1. To simplify the notation, set a = ⌈(kw)/d⌉ + 1. Let ψ′

j be
the τ -expression resulting from ψj by replacing the symbol R by the symbol S. Let ϕ′

be the τ -expression obtained from ϕ by replacing each atom ϕi with a copies of it and
replacing every atom ψj by ψ′

j . Let (ϕ′, au+ kw) be the resulting instance of VCSP(Γ);
note that it can be computed in polynomial time.

We claim that for every t ∈ Cn, the following are equivalent:

ϕ(t) =
ℓ∑

i=1

ϕi +
k∑

j=1

ψj ≤ u (1.1)

ϕ′(t) = a ·
ℓ∑

i=1

ϕi +
k∑

j=1

ψ′
j ≤ au+ kw (1.2)

If (1.1) holds, then by the definition of Feas we must have ψj = 0 for every j ∈ {1, . . . , k}.

Thus
∑ℓ

i=1 ϕi ≤ u and
∑k

j=1 ψ
′
j ≤ kw, which implies (1.2). Conversely, if (1.2) holds,

then ψ′
j is finite for every j ∈ {1, . . . , k} and hence ψj = 0. Moreover, (1.2) implies

ℓ∑
i=1

ϕi ≤ u+
kw

a
.

Note that if v exists, then u+ (kw)/a < v. Therefore (regardless of the existence of v),
this implies

∑ℓ
i=1 ϕi ≤ u, which together with what we have observed previously shows

(1.1).
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Finally, we consider the case that R∆ = Opt(SΓ) for some relation symbol S ∈
τ . Similarly to the previous case, we may assume without loss of generality that the
minimum weight of all valued relations in ∆ equals 0; otherwise, we subtract the smallest
weight assigned to a tuple by some valued relation in ∆. This transformation does not
affect the computational complexity of the VCSP (up to polynomial-time reductions).
We may also assume that SΓ takes finite positive values, because otherwise Opt(SΓ) =
SΓ and the statement is trivial. Let m be the smallest positive weight assigned by SΓ and
let M be the largest finite weight assigned by any valued relation of Γ (we again use that
τ is finite and that Aut(Γ) is oligomorphic). Let (ϕ, u), where ϕ(x1, . . . , xn) =

∑k
i=1 ϕi,

be an instance of VCSP(∆). For i ∈ {1, . . . , k}, if ϕi involves the symbol R, then replace
it by k · ⌈M/m⌉+ 1 copies and replace R by S. Let ϕ′ be the resulting τ -expression. We
claim that t ∈ Cn is a solution to the instance (ϕ′,min(kM, u)) of VCSP(Γ) if and only
if it is the solution to (ϕ, u).

If t ∈ Cn is such that ϕ(t) ≤ u then for every i ∈ {1, . . . , k} such that ϕi involves
R we have ϕi(t) = 0. Recall that the minimal value attained by SΓ equals 0 by our
assumption, and hence ϕ′(t) = ϕ(t) ≤ u and therefore ϕ′(t) ≤ min(kM, u) by the choice
of M . Now suppose that ϕ(t) > u. Then ϕ′(t) > u ≥ min(kM, u) or there exists an
i ∈ {1, . . . , k} such that ϕi(t) = ∞. If ϕi does not involve the symbol R, then ϕ′(t) = ∞
as well. If ϕi involves the symbol R, then ϕ′(t) ≥ (k · ⌈M/m⌉ + 1)m > kM . In any
case, ϕ′(t) > min(kM, u). Since ϕ′ can be computed from ϕ in polynomial time, this
concludes the proof.

Lemma 1.27 above provides tools for polynomial-time reductions between VCSPs on
the same domain. We give two examples of how reductions from CSPs based on this
lemma can be utilized for hardness proofs.

Example 1.28. Recall the structure Γmax from Example 1.2. We have seen in Exam-
ple 1.7 that VCSP(Γmax) is the directed max-cut problem. Note that, for all x, y, z ∈
{0, 1},

NAE(x, y, z) = Opt
(
(<2)

1
0(x, y) + (<2)

1
0(y, z) + (<2)

1
0(z, x)

)
.

Since CSP({0, 1},NAE) is an NP-hard variant of the 3-SAT-problem (see Example 1.20),
this provides an alternative proof of the NP-hardness of the directed max-cut problem via
Lemma 1.27.

Example 1.29. We revisit the valued structure ΓLCC from Example 1.11. Recall that
VCSP(ΓLCC) is the least correlation clustering problem with partial information and that
Aut(ΓLCC) is oligomorphic. Let B be the relational structure (N;R), where

R := {(x, y, z) ∈ N3 | (x = y ∧ y ̸= z) ∨ (x ̸= y ∧ y = z)}.

Note that

R(x, y, z) = Opt(( ̸=)10(x, z) + ( ̸=)10(x, z) + (=)10(x, y) + (=)10(y, z)).

Clearly, B is the same valued structure as (Q; Dis) from Example 1.21 up to renaming el-
ements. Since CSP(Q; Dis) is NP-hard, this provides an alternative proof of NP-hardness
of the least correlation clustering problem with partial information via Lemma 1.27.
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Note that we can replace (̸=)10(x, z) + ( ̸=)10(x, z) in the definition of R by (̸=)∞0 (x, z).
This shows that even VCSP(N; (=)10, (̸=)∞0 ) is NP-hard.

1.5.1 The underlying crisp structure

For understanding the complexity of VCSPs, it is often crucial to understand the com-
plexity of the crisp relations that are expressible in the template. We therefore introduce
the following notation.

Definition 1.30. Let Γ be a valued structure on the domain C. Then ⟨Γ⟩∞0 denotes the
set of valued relations

{RΓ ∈ ⟨Γ⟩ | R of arity k,∀t ∈ Ck : R(t) ∈ {0,∞}}.

We sometimes refer to (C; ⟨Γ⟩∞0 ) as the underlying crisp structure of Γ.

In words, ⟨Γ⟩∞0 contains all crisp relations that can be expressed in Γ. The following
example shows that some information is lost in the transition from a valued structure
to its underlying crisp structure; in particular, they might have different automorphisms
groups.

Example 1.31. Let Γ = (Q;R) where R is a binary valued relation on Q defined by

R(x, y) =


0 x = y,

1 x < y,

2 x > y.

Let Γ′ = (Q; ⟨Γ⟩∞0 ). Clearly, Aut(Γ) = Aut(Q;<) ⊆ Aut(Γ′). We claim that Aut(Γ′) =
Sym(Q) ⊋ Aut(Γ).

A relation S ⊆ Qk will be called dull if S is primitively positively definable in (Q; =)
and either S = ∅ or (a, . . . , a) ∈ S for every a ∈ Q. We claim that for every S ∈ ⟨Γ⟩,
Feas(S) and Opt(S) are dull, which implies that every S ∈ ⟨Γ⟩∞0 is dull (recall that for
a crisp relation S = Feas(S) = Opt(S)) and hence Aut(Γ′) = Sym(Q).

We prove the claim by induction on the depth of expressions that define S. As a base
step, we note that (∅)∞0 , (̸=)∞0 , Feas(R) and Opt(R) are dull, therefore all relations
expressed by atomic expressions over {R} satisfy the claim.

For the induction step, let S, S′ ∈ ⟨Γ⟩ of arity k and k′, respectively, and suppose that
Feas(S), Opt(S), Feas(S′) and Opt(S′) are dull. Then, trivially, Feas(S) and Opt(S)
satisfy the claim. Let a ∈ Q≥0 and b ∈ Q. Then Feas(S) = Feas(aS) = Feas(S + b)
and Opt(S) = Opt(aS) = Opt(S + b), and therefore aS and S + b satisfy the claim. Let
ρ : [k] → [k′′], σ : [k′] → [k′′] and let S′′ be a valued relation of arity k′′ defined by

S′′(x1, . . . , xk′′) = S(xρ(1), . . . , xρ(k)) + S′(xσ(1), . . . , xσ(k′)).

Then

Feas(S′′)(x1, . . . , xk′′) = Feas(S)(xρ(1), . . . , xρ(k)) ∧ Feas(S′)(xσ(1), . . . , xσ(k′))
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and hence Feas(S′′) is dull by the assumption, because either one of Feas(S) or Feas(S′) is
empty, or they both contain all constant tuples. The argument for Opt(S′′) is analogous.
Finally, let k′′ < k and

S′′(x1, . . . , xk′′) := inf
xk′′+1,...,xk

S(x1, . . . , xk).

Then
Feas(S′′)(x1, . . . , xk′′) := ∃xk′′+1, . . . , xk Feas(S)(x1, . . . , xk)

and therefore Feas(S′′) is dull. Opt(S′′) can be expressed analogously.
It follows that every S ∈ ⟨Γ⟩∞0 is dull and hence Aut(Γ′) = Sym(Q). Therefore,

Aut(Γ) = Aut(Q;<) ⊊ Aut(Γ′).

However, under some assumptions, the situation from Example 1.31 can be avoided;
this will be shown in Proposition 3.7. We remark that essentially crisp valued structures
with behave like relational structures.

Remark 1.32. Suppose that Γ is an essentially crisp valued τ -structure. For every
R ∈ τ , let aR ∈ Q be such that RΓ only attains values in {aR,∞}; such an aR exists
because Γ is essentially crisp. Then RΓ = Feas(RΓ) + aR. Therefore, ⟨Γ⟩ = ⟨Feas(Γ)⟩
and, by Remark 1.24, ⟨Γ⟩∞0 consists of precisely those relations that are primitively
positively definable in Feas(Γ). By Lemma 1.27 and Remark 1.8, there is a polynomial-
time reduction from VCSP(Γ) to CSP(Feas(Γ)) and vice versa.
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Chapter 2

Pp-constructability for valued
structures

A universal-algebraic theory of VCSPs for finite-domain valued structures has been de-
veloped in [58], following the classical approach to CSPs which is based on the concepts
of cores, addition of constants, and primitive positive interpretations. Subsequently, an
important conceptual insight has been made for classical CSPs which states that ev-
ery structure that can be interpreted in the expansion of the core of the structure by
constants can also be obtained by taking a pp-power if we then consider structures up
to homomorphic equivalence [6]. We adapt this perspective to the algebraic theory of
VCSPs and develop (parts of) this approach here. As in [6], we immediately step from
valued structures with a finite domain to the more general case of valued structures with
an oligomorphic automorphism group. Most of the original results in this chapter were
published in [30] or announced in the preprint [12].

2.1 Pp-powers

We start with defining the concept of pp-powers.

Definition 2.1 (pp-power). Let Γ be a valued structure with a domain C and let d ∈ N.
Then a (d-th) pp-power of Γ is a valued structure ∆ with the domain Cd such that for
every valued relation R of ∆ of arity k there exists a valued relation S of arity kd in ⟨Γ⟩
such that

R((x11, . . . , x
1
d), . . . , (xk1, . . . , x

k
d)) = S(x11, . . . , x

1
d, . . . , x

k
1, . . . , x

k
d).

The name ‘pp-power’ comes from ‘primitive positive power’, since for relational struc-
tures expressibility is captured by primitive positive formulas. The following proposition
shows that the VCSP of a pp-power reduces to the VCSP of the original structure.

Proposition 2.2. Let Γ and ∆ be valued structures such that Aut(Γ) is oligomorphic
and ∆ is a pp-power of Γ. Then Aut(∆) is oligomorphic and there is a polynomial-time
reduction from VCSP(∆) to VCSP(Γ).
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Proof. Let d be the dimension of the pp-power and let τ be the signature of Γ. By Re-
mark 1.26, Aut(Γ) ⊆ Aut(∆) and thus Aut(∆) is oligomorphic. By Lemma 1.27, we may
suppose that for every valued relation R of arity k of ∆ the valued relation S ∈ ⟨Γ⟩ of
arity dk from the definition of a pp-power equals SΓ for some S ∈ τ . Let (ϕ, u) be an in-
stance of VCSP(∆). For each variable x of ϕ we introduce d new variables x1, . . . , xd. For
each summand R(y1, . . . , yk) of ϕ we introduce a summand S(y11, . . . , y

1
d, . . . , y

k
1 , . . . , y

k
d);

let ψ be the resulting τ -expression. It is now straightforward to verify that (ϕ, u) has
a solution with respect to ∆ if and only if (ψ, u) has a solution with respect to Γ.

2.2 Fractional homomorphisms

In this thesis, we work with a generalization of maps that is useful in the valued setting,
so-called fractional maps. These are probability distributions on maps. To establish
some invariance properties that are used for classifying complexity of VCSPs, we need
to compute expected values of random variables with respect to these distributions. Since
the probability distributions we consider are possibly on uncountable sets, we have to use
Lebesgue integrals to define the expected values. The following sections introduce some
topological notions and Lebesgue integrals, which allows to define expected values of
random variables (Section 2.2.1–2.2.3). Finally, in Section 2.2.4 we introduce fractional
maps and fractional homomorphisms. To keep this material more accessible, all of the
notions are specialized to our setting where the topological spaces are spaces of functions
on discrete sets.

2.2.1 Topology

If C and D are sets, we equip the space CD of functions from D to C with the topology
of pointwise convergence, where C is taken to be discrete. In this topology, a basis of
open sets is given by

Ss,t := {f ∈ CD | f(s) = t}

for s ∈ Dk and t ∈ Ck for some k ∈ N, and f is applied componentwise. For S ⊆ CD,
we denote by S the closure of S in the topology of pointwise convergence.

We write [0, 1] for the set {x ∈ R | 0 ≤ x ≤ 1}. The set [0, 1] carries the topology
inherited from the standard topology on R. We also view R ∪ {∞} as a topological
space with a basis of open sets given by all open intervals (a, b) for a, b ∈ R, a < b and
additionally all sets of the form {x ∈ R | x > a} ∪ {∞}.

2.2.2 Lebesgue integral

For any topological space T , we denote by B(T ) the Borel σ-algebra on T , i.e., the
smallest subset of the powerset P(T ) which contains all open sets and is closed under
countable intersection and complement. A (real-valued) random variable is a measurable
function X : T → R ∪ {∞}, i.e., pre-images of elements of B(R ∪ {∞}) under X are in
B(T ).
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It will be convenient to use an additional value −∞ that has the usual properties:

• −∞ < a for every a ∈ R ∪ {∞},

• a+ (−∞) = (−∞) + a = −∞ for every a ∈ R,

• a · ∞ = ∞ · a = −∞ for a < 0,

• 0 · (−∞) = (−∞) · 0 = 0.

• a · (−∞) = (−∞) · a = −∞ for a > 0 and a · (−∞) = (−∞) · a = ∞ for a < 0.

The sum of ∞ and −∞ is undefined.
Let C and D be sets. We define the Lebesgue integration over the space CD of all

functions from D to C. We often work with the special case D = Cℓ, i.e. the space is

the space of all operations on C of arity ℓ ∈ N, which we denote by O
(ℓ)
C .

To define the Lebesgue integral, we need the definition of a simple function: this is
a function Y : CD → R given by

n∑
k=1

ak1Sk

where n ∈ N, S1, S2, . . . Sn are disjoint elements of B(CD), a1, . . . , an ∈ R, and 1S : CD →
{0, 1} denotes the indicator function for S ⊆ CD. If Y is a such a simple function, then
the Lebesgue integral is defined as follows:∫

CD

Y dω :=
n∑

k=1

akω(Sk).

If X and Y are two random variables, then we write X ≤ Y if X(f) ≤ Y (f) for every
f ∈ CD. We say that X is non-negative if 0 ≤ X(f) for every f ∈ CD and we write
0 ≤ X. If X is a non-negative measurable function, then the Lebesgue integral is defined
as ∫

CD

Xdω := sup

{∫
CD

Y dω | 0 ≤ Y ≤ X,Y simple

}
.

For an arbitrary measurable function X, we write X = X+ −X−, where

X+(x) :=

{
X(x) if X(x) > 0,

0 otherwise,

and

X−(x) :=

{
−X(x) if X(x) < 0,

0 otherwise.

Then both X+ and X− are measurable, and both
∫
CD X

−dω and
∫
CD X

+dω take values
in R≥0 ∪ {∞}. If both take value ∞, then the integral is undefined. Otherwise, define∫

CD

Xdω :=

∫
CD

X+dω −
∫
CD

X−dω.

In particular, note that for X ≥ 0 the integral is always defined.
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2.2.3 Expected values

If C, D are sets and X : CD → R ∪ {∞} is a real-valued random variable, then the
expected value of X (with respect to a probability distribution ω) is denoted by Eω[X]
and is defined via the Lebesgue integral

Eω[X] :=

∫
CD

Xdω.

Recall that the Lebesgue integral
∫
CD Xdω need not exist, in which case Eω[X] is

undefined; otherwise, the integral equals a real number, ∞, or −∞. Note that if C and
D are infinite sets, then CD is uncountable and there are probability distributions ω
such that ω({f}) = 0 for every f ∈ CD. In that case, we need Lebesgue integrals to be
able to correctly define Eω[X].

It follows easily from the definition of Lebesgue integral that the expected value is

• linear, i.e., for every a, b ∈ R and random variables X, Y such that Eω[X] and
Eω[Y ] exist and aEω[X] + bEω[Y ] is defined we have

Eω[aX + bY ] = aEω[X] + bEω[Y ];

• monotone, i.e., if X,Y are random variables such that Eω[X] and Eω[Y ] exist and
X ≤ Y , then Eω[X] ≤ Eω[Y ].

2.2.4 Fractional maps

We can now define fractional maps and homomorphisms, which form the basis for the
algebraic approach to classifying complexity of VCSPs.

Definition 2.3 (fractional map). Let C and D be sets. A fractional map from D to C
is a probability distribution

(CD,B(CD), ω : B(CD) → [0, 1]),

that is, ω(CD) = 1 and ω is countably additive: if A1, A2, · · · ∈ B(CD) are disjoint, then

ω(
⋃
i∈N

Ai) =
∑
i∈N

ω(Ai).

If f ∈ CD, we often write ω(f) instead of ω({f}). Note that {f} ∈ B(CD) for every
f : D → C. If there is a single f ∈ CD such that ω(f) = 1, we typically write f instead
of ω.

Let ω be a fractional map from D to C, let R ∈ R
(k)
C be a valued relation, and let

s ∈ Dk. Then X : CD → R ∪ {∞} given by

f 7→ R(f(s))
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is a random variable: if (a, b) is a basic open subset of R ∪ {∞}, then

X−1((a, b)) = {f ∈ CD | R(f(s)) ∈ (a, b)}

=
⋃

t∈Ck,R(t)∈(a,b)

Ss,t

is a union of basic open sets in CD, hence open. The argument for the other basic open
sets in R∪ {∞} is similar. Random variables of this form will play a crucial role in this
thesis, starting from the definition below.

Definition 2.4 (fractional homomorphism). Let Γ and ∆ be valued τ -structures with
domains C and D, respectively. A fractional homomorphism from ∆ to Γ is a fractional
map ω from D to C such that for every R ∈ τ of arity k and every tuple s ∈ Dk it holds
for the random variable X : CD → R ∪ {∞} given by

f 7→ RΓ(f(s))

that Eω[X] exists and that
Eω[X] ≤ R∆(s).

If the set C is countable and X : f 7→ R(f(s)) for some R ∈ R
(k)
C and s ∈ Dk, we

may express Eω[X] as a sum, which is useful in proofs throughout the thesis. If Eω[X]
exists, then it is equal to

Eω[X] =

∫
CD

X+dω −
∫
CD

X−dω

= sup

{∫
CD

Y dω | 0 ≤ Y ≤ X+, Y simple

}
− sup

{∫
CD

Y dω | 0 ≤ Y ≤ X−, Y simple

}
=

∑
t∈Ck,R(t)≥0

R(t)ω(Ss,t) +
∑

t∈Ck,R(t)<0

R(t)ω(Ss,t)

=
∑
t∈Ck

R(t)ω(Ss,t). (2.1)

Note that if the fractional map ω = f for some f ∈ CD, then for every R ∈ τ of
arity k and s ∈ Dk, the expected value in Definition 2.4 exists and is equal to RA(f(s)).
If Γ and ∆ are crisp structures and f ∈ CD is a fractional homomorphism from ∆ to Γ,
then we also call f a homomorphism; it is straightforward to check that this definition
coincides with the standard definition of a homomorphism between relational structures.
For results about relational structures and studying resilience problems we will often use
the following lemma that can be proved using König’s tree lemma.

Lemma 2.5 ([9, Lemma 4.1.7]). Let B be a relational τ -structure with an oligomorphic
automorphism group and A be a countable relational structure over the same signature τ .
If there is no homomorphism (embedding) from A to B, then there is a finite substructure
of A that does not homomorphically map (embed) to B.
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In the example below, we illustrate that there are valued structures Γ and ∆ such
that there is a fractional homomorphism from ∆ to Γ, but no fractional homomorphism
of the form f ∈ CD.

Example 2.6. Let τ = {R,S}, where R, S are binary relational symbols. We consider
two valued τ -structures Γ and ∆. Let Γ = ({0, 1};RΓ, SΓ), where

RΓ(x, y) =

{
0 x = 0,

1 x ̸= 0,

SΓ(x, y) =

{
0 y = 1,

1 y ̸= 1.

Let ∆ = ({0, 1}2;R∆, S∆) where

R∆((x, u), (y, v)) =
1

2
(RΓ(x, y) +RΓ(u, v))

and S∆ is defined analogously from SΓ; note that ∆ is a pp-power of Γ. Let min2 and
max2 denote the minimum and maximum operation on {0, 1}, respectively. Let ω be
a fractional map from {0, 1}2 to {0, 1} defined by ω(min2) = ω(max2) = 1/2. Then it is
easy to verify that for all x, y, u, v ∈ {0, 1}

Eω[f 7→ RΓ(f(x, u), f(y, v))]

=
1

2
RΓ (min2(x, u),min2(y, v))) +

1

2
RΓ (max2(x, u),max2(y, v))

≤1

2
(RΓ(x, y) +RΓ(u, v))

=R∆((x, u), (y, v)),

(we avoid componentwise application in the expressions above and prefer to write the
expressions more precisely). Analogously we obtain that

Eω[f 7→ SΓ(f(x, u), f(y, v))] ≤ S∆((x, u), (y, v)).

It follows that ω is a fractional homomorphism from ∆ to Γ.

Suppose there is f : {0, 1}2 → {0, 1} such that f is a fractional homomorphism from
∆ to Γ. Then we have

RΓ(f(0, 1), f(1, 0)) ≤ R∆((0, 1), (1, 0)) =
1

2
and

SΓ(f(1, 0), f(0, 1)) ≤ S∆((1, 0), (0, 1)) =
1

2
.

The inequality for R implies f(0, 1) = 0 and the inequality for S implies f(0, 1) = 1,
a contradiction. Therefore, such f does not exist.
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We remark that the expected value from Definition 2.4 may be undefined and give
an example below.

Example 2.7. Consider C = D = N and the unary valued relation on N defined by

R(x) =

{
−2x if x is even,

2x otherwise.

Let s ∈ N and define X : NN → R ∪ {∞} by f 7→ R(f(s)). Let ω be a unary fractional
operation such that for every t ∈ N we have ω(Ss,t) = 1

2t+1 . Then

∫
NN
X+dω = sup{

∫
NN
Y dω | 0 ≤ Y ≤ X+, Y simple}

=
∑

t∈C,R(t)≥0

R(t)ω(Ss,t)

=
∑

t∈C,R(t)≥0

1

2
= ∞

and, similarly,
∫
NN X

−dω = ∞. It follows that

Eω[X] =

∫
NN
X+dω −

∫
NN
X−dω

is undefined.

In contrast to Example 2.7, the following lemma shows that the oligomorphicity
assumption on Aut(Γ) is enough to guarantee the existence of the expected value from
Definition 2.4.

Lemma 2.8. Let C and D be sets, s ∈ Dk, R ∈ R
(k)
C . Let X : CD → R ∪ {∞} be the

random variable given by

f 7→ R(f(s)).

If Aut(C;R) is oligomorphic, then Eω[X] exists and Eω[X] > −∞.

Proof. It is enough to show that
∫
CD X

−dω ̸= ∞. Since Aut(C;R) is oligomorphic, there
are only finitely many orbits of k-tuples in Aut(C;R). Let O1, . . . , Om be all orbits of
k-tuples of Aut(C;R) on which R is negative. For every i ∈ {1, . . . ,m}, let ti ∈ Oi.
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Then we obtain (see (2.1) for a detailed derivation of the first equality)∫
CD

X−dω =
∑

t∈Ck,R(t)<0

−R(t)ω(Ss,t)

= −
m∑
i=1

R(ti)
∑
t∈Oi

ω(Ss,t)

= −
m∑
i=1

R(ti) ω

⋃
t∈Oi

Ss,t


≤ −

m∑
i=1

R(ti) <∞.

In the next lemma we show that fractional homomorphisms compose.

Lemma 2.9. Let Γ1, Γ2, Γ3 be countable valued τ -structures such that there exists
a fractional homomorphism ω1 from Γ1 to Γ2 and a fractional homomorphism ω2 from
Γ2 to Γ3. Then there exists a fractional homomorphism ω3 := ω2 ◦ ω1 from Γ1 to Γ3.

Proof of Lemma 2.9. Let C1, C2, C3 be the domains of Γ1, Γ2, and Γ3, respectively. If
s ∈ Ck

1 and u ∈ Ck
3 , for some k ∈ N, then define

ω3(Ss,u) :=
∑
t∈Ck

2

ω1(Ss,t)ω2(St,u).

Note that on sets of this form, i.e., on basic open sets in CC1
3 , ω3 is countably additive.

Since our basis of open sets is closed under intersection, this definition extends uniquely
to all of B(CC1

3 ) by Dynkin’s π-λ theorem.

The following proposition shows that fractional homomorphisms improve costs of
instances. The statement of the proposition was shown for valued structures over finite
domains in [34, Proposition 8.4].

Proposition 2.10. Let Γ and ∆ be valued τ -structures with domains C and D and with
a fractional homomorphism ω from ∆ to Γ. Then the cost of every VCSP instance ϕ
with respect to Γ is at most the cost of ϕ with respect to ∆.

Proof. Let

ϕ(x1, . . . , xn) =

m∑
i=1

Ri(xji1
, . . . , xjiki

)

be a τ -expression, where Ri ∈ τ is of arity ki and ji1, . . . , j
i
ki

∈ {1, . . . , n} for every
i ∈ {1, . . .m}. To simplify the notation in the proof, if v = (v1, . . . , vp) is a p-tuple of
elements of some domain and i1, . . . , iq ∈ {1, . . . , p}, we will write vi1,...,iq for the tuple
(vi1 , . . . , viq).
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Let ε > 0. From the definition of infimum, there exists s∗ ∈ Dn such that

ϕ∆(s∗) ≤ inf
s∈Dn

ϕ∆(s) + ε/2 (2.2)

and f∗ ∈ CD such that

ϕΓ(f∗(s∗)) ≤ inf
f∈CD

ϕΓ(f(s∗)) + ε/2. (2.3)

For every i ∈ {1, . . . ,m}, Eω[f 7→ RΓ
i (f(s∗)ji1,...,jiki

)] exists by the definition of a frac-

tional homomorphism. Suppose first that
∑m

i=1Eω[f 7→ RΓ
i (f(s∗)ji1,...,jiki

)] is defined.

Then by the monotonicity and linearity of Eω and since ω is a fractional homomorphism
we obtain

inf
t∈Cn

ϕΓ(t) ≤ ϕΓ(f∗(s∗))

≤ inf
f∈CD

ϕΓ(f(s∗)) + ε/2 (by (2.3))

≤ Eω[f 7→ ϕΓ(f(s∗))] + ε/2 (by monotonicity of Eω)

=
m∑
i=1

Eω[f 7→ RΓ
i (f(s∗)ji1,...,jiki

)] + ε/2 (by linearity of Eω)

≤
m∑
i=1

R∆
i (s∗ji1,...,jiki

) + ε/2 (ω is a frac. homomorphism)

= ϕ∆(s∗) + ε/2

≤ inf
s∈Dn

ϕ∆(s) + ε (by (2.2)).

Since ε > 0 was chosen arbitrarily, it follows that the cost of ϕ with respect to Γ is at
most the cost of ϕ with respect to ∆.

Suppose now that
∑m

i=1Eω[f 7→ RΓ
i (f(s∗)ji1,...,jiki

)] is not defined. Then there exists

i ∈ {1, . . . ,m} such that

Eω[f 7→ RΓ
i (f(s∗)ji1,...,jiki

)] = ∞.

By the definition of a fractional homomorphism, this implies that R∆
i (s∗

ji1,...,j
i
ki

) = ∞ and

hence
∑m

i=1R
∆
i (s∗

ji1,...,j
i
ki

) = ∞. Therefore, we obtain as above that

inf
t∈Cn

ϕΓ(t) ≤ inf
s∈Dn

ϕ∆(s),

which is what we wanted to prove.

Remark 2.11. For finite domains, the converse of Proposition 2.10 is true as well [34,
Proposition 8.4].
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We say that two valued τ -structures Γ and ∆ are fractionally homomorphically equiv-
alent if there exists a fractional homomorphisms from Γ to ∆ and from ∆ to Γ. By
Lemma 2.9, fractional homomorphic equivalence is transitive and hence an equivalence
relation on valued structures of the same signature.

Corollary 2.12. Let Γ and ∆ be valued τ -structures with oligomorphic automorphism
groups that are fractionally homomorphically equivalent. Then VCSP(Γ) and VCSP(∆)
are equal as computational problems.

Proof. By Proposition 2.10, for every instance ϕ, the values of ϕ with respect to Γ and
∆ are equal. By Lemma 1.12, the cost is realized by some tuple in both structures and
hence every instance ϕ with a threshold u has a solution with respect to Γ if and only if
it has a solution with respect to ∆.

For fractionally homomorphically equivalent valued structures with an oligomorphic
automorphism group, we can prove the following result of similar flavor as Proposi-
tion 2.10.

Proposition 2.13. Let Γ and ∆ be valued τ -structures with oligomorphic automor-
phism groups that are fractionally homomorphically equivalent. Let ω be a fractional
homomorphism from ∆ to Γ. Let R ∈ ⟨∆⟩ be of arity k and R′ ∈ ⟨Γ⟩ be the valued
relation obtained when the expression for R in ∆ is interpreted over Γ. Then for every
s ∈ Dk,

Eω[f 7→ R′(f(s))] ≤ R(s). (2.4)

Proof. Recall that by Lemma 2.8, the expected values from (2.4) exist. By the definition
of a fractional homomorphism, (2.4) holds for every pair (R,R′) = (S∆, SΓ) where S ∈ τ .
Clearly, the same is true for R = R∅. To see that (2.4) holds for R = R=, let s ∈ D2.
Note that either s1 = s2 in which case f(s1) = f(s2) for every f ∈ CD, and hence both
sides of (2.4) are equal to 0, or s1 ̸= s2, in which case R(s) = ∞ and (2.4) is again
satisfied.

We will show that every valued relation R obtained from a valued relation satisfying
(2.4) by a single operator from Definition 1.23 satisfies (2.4); the general statement
then follows by induction. This is clear for valued relations R obtained by non-negative
scaling and addition of constants, since these operations preserve (2.4) by the linearity of
expectation. The assumption that Γ and ∆ are fractionally homomorphically equivalent
(rather than the existence of ω) is needed only for the operator Opt.

Let ϕ(x1, . . . , xk, y1, . . . , yn) be a τ -expression. Let R be the k-ary valued relation
defined by R(x) = infy∈Dn ϕ∆(x, y) for every x ∈ Dk . Since ϕ is a τ -expression, there
are Ri ∈ τ such that

ϕ(x1, . . . , xk, y1, . . . , yn) =
m∑
i=1

Ri(xpi1
, . . . , xpiki

, yqi1
, . . . , yqini

)

for some ki, ni ∈ N, pi1, . . . , p
i
ki

∈ {1, . . . , k} and qi1, . . . , q
i
ni

∈ {1, . . . , n}. In this proof, if
v = (v1, . . . , vN ) is a tuple and i1, . . . , iℓ ∈ {1, . . . , N}, we will write vi1,...,iℓ for the tuple
(vi1 , . . . , viℓ) for short.
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Let s ∈ Dk. By the oligomorphicity of Aut(∆), there is t ∈ Dn such that R(s) =
ϕ∆(s, t). Moreover, for every f ∈ CD,

R′(f(s)) ≤ ϕΓ(f(s), f(t)).

By the linearity and monotonicity of expectation, we obtain

Eω[f 7→ R′(f(s))] ≤ Eω[f 7→ ϕΓ(f(s), f(t))]

= Eω[f 7→
m∑
i=1

RΓ
i ((f(s))pi1,...,piki

, (f(t))qi1,...,qini
)]

=
m∑
i=1

Eω[f 7→ RΓ
i ((f(s))pi1,...,piki

, (f(t))qi1,...,qini
)].

Since ω is a fractional homomorphism, the last row of the inequality above is at most

m∑
i=1

R∆
i (spi1,...,piki

, tqi1,...,qini
) = ϕ∆(s, t) = R(s).

It follows that (2.4) holds for R.
Next, we prove the statement for R = Feas(S∆) for some S ∈ τ of arity k. Let

s ∈ Dk. If R(s) = ∞, then (2.4) is trivially true. So suppose that R(s) = 0, i.e.,
S∆(s) <∞. Since ω is a fractional homomorphism, we have

Eω[f 7→ SΓ(f(s))] ≤ S∆(s) (2.5)

and hence the expected value on the left-hand side is finite as well. By (2.1),

Eω[f 7→ SΓ(f(s))] =
∑
t∈Ck

SΓ(t)ω(Ss,t), (2.6)

which implies that SΓ(t) is finite unless ω(Ss,t) = 0, and hence R′(t) = 0. Consequently
(again by (2.1)),

Eω[f 7→ R′(f(s))] =
∑
t∈Ck

R′(t)ω(Ss,t) = 0 = R(s).

It follows that (2.4) holds for R.
Finally, suppose that R = Opt(S∆). Let s ∈ Dk; note that we may again assume

that R(s) = 0 as we did in the previous case. This means that S∆(s) ≤ S∆(s′) for every
s′ ∈ Dk. Let u ∈ Ck be such that SΓ(u) is minimal; such a u exists by the oligomor-
phicity of Aut(Γ). By the monotonicity of expected value and since ω is a fractional
homomorphism, we have

SΓ(u) ≤ Eω[f 7→ SΓ(f(s))] =
∑
t∈Ck

SΓ(t)ω(Ss,t) ≤ S∆(s). (2.7)
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If ω′ is a fractional homomorphism from Γ to ∆ (which exists by the assumption) and
since s ∈ Opt(S∆), we also have

S∆(s) ≤ Eω′ [g 7→ S∆(g(u))] ≤ SΓ(u).

This implies that S∆(s) = SΓ(u). Since ω is a probability distribution, we obtain
from (2.7) that SΓ(t) = SΓ(u) unless ω(Ss,t) = 0, and hence R′(t) = Opt(SΓ)(t) = 0.
Therefore,

Eω[f 7→ R′(f(s))] =
∑
t∈Ck

R′(t)ω(Ss,t) = 0 = R(s).

This concludes the proof.

2.3 Pp-constructions

Definition 2.14 (pp-construction). Let Γ,∆ be valued structures. Then ∆ has a pp-
construction in Γ if ∆ is fractionally homomorphically equivalent to a structure ∆′ which
is a pp-power of Γ.

Instead of ‘∆ has a pp-construction in Γ’, we often say ‘Γ pp-constructs ∆’. Com-
bining Proposition 2.2 and Corollary 2.12 yields the following.

Corollary 2.15. Let Γ and ∆ be valued structures with finite signatures and oligo-
morphic automorphism groups such that ∆ has a pp-construction in Γ. Then there is
a polynomial-time reduction from VCSP(∆) to VCSP(Γ).

Note that the hardness proofs in Examples 1.28 and 1.29 are special cases of Corol-
lary 2.15. We give a more involved example in Example 2.18. We first show that the
relation of pp-constructibility on the class of countable valued structures is transitive.

Lemma 2.16. Let Γ1, Γ2, and Γ3 be valued structures, each with a countable domain.
Suppose that Γ1 pp-constructs Γ2 and Γ2 pp-constructs Γ3. Then Γ1 pp-constructs Γ3.

Proof. Clearly, a pp-power of a pp-power is again a pp-power, and fractional homomor-
phic equivalence is transitive by Lemma 2.9. We are therefore left to prove that if Γ
and ∆ are valued structures such that ∆ is a d-dimensional pp-power of Γ, and if Γ′ is
fractionally homomorphically equivalent to Γ via fractional homomorphisms ω1 : Γ → Γ′

and ω2 : Γ′ → Γ, then ∆ also has a pp-construction in Γ′.
Let C and C ′ be the domains of Γ and Γ′, respectively. Take the τ -expressions that

define the valued relations of ∆ over Γ, and interpret them over Γ′ instead of Γ; let ∆′

be the resulting valued structure. Note that ∆′ is a d-dimensional pp-power of Γ′. For
a map f : Γ → Γ′, let f̃ : ∆ → ∆′ be given by (x1, . . . , xd) 7→ (f(x1), . . . , f(xd)). Then
for all S ∈ B((C ′)C) we define

ω̃1({f̃ | f ∈ S}) := ω1(S)

36



2.3. PP-CONSTRUCTIONS

and
ω̃1(S̃) := ω̃1(S̃ ∩ {f̃ | f ∈ (C ′)C})

for all S̃ ∈ B
(
((C ′)d)C

d)
. We argue that ω̃1 is a fractional homomorphism from ∆ to

∆′. To see this, let R be a valued relation of ∆ and R′ be the corresponding valued
relation of ∆′. If we view R as an element of ⟨Γ⟩, then Proposition 2.13 applied to ω1

implies precisely that ω̃1 is a fractional homomorphism from ∆ to ∆′. Analogously we
obtain from ω2 a fractional homomorphism ω̃2 from ∆′ to ∆. Therefore, ∆ is fractionally
homomorphically equivalent to ∆′, which is a pp-power of Γ′. In other words, ∆ has
a pp-construction in Γ′.

Combining Corollary 2.15, Lemma 2.16 together with the NP-hardness of CSP(K3)
and of CSP({0, 1}; OIT) yields the following corollary.

Corollary 2.17. Let Γ be a valued structure with a finite signature and oligomorphic
automorphism group such that K3 or ({0, 1}; OIT) has a pp-construction in Γ. Then Γ
pp-constructs all relational structures on a finite domain and VCSP(Γ) is NP-hard.

Proof. K3 and ({0, 1}; OIT) are known to pp-construct all relational structures on a finite
domain, see, e.g., [9, Corollary 6.4.4]. Therefore Γ pp-constructs all finite relational
structures by Lemma 2.16. Recall that CSP(K3) and CSP({0, 1}; OIT) are NP-complete
(Example 1.9 and 1.19). Therefore, VCSP(Γ) is NP-hard by Corollary 2.15.

Example 2.18. Recall the valued structure Γmax = ({0, 1}; (<2)
1
0) from Example 1.2.

We give a pp-construction of ({0, 1}; OIT) in Γmax, which gives an alternative hardness
proof of VCSP(Γmax) by Corollary 2.17.

Let R(x, y, z) := Opt((<2)
1
0(x, y) + (<2)

1
0(y, z)) be a valued relation over Γmax and

observe that (x, y, z) ∈ R if and only if

• x <2 y and y ≥2 z, or

• x ≥2 y and y <2 z.

Let ∆ = ({0, 1}2,OIT∆) be a pp-power of Γmax where

OIT∆((u, v), (u′, v′), (u′′, v′′)) := Opt
(
(<2)

1
0(v, v

′) + (<2)
1
0(v

′, v′′) + (<2)
1
0(v

′′, v)

R(u, v, v′) +R(u′, v′, v′′) +R(u′′, v′′, v)
)
. (2.8)

A visualisation of the expression in (2.8) is in Figure 2.1. Note that Γmax can be vi-
sualised as a single arrow from 0 to 1. The idea behind the definition of OIT∆ is that
the shape in the figure has to be folded into a single arrow to be satisfiable in Γmax with
removing as little arrows as possible. The optimal ways to do so then encode the tuples
that lie in OIT∆.

Note that (<2)
1
0(v, v

′) + (<2)
1
0(v

′, v′′) + (<2)
1
0(v

′′, v) is always at least 2 and therefore
the optimal value is when it is exactly 2 and precisely one of (v, v′), (v′, v′′) and (v′′, v)
lies in <2. Therefore, ((u, v), (u′, v′), (u′′, v′′)) ∈ OIT∆ if and only if exactly one of the
three pairs does not lie in <2.
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v

v′

v′′

u

u′

u′′

Figure 2.1: Visualisation of the definition of OIT∆ from Example 2.18.

We show that ∆ is homomorphically equivalent to ({0, 1}; OIT); note that they are
both relational structures and thus we may talk about homomorphisms. Let f : {0, 1}2 →
{0, 1} be such that f(x, y) = 0 if x <2 y and f(x, y) = 1 otherwise. Let g : {0, 1} →
{0, 1}2 be such that g(0) = (0, 1) and g(1) = (0, 0). Then f is a homomorphism from ∆
to ({0, 1}; OIT) and g is a homomorphism from ({0, 1}; OIT) to ∆. It follows that Γmax

pp-constructs ({0, 1}; OIT).

Using Corollary 2.17, we can give a stronger formulation of Conjecture 0.3.

Conjecture 2.19. Let A be a relational structure with a countable domain. Suppose
that A is a reduct of a finitely bounded homogeneous relational structure B. If A does
not pp-construct K3, then CSP(A) is in P (and otherwise CSP(A) is NP-complete by
Corollary 2.17 and Theorem 1.14).

2.3.1 Pp-constructing relational structures

In this section we study the properties of fractional homomorphisms between relational
structures and pp-constructions of relational structures. This is relevant in typical NP-
hardness proofs for VCSPs, as they are mostly based on Corollary 2.17, that is, pp-
constructing the relational structure K3 or ({0, 1}; OIT).

Lemma 2.20. Let Γ and ∆ be valued τ -structures on countable domains such that
Aut(Γ) is oligomorphic. If there exists a fractional homomorphism ω from ∆ to Γ, then
there also exists a homomorphism f from Feas(∆) to Feas(Γ). In particular, if Γ and ∆
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are crisp, then there is a fractional homomorphism from ∆ to Γ if and only if there is
a homomorphism.

Proof. Suppose that there exists a fractional homomorphism ω from ∆ to Γ. Since D
is countable and Aut(Γ) ⊆ Aut(Feas(Γ)) is oligomorphic, by Lemma 2.5 it suffices to
show that every finite substructure F of Feas(∆) has a homomorphism to Feas(Γ). Let
s1, . . . , sn be the elements of F and s := (s1, . . . , sn). By the countable additivity of
probability distributions, there exists t ∈ Cn such that ω(Ss,t) > 0. Let f : F →
C be the map such that f(s) = t. Suppose that there exists R ∈ τ of arity k and
s′ ∈ F k such that RΓ(f(s′)) = ∞. Since ω(Ss,t) > 0, we have ω(Ss′,f(s′)) > 0, and

thus Eω[g 7→ RΓ(g(s′))] = ∞ by (2.1). Then R∆(s′) = ∞, because ω is a fractional
polymorphism. Hence, for every R ∈ τ of arity k and s′ ∈ F k we have RΓ(f(s′)) < ∞
whenever R∆(s′) <∞. Therefore, f is a homomorphism from F to Feas(Γ).

The final statement follows from the fact that every homomorphism is a fractional
homomorphism and that A = Feas(A) for every crisp structure A.

An analogue of the last statement of Lemma 2.20 for general valued structures is
false: as shown in Example 2.6, there are valued structures Γ and ∆ such that there is
a fractional homomorphism from ∆ to Γ, but no fractional homomorphism of the form
f ∈ CD.

Remark 2.21. Let A and B be relational structures with oligomorphic automorphism
groups, and suppose that A pp-constructs B, that is, there is a pp-power Γ of A which
is fractionally homomorphically equivalent to B. It follows from Remark 1.24 that Γ is
essentially crisp and Feas(Γ) is a pp-power of A with all relations primitively positively
definable in A when viewed over the domain A. By Lemma 2.20, Feas(Γ) is homomorphi-
cally equivalent to B. Hence, our definition of pp-constructability between two relational
structures with oligomorphic automorphism groups coincides with the definition for re-
lational structures from [6].

The following proposition relates pp-constructability in a valued structure Γ with
pp-constructability in the relational structure (C; ⟨Γ⟩∞0 ).

Proposition 2.22. Let Γ be a valued structure and let B be a relational τ -structure on
countable domains C, B, respectively. Then Γ pp-constructs B if and only if (C; ⟨Γ⟩∞0 )
pp-constructs B.

Proof. Clearly, whenever (C; ⟨Γ⟩∞0 ) pp-constructs B, then Γ pp-constructs B. Suppose
that Γ pp-constructs B. Then there exists d ∈ N and a pp-power ∆ on the domain
D = Cd of Γ which is fractionally homomorphically equivalent to B. We claim that
Feas(∆) is fractionally homomorphically equivalent to B as well, witnessed by the same
fractional homomorphisms.

Let ω1 be a fractional homomorphism from ∆ to B and ω2 be a fractional homo-
morphism from B to ∆. Let R ∈ τ be of arity k and s ∈ Dk. By the definition of
a fractional homomorphism,

Eω1 [f 7→ RB(f(s))] ≤ R∆(s).
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We claim that

Eω1 [f 7→ RB(f(s))] ≤ Feas(R∆)(s). (2.9)

This is clear if Feas(R∆)(s) = ∞. Otherwise, Feas(R∆)(s) = 0, and therefore R∆(s) is
finite. Hence,

Eω1 [f 7→ RB(f(s))] =
∑
t∈Bk

ω1(Ss,t)R
B(t)

is finite. Since RB attains only values 0 and ∞, it follows that Eω1 [f 7→ RB(f(t))] = 0
and therefore (2.9) holds. Since R and s were arbitrary, it follows that ω1 is a fractional
homomorphism from Feas(∆) to B. The proof that ω2 is a fractional homomorphism
from B to Feas(∆) is similar.

Note that Feas(∆) is a pp-power of (C; ⟨Γ⟩∞0 ): every relation R of ∆ of arity k lies
in ⟨Γ⟩ when viewed as a relation of arity dk and therefore Feas(R) lies in ⟨Γ⟩∞0 in this
sense. Hence, (C; ⟨Γ⟩∞0 ) pp-constructs B as we wanted to prove.

2.4 Open questions

Note that in all examples that we considered so far (in fact, all concrete examples
that appear in the thesis), it was sufficient to work with fractional homomorphisms
ω that are finitary, i.e., there are finitely many operations f1, . . . , fn ∈ OC such that∑n

i=1 ω(fi) = 1. It is therefore possible that all fractional homomorphisms relevant to
the complexity classification of VCSPs of valued structures Γ on a countable domain
such that Aut(Γ) contains an automorphism group of a finitely bounded homogeneous
structure are finitary. This motivates the following question.

Question 2.23. Does our notion of pp-constructability change if we restrict ourselves
to finitary fractional homomorphisms ω?

Using pp-constructions, we can give a more concrete version of Conjecture 0.3: if
A is a reduct of a finitely bounded homogeneous structure on a countable domain,
then CSP(A) is NP-complete if A pp-constructs K3 and in P otherwise. We formulate
a generalization of this formulation of the conjecture to valued structures.

Conjecture 2.24. Let Γ be a valued structure with finite signature and a countable do-
main such that Aut(Γ) contains Aut(B) for some finitely bounded homogeneous structure
B. If K3 has no pp-construction in Γ, then VCSP(Γ) is in P (otherwise, we already
know that VCSP(Γ) is NP-complete by Theorem 1.14 and Corollary 2.17).

Note that if the conjecture is true, then the complexity of VCSP(Γ) is completely
determined by the underlying crisp structure of Γ by Proposition 2.22; this is true
for finite-domain valued structures, see Corollary 3.40. A more concrete version of the
conjecture, specialized to valued structures arising from resilience problems, can be found
in Section 5.7.
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One might hope to prove Conjecture 2.24 under the assumption of Conjecture 2.19.
Recall that also the finite-domain VCSP classification was first proven conditionally on
the finite-domain tractability conjecture [57,58], which was only confirmed later [32,83].

Finally, we remark that unlike in the CSP setting, proofs for several statements about
pp-constructions exploited the oligomorphicity assumption on the automorphism group
of some of the valued structures in question, for example, the proofs of Proposition 2.13,
Corollary 2.15 and Lemma 2.20. In some cases, this assumption can be replaced by
a less elegant assumption that all valued relations attain finitely many values, which is
always the case in the CSP setting. It would be of interest to investigate further minimal
assumptions for some of the results in this chapter.

Question 2.25. Is Corollary 2.15 or Lemma 2.20 true without the oligomorphicity as-
sumption (possibly replaced by a weaker assumption)?
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Chapter 3

Fractional polymorphisms

In this chapter, we address one of the crucial concepts of the theory of VCSPs, namely,
fractional polymorphisms. These generalize polymorphisms, which proved extremely
useful in understanding the theory of CSPs. Similarly to polymorphisms, even though
in a more intricate manner, fractional polymorphisms can provide polynomial-time al-
gorithms for VCSPs. We start this chapter by introducing polymorphisms and then
proceed to generalize them to fractional polymorphisms. After discussing some of their
important properties and special cases, we focus on the tractability proofs for VCSPs
that can be obtained from fractional polymorphisms under various conditions on them
and the VCSP templates in question. We finish the chapter with open questions re-
lated to this topic. Most of the original results in this chapter were published in [30] or
announced in the preprint [12].

3.1 Polymorphisms and endomorphisms

Let A be a set and R ⊆ Ak. An operation f : Aℓ → A on the set A preserves R, if
for every t1, . . . , tℓ ∈ R, f(t1, . . . , tℓ) ∈ R, where f is applied componentwise. If A is
a relational structure and f preserves all relations of A, then f is called a polymorphism of
A. The set of all polymorphisms of A is denoted by Pol(A) and is closed under arbitrary

composition of operations. We write Pol(ℓ)(A) for the set Pol(A) ∩ O
(ℓ)
A , ℓ ∈ N. Unary

polymorphisms are called endomorphisms and Pol(1)(A) is also denoted by End(A).

Example 3.1. Let ℓ ∈ N and i ∈ [ℓ]. Let πℓi ∈ O
(ℓ)
A be the i-th projection of arity ℓ,

which is given by πℓi (x1, . . . , xℓ) = xi (the domain is always clear from the context). Note
that for every relational structure A, πℓi ∈ Pol(A) for all i and ℓ.

Recall that primitively positively definable relations can be added to a relational
structure without changing the complexity of its CSP. Polymorphisms play an important
role in the algebraic approach to CSPs, since they capture computational complexity, as
follows from the following theorem from [24].
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Theorem 3.2 ([24, Theorem 5.1]). Let A be a relational structure with an oligomorphic
automorphism group and let R be a relation on A. Then R is primitively positively
definable in A if and only if it preserved by Pol(A).

The theorem above (and its less general version for finite-domain structures) has
been crucial in classifying the complexity CSPs, and in particular in the proof of the
complexity dichotomy for finite-domain CSPs. To rephrase the finite-domain dichotomy
theorem, we need a notion of a cyclic polymorphism.

Definition 3.3. An operation f : Cℓ → C for ℓ ≥ 2 is called cyclic if

f(x1, . . . , xℓ) = f(x2, . . . , xℓ, x1)

for all x1, . . . , xℓ ∈ C. Let Cyc
(ℓ)
C ⊆ O

(ℓ)
C be the set of all operations on C of arity ℓ that

are cyclic.

Using polymorphisms, we can rephrase Theorem 0.2 with algebraic conditions char-
acterizing the respective complexities.

Theorem 3.4. Let A be a relational structure with a finite domain. Then exactly one
of the following applies.

1. A has a cyclic polymorphism. In this case, CSP(A) is in P.

2. A pp-constructs K3. In this case, CSP(A) is NP-complete.

We finish this section with a definition and some useful properties of an important
model-theoretic notion based on endomorphisms and automorphisms.

Definition 3.5. A structure B with an oligomorphic automorphism group is a model-
complete core if Aut(B) = End(B).

The definition of a model-complete core that we use is not the standard one, see,
e.g., [9, Section 2.6.1-2.6.2]; several equivalent characterizations for structures with an
oligomorphic automorphism group can be found in [9, Theorem 4.5.1]. Note that the
definition implies that every endomorphism of B is an embedding. As follows from the
following proposition, one might often restrict their attention to model-complete cores
when studying CSPs.

Proposition 3.6 ([8, Theorem 16], [9, Proposition 4.7.7]). Let B be a relational structure
with an oligomorphic automorphism group. Then there exists a model-complete core
C homomorphically equivalent to B, which is unique up to isomomorphism. If B is
homogeneous, then C is homogeneous as well.

We refer to the structure C from Proposition 3.6 structure as the model-complete
core of B. We finish this section with a proposition, which gives a sufficient condition
for the automorphism group of a valued structure and the automorphism group of its
underlying crisp structure to be equal (recall from Example 1.31 that this might not be
the case).
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Proposition 3.7. Let Γ be a valued structure with a domain C and an oligomorphic au-
tomorphism group. If (C; ⟨Γ⟩∞0 ) is a model-complete core, then Aut(Γ) = Aut(C; ⟨Γ⟩∞0 ).

Proof. Let Γ′ := (C; ⟨Γ⟩∞0 ). By Remark 1.26, Aut(Γ) ⊆ Aut(Γ′). We prove the reverse
inclusion. Suppose for contradiction that Aut(Γ) ⊊ Aut(Γ′). Then there is a valued
relation R of Γ of arity k that is not preserved by Aut(Γ′). Let O ⊆ Ck be an orbit
of Aut(Γ′) such that there exist α ∈ Aut(Γ′) and s ∈ O such that R(s) < R(α(s)) and
choose s ∈ O with the property that R(s) is minimal. Note that O is preserved by
Aut(Γ′) and therefore by the assumption also by End(Γ′). Since O consists of a single
orbit of k-tuples, this implies that O is preserved by Pol(Γ′), because every application of
a polymorphism on tuples from O can be viewed as a composition of an endomorphism
with automorphisms. By Theorem 3.2, O is primitively positively definable in Γ′, and
hence O∞

0 ∈ ⟨A⟩.
Let S be a relation defined by

S(x1, . . . , xk) := Opt (R(x1, . . . , xk) +O∞
0 (x1, . . . , xk)) ;

then S ∈ ⟨Γ⟩∞0 . By the choice of s, s ∈ S, because Aut(Γ′) is transitive on O. Since
R(α(s)) > R(s), α(s) /∈ S. Therefore, α does not preserve S, a contradiction. It follows
that Aut(Γ′) = Aut(Γ).

3.2 Fractional operations

We now introduce fractional operations and fractional polymorphisms of valued struc-
tures; they are an important tool for formulating tractability results and complexity
classifications for VCSPs. For valued structures with a finite domain, our definition spe-
cialises to the established notion of a fractional polymorphism which has been used to
study the complexity of VCSPs for valued structures over finite domains (see, e.g. [79]).
Our approach is different from the one of Schneider and Viola [77, 80] and Viola and
Živný [81] in that we work with arbitrary probability spaces instead of distributions with
finite support or countable additivity property. As we will see in Section 3.7, fractional
polymorphisms can be used to give sufficient conditions for tractability of VCSPs of cer-
tain valued structures with oligomorphic automorphism groups. This justifies our more
general notion of a fractional polymorphism, as it might provide a tractability proof for
more problems.

Recall the set O
(ℓ)
C of all operations f : Cℓ → C on a set C of arity ℓ. The set O

(ℓ)
C is

equipped with the topology of pointwise convergence, where C is taken to be discrete.
That is, the basic open sets are of the form

Ss1,...,sℓ,t := {f ∈ O
(ℓ)
C | f(s1, . . . , sℓ) = t} (3.1)

where s1, . . . , sℓ, t ∈ Ck, for some k ∈ N, and f is applied componentwise. Let

OC :=
⋃
ℓ∈N

O
(ℓ)
C .
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Remark 3.8. Let A be a countable set and S ⊆ OA. Then S is equal to Pol(A) for
a relational structure A on the domain A if and only if S contains πni for every n ∈ N
and i ∈ {1, . . . , n}, is closed under arbitrary composition of operations and is closed in
the topology of pointwise convergence (note that the last condition is void if A is finite).

We can now define the main object of study in this chapter, a fractional operation.

Definition 3.9 (fractional operation). Let ℓ ∈ N. A fractional operation on a set C of
arity ℓ is a probability distribution(

O
(ℓ)
C ,B(O

(ℓ)
C ), ω : B(O

(ℓ)
C ) → [0, 1]

)
.

The set of all fractional operations on C of arity ℓ is denoted by F
(ℓ)
C , and FC :=⋃

ℓ∈N F
(ℓ)
C .

If the reference to C is clear, we occasionally omit the subscript C. We often use ω

for both the entire fractional operation and for the map ω : B(O
(ℓ)
C ) → [0, 1].

Definition 3.10. A fractional operation ω ∈ F
(ℓ)
C improves a k-ary valued relation

R ∈ R
(k)
C if for all t1, . . . , tℓ ∈ Ck

Eω[f 7→ R(f(t1, . . . , tℓ))]

exists and

Eω[f 7→ R(f(t1, . . . , tℓ))] ≤ 1

ℓ

ℓ∑
j=1

R(tj). (3.2)

Note that (3.2) has the interpretation that the expected value of R(f(t1, . . . , tℓ)) is
at most the average of the values R(t1), . . . , R(tℓ). Also note that if R is a crisp relation
improved by a fractional operation ω and ω(f) > 0 for f ∈ O(ℓ), then f preserves R
as defined in Section 3.1. It follows from Lemma 2.8 that if Aut(C;R) is oligomorphic,
then Eω[f 7→ R(f(t1, . . . , tℓ))] always exists and is greater than −∞.

Let C ⊆ FC . We write C (ℓ) for C ∩F
(ℓ)
C and Imp(C ) for the set of valued relations

that are improved by every fractional operation in C .

Definition 3.11 (fractional polymorphism). Let Γ be a valued structure. If ω improves
every valued relation of Γ, then ω is called a fractional polymorphism of Γ; the set of
all fractional polymorphisms of Γ is denoted by fPol(Γ).

Remark 3.12. Our notion of fractional polymorphism coincides with the previously used
notions of fractional polymorphisms with finite support [77,80] or the countable additivity
property [81], since in this case the expected value on the left-hand side of (3.2) is equal
to the weighted arithmetic mean.
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Remark 3.13. Let Γ be a valued τ -structure with the domain C. A fractional polymor-
phism of arity ℓ of Γ might also be viewed as a fractional homomorphism from a specific
ℓ-th pp-power of Γ to Γ, which we denote by Γℓ: Γℓ is a valued τ -structure with the
domain Cℓ such that for every R ∈ τ of arity k we have

RΓℓ
((t11, . . . , t

1
ℓ ), . . . , (t

k
1, . . . , t

k
ℓ )) :=

1

ℓ

ℓ∑
i=1

RΓ(t1i , . . . , t
k
i ).

We give a few examples of fractional polymorphisms.

Example 3.14. The fractional operation Idℓ of arity ℓ such that Idℓ(π
ℓ
i ) = 1

ℓ for every
i ∈ {1, . . . , ℓ} is a fractional polymorphism of every valued structure.

Example 3.15. Recall the valued structures Γ and ∆ and the fractional homomorphism
ω from ∆ to Γ from Example 2.6. Note that ∆ = Γ2 and therefore ω is in fact a bi-
nary fractional polymorphism of Γ. Valued relations on the domain {0, 1} improved by
ω are called submodular. The example also shows that there is no binary fractional
polymorphism of Γ where a single operation has probability 1.

Example 3.16. Let Γ be a valued structure and α ∈ Aut(Γ). The fractional operation

ω ∈ F
(1)
C defined by ω(α) = 1 is a fractional polymorphism of Γ.

In fact, automorphisms need to preserve relations that they improve, as follows from
the following lemma.

Lemma 3.17. Let R ∈ R
(k)
C and let Γ be a valued structure. Suppose there exists

α ∈ Aut(Γ) which does not preserve R. Then R /∈ Imp(fPol(Γ)(1)).

Proof. Since α does not preserve R, there exists t ∈ Ck such that R(t) ̸= R(α(t)). If

R(α(t)) > R(t), then let ω ∈ F
(1)
C be the fractional operation defined by ω(α) = 1.

Then ω improves every valued relation of Γ and does not improve R. If R(α(t)) < R(t),
then the fractional polymorphism ω of Γ given by ω(α−1) = 1 does not improve R.

3.3 Expressibility and fractional polymorphisms

Recall from Theorem 3.2 that a relation is primitively positively definable in a relational
structure A if and only if it is preserved by Pol(A). In Lemma 3.18, we prove a gen-
eralization of the simpler of the two inclusions for valued structures. In Section 3.8 we
discuss what is known about the other inclusion. Parts of the arguments in the proof of
Lemma 3.18 can be found in the proof of [80, Lemma 7.2.1]; note that the author works
with a more restrictive notion of fractional operation, so we cannot reuse her result.
However, the arguments can be generalized to our notion of fractional polymorphism for
all countable valued structures. The proof is similar to the proof of Proposition 2.13,
where we also needed to assume that the automorphism groups are oligomorphic.
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Lemma 3.18. For every valued τ -structure Γ over a countable domain C we have

⟨Γ⟩ ⊆ Imp(fPol(Γ)).

Proof. Let ω ∈ fPol(Γ)(ℓ). By definition, ω improves every valued relation R of Γ. It is
clear that ω also preserves (∅)∞0 . To see that ω preserves (=)∞0 , let t1, . . . , tℓ ∈ C2. Note
that either ti1 = ti2 for every i ∈ {1, . . . , ℓ}, in which case f(t11, . . . , t

ℓ
1) = f(t12, . . . , t

ℓ
2) for

every f ∈ O
(ℓ)
C , and hence

Eω[f 7→ (=)∞0 (f(t1, . . . , tℓ))] = 0 =
1

ℓ

ℓ∑
j=1

(=)∞0 (tj),

or ti1 ̸= ti2 for some i ∈ {1, . . . , ℓ}, in which case 1
ℓ

∑ℓ
j=1(=)∞0 (tj) = ∞ and the inequality

(3.2) is again satisfied.

The statement is also clear for valued relations obtained from valued relations in Γ
by non-negative scaling and addition of constants, since these operations preserve the
inequality in (3.2) by the linearity of expectation.

Let ϕ(x1, . . . , xk, y1, . . . , yn) be a τ -expression. We need to show that the fractional
operation ω improves the k-ary valued relation R defined for every t ∈ Ck by R(t) =
infs∈Cn ϕΓ(t, s). Since ϕ is a τ -expression, there are Ri ∈ τ such that

ϕ(x1, . . . , xk, y1, . . . , yn) =

m∑
i=1

Ri(xpi1
, . . . , xpiki

, yqi1
, . . . , yqini

)

for some ki, ni ∈ N, pi1, . . . , p
i
ki

∈ {1, . . . , k} and qi1, . . . , q
i
ni

∈ {1, . . . , n}.

In this paragraph, if v = (v1, . . . , vt) ∈ Ct and i1, . . . , is ∈ {1, . . . , t}, we will write
vi1,...,is for the tuple (vi1 , . . . , vis) for short. Let t1, . . . , tℓ ∈ Ck. Let ε > 0 be a rational
number. From the definition of an infimum, for every j ∈ {1, . . . , ℓ}, there is sj ∈ Cn

such that

R(tj) ≤ ϕ(tj , sj) < R(tj) + ε.

Moreover, for every f ∈ O
(ℓ)
C ,

R(f(t1, . . . , tℓ)) ≤ ϕ(f(t1, . . . , tℓ), f(s1, . . . , sℓ)).

By linearity and monotonicity of expectation, we obtain

Eω[f 7→ R(f(t1, . . . , tℓ))] ≤ Eω[f 7→ ϕ(f(t1, . . . , tℓ), f(s1, . . . , sℓ))]

= Eω[f 7→
m∑
i=1

Ri((f(t1, . . . , tℓ))pi1,...,piki
, (f(s1, . . . , sℓ))qi1,...,qini

)]

=

m∑
i=1

Eω[f 7→ Ri((f(t1, . . . , tℓ))pi1,...,piki
, (f(s1, . . . , sℓ))qi1,...,qini

)].
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Since ω improves Ri for every i ∈ {1, . . . ,m}, the last row of the inequality above is at
most

m∑
i=1

1

ℓ

ℓ∑
j=1

Ri(t
j

pi1,...,p
i
ki

, sj
qi1,...,q

i
ni

) =
1

ℓ

ℓ∑
j=1

m∑
i=1

Ri(t
j

pi1,...,p
i
ki

, sj
qi1,...,q

i
ni

)

=
1

ℓ

ℓ∑
j=1

ϕ(tj , sj)

<
1

ℓ

ℓ∑
j=1

R(tj) + ε.

Since ε was arbitrary, it follows that ω improves R.

Finally, we prove that Imp(fPol(Γ)) is closed under Feas and Opt. Let R ∈ τ be
of arity k and define S = Feas(R) and T = Opt(R). We aim to show that S, T ∈
Imp(fPol(Γ)). Let s1, . . . , sℓ ∈ Ck. If S(si) = ∞ for some i ∈ {1, . . . , ℓ}, then
1
ℓ

∑ℓ
j=1 S(sj) = ∞ and hence ω satisfies (3.2) (with R replaced by S) for the tuples

s1, . . . , sℓ. So suppose that S(si) = 0 for all i ∈ {1, . . . , ℓ}, i.e., R(si) is finite for all i.
Since ω improves R it holds that

Eω[f 7→ R(f(s1, . . . , sℓ))] ≤ 1

ℓ

ℓ∑
j=1

R(sj) (3.3)

and hence the expected value on the left-hand side is finite as well. By (2.1),

Eω[f 7→ R(f(s1, . . . , sℓ))] =
∑
t∈Ck

R(t)ω(Ss1,...,sℓ,t), (3.4)

which implies that R(t) is finite and S(t) = 0 unless ω(Ss1,...,sℓ,t) = 0. Consequently
(again by (2.1)),

Eω[f 7→ S(f(s1, . . . , sℓ))] =
∑
t∈Ck

S(t)ω(Ss1,...,sℓ,t) = 0 =
1

ℓ

ℓ∑
j=1

S(sj).

It follows that ω improves S.

Moving to the valued relation T , we may again assume without loss of generality
that T (si) = 0 for every i ∈ {1, . . . , ℓ} as we did for S. This means that c := R(s1) =
· · · = R(sℓ) ≤ R(b) for every b ∈ Ck. Therefore, the right-hand side in (3.3) is equal to
c and by combining it with (3.4) we get∑

t∈Ck

R(t)ω(Ss1,...,sℓ,t) ≤ c.
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Together with the assumption that R(t) ≥ c for all t ∈ Ck and ω being a probability
distribution we obtain that R(t) = c and T (t) = 0 unless ω(Ss1,...,sℓ,t) = 0, and hence

Eω[f 7→ T (f(s1, . . . , sℓ))] =
∑
t∈Ck

T (t)ω(Ss1,...,sℓ,t) = 0 =
1

ℓ

ℓ∑
j=1

T (sj).

This concludes the proof that ω improves T .

The following example shows an application of Lemma 3.18.

Example 3.19. Recall the valued structure Γmax from Example 1.2. By definition,
⟨Γmax⟩ contains Opt((<2)

1
0), which is equal to <2. Let min2 denote the minimum oper-

ation on {0, 1}. Note that min2 ∈ fPol({0, 1};<2). However,

(<2)
1
0

(
min2

((
0
1

)
,

(
0
0

)))
= (<2)

1
0(0, 0) = 1,

while
1

2

(
(<2)

1
0(0, 1) + (<2)

1
0(0, 0)

)
=

1

2
.

This shows that min2 does not improve (<2)
1
0 and hence (<2)

1
0 ̸∈ ⟨({0, 1};<2)⟩ by

Lemma 3.18.

Remark 3.20. Recall that ⟨Γ⟩ = ⟨Feas(Γ)⟩ for essentially crisp structures Γ. Therefore,
Lemma 3.18 implies that fPol(Γ) = fPol(Feas(Γ)).

Remarkably, for finite-domain valued structures, the converse of Lemma 3.18 is also
true.

Theorem 3.21 ([47, Theorem 3.3]). Let Γ be a valued structure with a finite domain.
Then ⟨Γ⟩ = Imp(fPol(Γ)).

3.4 Crisp and essentially crisp structures

Let A be a relational τ -structure. Then it is easy to see that Pol(A) ⊆ fPol(A) (using
the convention that an operation on A can be viewed as a fractional operation). We
describe fPol(A) more concretely.

Proposition 3.22. Let A be a relational τ -structure. Then, for every ℓ ∈ N, fPol(ℓ)(A)
consists of precisely the fractional operations ω of arity ℓ such that ω(Pol(ℓ)(A)) = 1.

Proof. To see this, note that

O
(ℓ)
A \ Pol(ℓ)(A) =

⋃
t1,...,tℓ∈R,s∈Ak\R

St1,...,tℓ,s (3.5)

50



3.5. TRACTABILITY FROM A CONSTANT FRACTIONAL POLYMORPHISM

and therefore a measurable set. Hence, Pol(ℓ)(A) is also measurable. Let R ∈ τ be of
arity k and let t1, . . . , tℓ ∈ Ak. We want to prove

Eω[f 7→ R(f(t1, . . . , tℓ))] ≤ 1

ℓ

ℓ∑
j=1

R(tj). (3.6)

Recall from (2.1) that

Eω[f 7→ R(f(t1, . . . , tℓ))] =
∑
s∈Ak

ω(St1,...,tℓ,s)R(s).

Therefore, if ω(Pol(ℓ)(A)) = 1, either R(tj) = ∞ for some j and (3.6) holds trivially, or
t1, . . . , tℓ ∈ R and ω(St1,...,tℓ,s) = 0 whenever s /∈ R, in which case (3.6) holds because

both sides of the inequality are equal to 0. On the other hand, if ω(O
(ℓ)
A \Pol(ℓ)(A)) > 0,

then by (3.5) there exist t1, . . . , tℓ ∈ R and s ∈ Ak \R such that ω(St1,...,tℓ,s) > 0. Then

Eω[f 7→ R(f(t1, . . . , tℓ))] = ∞, which contradicts (3.2) since R(tj) = 0 for all j.

We observe that essentially crisp structures are characterizated by having projections
as fractional polymorphisms.

Lemma 3.23. Let ℓ ∈ N, ℓ ≥ 2 and i ∈ [ℓ]. Let Γ be a valued structure. Then fPol(Γ)
contains πℓi if and only if Γ is essentially crisp.

Proof. Suppose that Γ contains a valued relation R of arity k which takes two finite
values a and b with a < b. For the sake of notation, assume i = 1. Let s ∈ Ck be such
that R(s) = a and t ∈ Ck be such that R(t) = b. Then

R(πℓ1(t, s, . . . , s)) = R(t) = b >
1

ℓ
(b+ (ℓ− 1) · a) =

1

ℓ
(R(t) + (ℓ− 1)R(s)),

and hence πℓ1 /∈ fPol(A). The reverse implication follows from Remark 3.20, since Feas(Γ)
is a relational structure and therefore πℓi ∈ Pol(Feas(Γ)) ⊆ fPol(Feas(Γ)).

3.5 Tractability from a constant fractional polymorphism

Lemma 3.24. Let Γ be a valued structure with a finite relational signature τ such that
there exists a unary constant operation c ∈ fPol(Γ). Then VCSP(Γ) is in P.

Proof. Suppose that there exists b ∈ C such that the unary operation c defined by
c(a) = b for all a ∈ C is a fractional polymorphism of Γ. Then for every R ∈ τ of arity
k and t ∈ Ck, we have R(b, . . . , b) = R(c(t)) ≤ R(t). Let ϕ(x1, . . . , xn) =

∑
i ϕi be an

instance of VCSP(Γ), where each ϕi is an atomic τ -expression. Then the cost of ϕ equals∑
i ϕi(b, . . . , b) and hence VCSP(Γ) is in P.

51



CHAPTER 3. FRACTIONAL POLYMORPHISMS

Example 3.25. Recall the structure Γ from Example 1.31: Γ = (Q;R) where R is
a valued relation on Q defined by

R(x, y) =


0 x = y,

1 x < y,

2 x > y.

Let c : Q → Q be defined by c(a) = 0 for every a ∈ Q, then c is a unary constant
operation. Clearly, c ∈ fPol(Γ), hence, VCSP(Γ) is in P.

3.6 Fractional operations on finite domains

In this section we focus on fractional operations on finite domains and some of their
specific properties. Most importantly, we derive a reformulation of the complexity di-
chotomy for finite-domain VCSPs, using the notion of pp-constructions (Theorem 3.36).

Definition 3.26. Let ω be a fractional operation of arity ℓ on a finite domain C. Then
the support of ω is the set

Supp(ω) := {f ∈ O
(ℓ)
C | ω(f) > 0}.

If F is a set of fractional operations, then

Supp(F ) :=
⋃
ω∈F

Supp(ω).

Note that, a fractional operation ω on a finite domain is determined by the values
ω(f), f ∈ Supp(ω), in contrast to fractional operations on infinite domains. An operation
f : Cℓ → C is called idempotent if f(x, . . . , x) = x for all x ∈ C; this notion plays an
important role in [58] whose results on finite-domain VCSPs we build on. We will
now focus on cyclic fractional operations and implications of having a cyclic fractional
polymorphism for a VCSP of a valued structure on a finite domain.

Definition 3.27. A fractional operation ω on a finite set C is called cyclic or idempo-
tent if all operations in its support are cyclic or idempotent, respectively.

The definition of a cyclic fractional operation above is in accordance with the defi-
nition from [58]. Cyclic operations of arity 2 are sometimes called symmetric.

Example 3.28. Recall the binary minimum and maximum operations min2 and max2 on
the set {0, 1}. The fractional operation ω on {0, 1} defined by ω(min2) = ω(max2) = 1/2
is an idempotent and cyclic fractional operation.

Lemma 3.29. Let Γ and ∆ be valued structures that are fractionally homomorphically
equivalent.
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• If Γ has a cyclic fractional polymorphism, then ∆ has a cyclic fractional polymor-
phism of the same arity.

• Suppose that the domains of Γ and ∆ are finite. If the set Supp(fPol(Γ)) contains
a cyclic operation, then the set Supp(fPol(∆)) contains a cyclic operation of the
same arity.

Proof. Let C be the domain of Γ and let D be the domain of ∆. Let χ1 be a fractional
homomorphism from Γ to ∆, and let χ2 be a fractional homomorphism from ∆ to Γ.
Define χ′

2 as the fractional homomorphism from ∆ℓ to Γℓ as follows. If f : D → C, then
f ′ denotes the map from Dℓ to Cℓ given by (c1, . . . , cℓ) 7→ (f(c1), . . . , f(cℓ)). Define
χ′
2(f

′) := χ2(f) and χ′
2(h) = 0 for all other h : Dℓ → Cℓ; since C and D are finite,

this defines a fractional operation. It is straightforward to verify that χ′
2 is a fractional

homomorphism from ∆ℓ to Γℓ.

Suppose that ω is a fractional polymorphism of Γ of arity ℓ. Then ω′ := χ1 ◦ ω ◦ χ′
2

is a fractional homomorphism from ∆ℓ to ∆ (see Lemma 2.9), and hence a fractional
polymorphism of ∆ (see Remark 3.13). Note that if ω is cyclic, then ω′ is cyclic; this
shows that first statement of the lemma.

Next, suppose that C and D are finite and that there exists ω ∈ fPol(ℓ)(Γ) such
that Supp(ω) contains a cyclic operation g of arity ℓ. Since the domain C of Γ is finite,
there exists a function f1 : C → D such that χ1(f1) > 0 and a function f2 : D → C
such that χ2(f2) > 0. Note that f1 ◦ g ◦ f ′2 : Dℓ → D is cyclic since g is cyclic, and that
ω′(f1 ◦ g ◦ f ′2) > 0 where ω′ is defined as above.

The following definition is taken from [58].

Definition 3.30 (core). A valued structure Γ over a finite domain is called a core if all
operations in Supp(fPol(Γ))(1) are injective.

Note that the definition above and the definition of model-complete cores (Defini-
tion 3.5) specialize to the same concept for relational structures over finite domains.
We have been unable to find an explicit reference for Proposition 3.32, but it should be
considered to be known; we present a proof based on the following lemma from [59].

Lemma 3.31 ([59, Lemma 15]). Let Γ be a valued structure with a finite domain. Let
f ∈ Supp(fPol(Γ)) be unary and ϕ(x1, . . . , xn) be an instance of VCSP(Γ). If t ∈ Cn is
a solution for ϕ, then f(t) is a solution for ϕ as well.

Proposition 3.32. Let Γ be a valued structure with a finite domain. Then there exists
a core valued structure ∆ over a finite domain which is fractionally homomorphically
equivalent to Γ.

Proof. Let C be the domain of Γ. If Γ itself is a core then there is nothing to be shown,
so we may assume that there exists a non-injective f ∈ Supp(fPol(1)(Γ)). Since C is
finite, we have that D := f(C) ̸= C; let ∆ be the substructure of Γ induced on D ⊆ C.
It then follows from Lemma 3.31 that for every VCSP instance ϕ, the cost over Γ is the
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same as the cost over ∆. By Remark 2.11, Γ and ∆ are fractionally homomorphically
equivalent. After applying this construction finitely many times, we obtain a core valued
structure that is fractionally homomorphically equivalent to Γ.

The following Lemma 3.34 is a variation of Proposition 17 from [58], which is phrased
only for valued structures Γ that are cores and for idempotent cyclic operations. We
spell the proposition out for the convenience of the reader.

Proposition 3.33 ([58, Proposition 17]). Let Γ be a core valued structure with a fi-
nite domain. Then Γ has an idempotent cyclic fractional polymorphism if and only if
Supp(fPol(Γ)) contains an idempotent cyclic operation.

Lemma 3.34. Let Γ be a valued structure over a finite domain. Then Γ has a cyclic
fractional polymorphism if and only if Supp(fPol(Γ)) contains a cyclic operation.

Proof. The forward implication is trivial. For the reverse implication, let ∆ be a core
valued structure over a finite domain that is homomorphically equivalent to Γ, which
exists by Proposition 3.32. By Lemma 3.29, Supp(fPol(∆)) contains a cyclic operation.
Then Supp(fPol(∆)) contains even an idempotent cyclic operation: If f ∈ Supp(fPol(∆))
is cyclic, then the operation f0 : x 7→ f(x, . . . , x) is in Supp(fPol(∆)) as well. Since ∆ is
a finite core, f0 is bijective and therefore f−1

0 (which is just a finite power of f0) and the
idempotent cyclic operation f−1

0 ◦ f lie in Supp(fPol(∆)). By Proposition 3.33, ∆ has
a cyclic fractional polymorphism and by Lemma 3.29, Γ also has one.

We proceed to prove Theorem 3.36, which classifies the complexity of all finite-
domain VCSPs. We rely on a crucial algorithmic result for VCSPs from [57], originally
conditional on the later proven Theorem 3.4.

Theorem 3.35 ([57]). Let Γ be a valued structure with a finite domain and a finite
signature. If Γ has a cyclic fractional polymorphism, then VCSP(Γ) is in P.

The following outstanding result classifies the computational complexity of VCSPs
for valued structures over finite domains; it does not appear in this form in the literature,
but we explain how to derive it from results in [32,57,58,82,83].

Theorem 3.36. Let Γ be a valued structure with a finite signature and a finite domain
C. Then exactly one of the following applies:

• Γ pp-constructs K3. In this case, VCSP(Γ) is NP-complete.

• Γ has a cyclic fractional polymorphism. In this case, VCSP(Γ) is in P.

Proof. If K3 has a pp-construction in Γ, then the NP-hardness of VCSP(Γ) follows
from Corollary 2.17. Since every finite-domain VCSP is clearly in NP, VCSP(Γ) is
NP-complete. Assume therefore that K3 does not have a pp-construction in Γ.

Note that Supp(fPol(Γ)) contains the projections by Remark 3.14 and is closed under
composition by Lemma 2.9 and Remark 3.13. By Remark 3.8, there exists a relational
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structure C on the domain C such that Pol(C) = Supp(fPol(Γ)). By Proposition 3.22,
fPol(Γ) ⊆ fPol(C) and hence Theorem 3.21 implies that every relation of C lies in ⟨Γ⟩.
Since Γ does not pp-construct K3, neither does C, and in particular, C does not pp-
construct K3 in the relational setting (see Remark 2.21). By Theorem 3.4, Pol(C) con-
tains a cyclic operation. Since Supp(fPol(Γ)) = Pol(C) contains a cyclic operation, by
Lemma 3.34, Γ has a cyclic fractional polymorphism. Then VCSP(Γ) is in P by Theo-
rem 3.35.

Remark 3.37. The problem of deciding for a given valued structure Γ with a finite
domain and a finite signature whether Γ satisfies the tractability condition given in The-
orem 3.36 can be solved in exponential time [56].

Example 3.38. Recall the valued structure Γ from Example 2.6. In Example 3.15 we
observed that Γ has a binary fractional polymorphism ω. Note that ω cyclic (Exam-
ple 3.28). By Theorem 3.36, VCSP(Γ) is in P.

Remark 3.39. In some articles on finite-domain VCSPs, such as [58] on whose results
we build, a different definition is used instead of the concept of a fractional operation
and fractional polymorphism. Let C be a finite set. A weighting on C of arity ℓ is

ρ : O
(ℓ)
C → R such that ∑

f∈O
(ℓ)
C

ρ(f) = 0

and if ρ(f) < 0 then f = πℓi for some i ∈ [ℓ]. A weighting ρ on C of arity ℓ is a weighted
polymorphism of a valued structure Γ if for every valued relation R of Γ of arity k and
t1, . . . , tℓ ∈ Ck we have ∑

f∈O
(ℓ)
C

ρ(f)R(f(t1, . . . , tℓ)) ≤ 0.

A weighted polymorphism is called cyclic if ρ(f) > 0 implies that f is cyclic.

We argue that Γ has a cyclic weighted polymorphism if and only if it has a cyclic
fractional polymorphism; this justifies our use of results from [58]. The reverse direction
is simple: if ω is a cyclic fractional polymorphism of Γ of arity ℓ, then define ρ(f) := ω(f)
if f is not a projection and ρ(πℓi ) = −1/ℓ for every i ∈ [ℓ]; it straightforward to verify
that ρ is a weighted polymorphism.

Suppose that ρ is a weighted polymorphism of ω. Without loss of generality,

ρ(πℓ1) + · · · + ρ(πℓℓ) = −1,

otherwise we can scale the weights. For every f ∈ O
(ℓ)
C , let f0 := f , and

fi+1(x1, . . . , xℓ) := fi(x2, . . . , xℓ, x1), i ∈ {0, . . . , ℓ− 2}.

For every f ∈ O
(ℓ)
C , let ρi be the weighting defined by ρi(fi) = ρ(f), i ∈ {0, . . . , ℓ −

1}. Note that ρi is a cyclic weighted polymorphism of Γ for every i. Finally, let ω be
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a fractional operation defined by

ω(f) =
1

ℓ
(ρ0(f) + · · · + ρℓ−1(f))

for every f that is not a projection and ω(πℓi ) = 0 for every i ∈ [ℓ]; note that this indeed
defines a fractional operation. It is straightforward to verify that ω is a cyclic fractional
polymorphism of Γ.

Some insight into the benefits of using weightings instead of fractional operations is
given in [60, Remark on p. 242].

We also give a reformulation of Theorem 3.36 in terms of the underlying crisp struc-
ture of Γ. This is considered to be known, but it does not appear in this form in
literature.

Corollary 3.40. Let Γ be a valued structure with a finite signature and a finite domain.
Let C be the underlying crisp structure of Γ. Then exactly one of the following holds:

• C pp-constructs K3. In this case, VCSP(Γ) is NP-complete.

• C has a cyclic polymorphism. In this case, VCSP(Γ) is in P.

Proof. By Proposition 2.22, C pp-constructs K3 if and only if Γ does. Hence, if C pp-
constructs K3, then VCSP(Γ) is NP-complete by Theorem 3.36. Otherwise, Γ does not
pp-construct K3 and again by Theorem 3.36, Γ has a cyclic fractional polymorphism and
VCSP(Γ) is in P. In this case, C has a cyclic fractional polymorphism by Lemma 3.18
and, by Lemma 3.34, Supp(fPol(C)) contains a cyclic operation. By Proposition 3.22,
Pol(C) = Supp(fPol(C)), because the domain C is finite.

The importance of Corollary 3.40 is that it shows that for a valued structure Γ on
a finite domain, the complexity of VCSP(Γ) is completely captured in the CSPs that
can be encoded in VCSP(Γ) via expressibility (up to polynomial-time equivalence).

3.7 Tractability from canonical fractional polymorphisms

Building on the complexity dichotomy for finite-domain VCSPs (Theorem 3.36), we
derive a sufficient condition for VCSP(Γ) to be in P, where Γ is a valued structure with
a countable domain such that Aut(Γ) contains an automorphism group of a finitely
bounded homogeneous relational structure. Recall that this assumption implies that
Aut(Γ) is oligomorphic and that VCSP(Γ) is in NP (Theorem 1.14). To exploit the
finite-domain VCSP dichotomy, the key ingredient is a polynomial-time reduction from
VCSPs of such valued structures to VCSPs of finite-domain structures. This reduction
is inspired by a similar reduction in the classical relational setting [21].

Definition 3.41 (Γ∗
B,m). Let Γ be a valued τ -structure with a countable domain such that

Aut(Γ) contains the automorphism group of a finitely bounded homogeneous structure B.
Let m be at least as large as the maximal arity of the relations of Γ. Let Γ∗

B,m be the
following valued structure.
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• The domain of Γ∗
B,m is the set of orbits of m-tuples of Aut(B).

• For every R ∈ τ of arity k ≤ m the signature of Γ∗
B,m contains a unary relation

symbol R∗, which denotes in Γ∗
B,m the unary valued relation that returns on the

orbit of an m-tuple t = (t1, . . . , tm) the value of RΓ(t1, . . . , tk) (this is well-defined
as the value is the same for all representatives t of the orbit).

• For every p ∈ {1, . . . ,m} and i, j : {1, . . . , p} → {1, . . . ,m} there exists a binary
relation Ci,j which returns 0 for two orbits of m-tuples O1 and O2 if for every
s ∈ O1 and t ∈ O2 we have that (si(1), . . . , si(p)) and (tj(1), . . . , tj(p)) lie in the
same orbit of p-tuples of Aut(Γ), and returns ∞ otherwise.

Note that Aut(B) has finitely many orbits of k-tuples for every k ∈ N and therefore
Γ∗
B,m has a finite domain. The following reduction is inspired by a known reduction for

CSPs from [21].

Theorem 3.42. Let Γ be a valued structure with a finite signature and a countable
domain such that Aut(Γ) contains the automorphism group of a finitely bounded homo-
geneous structure B. Let r be the maximal arity of the relations of B and the valued
relations of Γ, let v be the maximal number of variables that appear in a single conjunct
of the universal sentence ψ that describes the age of B, and let m ≥ max(r + 1, v, 3).
Then there is a polynomial-time reduction from VCSP(Γ) to VCSP(Γ∗

B,m).

Proof. Let τ, τ∗, σ be the signatures of Γ, Γ∗
B,m, and B, respectively. Let ϕ be an in-

stance of VCSP(Γ) with threshold u and let V be the variables of ϕ. Create a variable
y(x̄) for every x̄ = (x1, . . . , xm) ∈ V m. For every summand R(x1, . . . , xk) of ϕ and
we create a summand R∗(y(x1, . . . , xk, . . . , xk)); this makes sense since m ≥ r. For ev-
ery x̄, x̄′ ∈ V m, p ∈ {1, . . . ,m}, and i, j : {1, . . . , p} → {1, . . . ,m}, add the summand
Ci,j(y(x̄), y(x̄′)) if (xi(1), . . . , xi(p)) = (x′j(1), . . . , x

′
j(p)); we will refer to these as compat-

ibility constraints. Let ϕ∗ be the resulting τ∗-expression. Clearly, ϕ∗ can be computed
from ϕ in polynomial time.

Suppose first that (ϕ, u) has a solution; it will be notationally convenient to view
the solution as a function f from the variables of ϕ to the elements of Γ (rather than
a tuple). We claim that the map f∗ which maps y(x̄) to the orbit of f(x̄) in Aut(B)
is a solution for (ϕ∗, u). And indeed, each of the summands involving a symbol Ci,j

evaluates to 0, and (ϕ∗)Γ
∗
B,m equals ϕΓ.

Now suppose that (ϕ∗, u) has a solution f∗. To construct a solution f to (ϕ, u), we
first define an equivalence relation ∼ on V . For x1, x2 ∈ V , define x1 ∼ x2 if a (equiva-
lently: every) tuple t in f∗(y(x1, x2, . . . , x2)) satisfies t1 = t2. To see that ∼ is reflexive,
we consider i to be the identity map on {1, 2} and j : {1, 2} → {1} to be the constant
map, then the reflexivity follows from the constraint Ci,j(y(x1, . . . , x1), y(x1, . . . , x1)).
To see that ∼ is symmetric, suppose that x1 ∼ x2. Then the compatibility constraint

Ci,j(y(x1, x2, . . . , x2), y(x2, x1, . . . , x1)),

where i is the identity map on {1, 2} and j : {1, 2} → {1, 2} is defined by j(a) = 3 − a
implies x2 ∼ x1. Finally we verify that ∼ is transitive. Suppose that x1 ∼ x2 and
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x2 ∼ x3. In the following we use that m ≥ 3. Let i be the identity map on {1, 2}, let
j : {1, 2} → {2, 3} be given by x 7→ x+1, and let j′ : {1, 2} → {1, 3} be given by j′(1) = 1
and j′(2) = 3. Then ϕ∗ contains the conjuncts

Ci,i(y(x1, x2, x2, . . . , x2), y(x1, x2, x3, . . . , x3)),

Ci,j(y(x2, x3, x3, . . . , x3), y(x1, x2, x3, . . . , x3)),

Ci,j′(y(x1, x3, x3, . . . , x3), y(x1, x2, x3, . . . , x3)).

Let t be a tuple from f∗(y(x1, x2, x3, . . . , x3)). Then it follows from the conjuncts with
the relation symbols Ci,i and Ci,j that t1 = t2 and t2 = t3, and therefore t1 = t3. Thus
we obtain from the conjunct with Ci,j′ that x1 ∼ x3.

Claim 0. For all equivalence classes [x1]∼, . . . , [xm]∼, tuple t ∈ f∗(y(x1, . . . , xm)),
S ∈ σ of arity k, and a map j : {1, . . . , k} → {1, . . . ,m}, whether B |= S(tj(1), . . . , tj(k))
does not depend on the choice of the representatives x1, . . . , xm. It suffices to show
this statement if we choose another representative x′i for [xi]∼ for some i ∈ {1, . . . ,m},
because the general case then follows by induction.

Suppose that for every t ∈ f∗(y(x1, . . . , xm)) we have B |= S(tj(1), . . . , tj(k)) and
we have to show that for every tuple t′ ∈ f∗(y(x1, . . . , xi−1, x

′
i, xi+1, . . . , xm)) holds

B |= S(t′j(1), . . . , t
′
j(k)). If i /∈ {j(1), . . . , j(k)}, then ϕ∗ contains

Cj,j(y(x1, . . . , xm), y(x1, . . . , xi−1, x
′
i, xi+1, . . . , xm))

and hence B |= S(t′j(1), . . . , t
′
j(k)). Suppose i ∈ {j(1), . . . , j(k)}; for the sake of notation

we suppose that i = j(1). By the definition of ∼, and since xj(1) ∼ x′j(1), every t′′ ∈
f∗(y(xj(1), x

′
j(1), . . . , x

′
j(1))) satisfies t′′1 = t′′2. Let t̃ be a tuple from

f∗(y(xj(1), . . . , xj(k), x
′
j(1), . . . , x

′
j(1))).

(Here we use that m ≥ r + 1.)

• B |= S(t̃1, . . . , t̃k), because we have a compatibility constraint in ϕ∗ between
y(x1, . . . , xm) and y(xj(1), . . . , xj(k), x

′
j(1), . . . , x

′
j(1));

• t̃1 = t̃k+1 because of xj(1) ∼ x′j(1) and a compatibility constraint between the

variables y(xj(1), . . . , xj(k), x
′
j(1), . . . , x

′
j(1)) and y(xj(1), x

′
j(1), . . . , x

′
j(1)) in ϕ∗;

• hence, B |= S(t̃k+1, t̃2, . . . , t̃k);

• B |= S(t′j(1), t
′
j(2), . . . , t

′
j(k)) due to a compatibility constraint between the vari-

ables y(xj(1), . . . , xj(k), x
′
j(1), . . . , x

′
j(1)) and y(x1, . . . , xi−1, x

′
i, xi+1, . . . , xm) in ϕ∗:

namely, consider the map j′ : {1, . . . , k} → {1, . . . ,m} that coincides with the iden-
tity map except that j′(1) := k + 1, then ϕ∗ contains

Cj,j′
(
y(x1, . . . , xi−1, x

′
i, xi+1, . . . , xm), y(xj(1), . . . , xj(k), x

′
j(1), . . . , x

′
j(1))

)
.
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This concludes the proof of Claim 0.

Now we can define a structure C in the signature σ on the equivalence classes of
∼. If S ∈ σ has arity k, j1, . . . , jk ∈ {1, . . . ,m}, and [x1]∼, . . . , [xm]∼ are equivalence
classes of ∼ such that the tuples t in f∗(y(x1, . . . , xm)) satisfy SB(tj1 , . . . , tjk) for some
representatives x1, . . . xm (equivalently, for all representatives, by Claim 0), then add
([xj1 ]∼, . . . , [xjk ]∼) to SC. No other tuples are contained in the relations of C.

Claim 1. If [x1]∼, . . . , [xm]∼ are equivalence classes of ∼, and t ∈ f∗(y(x1, . . . , xm)),
then [xi]∼ 7→ ti, for i ∈ {1, . . . ,m}, is an isomorphism between a substructure of C
and a substructure of B for any choice of representatives x1, . . . , xm. First note that
[xi]∼ = [xj ]∼ if and only if ti = tj , so the map is well-defined and bijective. Let
S ∈ σ be of arity k and j : {1, . . . , k} → {1, . . . ,m}. If B |= S(tj(1), . . . , tj(k)), then
C |= S([xj(1)]∼, . . . , [xj(k)]∼) by the definition of C. Conversely, suppose that C |=
S([xj(1)]∼, . . . [xj(k)]∼). By Claim 0 and the definition of C, there is t′ ∈ f∗(y(x1, . . . , xm))
such that B |= S(t′j(1), . . . , t

′
j(k)). Since f∗(y(x1, . . . , xm)) is an orbit of Aut(B), we have

B |= S(tj(1), . . . , tj(k)) as well.

Claim 2. C embeds into B. It suffices to verify that C satisfies each conjunct of the
universal sentence ψ. Let ψ′(x1, . . . , xq) be such a conjunct, and let [c1]∼, . . . , [cq]∼ be
elements of C. Consider the orbit f∗(y(c1, . . . , cq, . . . , cq)) of Aut(Γ); this makes sense
since m ≥ v. Let t ∈ f∗(y(c1, . . . , cq, . . . , cq)). Since t1, . . . , tq are elements of B, the
tuple (t1, . . . , tq) satisfies ψ′. Claim 1 then implies that ([c1]∼, . . . , [cq]∼) satisfies ψ′.

Let e be an embedding of C to B. For every x ∈ V , define f(x) = e([x]∼). Note that
for every summand R(x1, . . . , xk) in ϕ and t ∈ f∗(y(x1, . . . , xk, . . . , xk)), we have

R∗(f∗(y(x1, . . . , xk, . . . , xk))) = R(t1, . . . , tk)

= R(e([x1]∼), . . . , e([xk]∼))

= R(f(x1), . . . , f(xk)),

where the middle equality follows from ti 7→ e([xi]∼) being a partial isomorphism of B
by Claim 1 and 2, which by the homogeneity of B extends to an automorphism of B
and therefore also an automorphism of Γ. Since f∗ is a solution to (ϕ∗, u), it follows
from the construction of ϕ∗ that f is a solution to (ϕ, u).

To use the reduction from Theorem 3.42 together with Theorem 3.36 to prove
tractability of VCSP(Γ), we need a condition on fractional polymorphisms of Γ that
would translate to Γ∗

B,m having a cyclic fractional polymorphism. To this end, we intro-
duce canonical and pseudo cyclic fractional operations.

If G is a permutation group on a set C, recall that G denotes the closure of G in the
space of functions in CC with respect to the topology of pointwise convergence. Note
that G might contain some operations that are not surjective, but if G = Aut(A) for
some relational structure A, then all operations in G are still embeddings of A into A
that preserve all first-order formulas.
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Definition 3.43. Let G be a permutation group on the set C. An operation f : Cℓ →
C is called pseudo cyclic with respect to G if there are e1, e2 ∈ G such that for all
x1, . . . , xℓ ∈ C

e1(f(x1, . . . , xℓ)) = e2(f(x2, . . . , xℓ, x1)).

Let PC
(ℓ)
G ⊆ O

(ℓ)
C be the set of all operations on C of arity ℓ that are pseudo cyclic with

respect to G.

Note that PC
(ℓ)
G ∈ B(O

(ℓ)
C ): its complement is a countable union of sets of the form

Ss1,...,sℓ,t where for all f ∈ O
(ℓ)
C the tuples f(s1, . . . , sℓ) and f(s2, . . . , sℓ, s1) lie in different

orbits with respect to G.

Definition 3.44. Let G be a permutation group with domain C. An operation f : Cℓ →
C for ℓ ≥ 2 is called canonical with respect to G if for all k ∈ N and s1, . . . , sℓ ∈ Ck

the orbit of the k-tuple f(s1, . . . , sℓ) only depends on the orbits of s1, . . . , sℓ with respect

to G. Let Can
(ℓ)
G ⊆ O

(ℓ)
C be the set of all operations on C of arity ℓ that are canonical

with respect to G.

Note that Can
(ℓ)
G ∈ B(O

(ℓ)
C ), since the complement is a countable union of sets of the

form Ss1,...,sℓ,t∩Su1,...,uℓ,v where for all i ∈ {1, . . . , ℓ} the tuples si and ui lie in the same
orbit with respect to G, but t and v do not.

Remark 3.45. Note that if h is an operation on C of arity ℓ which is canonical with
respect to G, then h induces for every k ∈ N an operation h∗ of arity ℓ on the orbits of
k-tuples of G. Moreover, if h is pseudo cyclic with respect to G, then h∗ is cyclic.

Definition 3.46. Let C be a set and G a permutation group on C. A fractional operation

ω on C is called pseudo cyclic with respect to G if for every A ∈ B(O
(ℓ)
C ) we have

ω(A) = ω(A ∩ PC
(ℓ)
G ). Cyclicity, symmetry, and canonicity with respect to G for

fractional operations are defined analogously.

Equivalently, a fractional operation is pseudo cyclic (with respect to G) if and only
if it is pseudo cyclic almost everywhere (and analogously for cyclicity, symmetry and
canonicity). Note that on finite domains, the definition of cyclicity coincides with Defi-
nition 3.27 from Section 3.6. We may omit the specification ‘with respect to G’ when G
is clear from the context. Clearly, every cyclic fractional operation is pseudo cyclic. By
definition, every operation and hence every fractional operation is canonical with respect
to the trivial permutation group on the same set.

Before giving an example of a pseudo cyclic canonical operation (Example 3.48)
we prove Lemma 3.47, which is a practical tool for verifying pseudo cyclicity. Let G
be a permutation group that contains the automorphism group of a finitely bounded
homogeneous structure B of maximal arity at most m. A fractional operation ω over
the domain C of Γ of arity ℓ which is canonical with respect to G induces a fractional
operation ω∗ on the orbits of m-tuples of G, given by

ω∗(A) := ω
(
{f ∈ Can

(ℓ)
G | f∗ ∈ A}

)
,
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for every subset A of the set of operations of arity ℓ on the set of orbits of m-tuples of

G (all such subsets are measurable). Note that {f ∈ Can
(ℓ)
G | f∗ ∈ A} is a measurable

subset of O
(ℓ)
C . Also note that if ω is pseudo cyclic, then ω∗ is cyclic.

Lemma 3.47. Let G be the automorphism group of a homogeneous structure B with

a relational signature of maximal arity at most m. If ω ∈ F
(ℓ)
C is canonical with respect

to G such that ω∗ (defined on the orbits of m-tuples of G) is cyclic, then ω is pseudo
cyclic with respect to G.

Proof. It follows from Lemma 10.1.5 in [9] (also see the proof of Proposition 6.6 in [27])
that if f ∈ O(ℓ) is canonical with respect to G such that f∗ (defined on the orbits of m-
tuples) is cyclic, then f is pseudo cyclic; we use this fact below. Let C be the domain of

Γ and let s1, . . . , sℓ, t ∈ Cm. It suffices to show that ω(Ss1,...,sℓ,t∩PC
(ℓ)
G ) = ω(Ss1,...,sℓ,t).

Indeed,

ω(Ss1,...,sℓ,t) = ω(Ss1,...,sℓ,t ∩ Can
(ℓ)
G ) (canonicity of ω)

= ω∗({f∗ | f ∈ Ss1,...,sℓ,t ∩ Can
(ℓ)
G }
)

(definition of ω∗)

= ω∗({f∗ | f ∈ Ss1,...,sℓ,t ∩ Can
(ℓ)
G } ∩ Cyc

(ℓ)
C

)
(by assumption)

= ω∗({f∗ | f ∈ Ss1,...,sℓ,t ∩ Can
(ℓ)
G ∩PC

(ℓ)
G }
)

(fact above & Rem. 3.45)

= ω(Ss1,...,sℓ,t ∩ Can
(ℓ)
G ∩PC

(ℓ)
G )

= ω(Ss1,...,sℓ,t ∩ PC
(ℓ)
G ).

We can now give an example of a pseudo cyclic canonical operation.

Example 3.48. Recall the countable random graph (V;E) from Example 1.17. Consider
a binary injective operation f on V with following property: if (x, y) ∈ E or (u, v) ∈ E,
then (f(x, u), f(y, v)) ∈ E; such an operation can be constructed inductively using the
homogeneity and universality of (V;E). We claim that f is canonical and pseudo cyclic
with respect to Aut(V;E). To see that f is pseudo cyclic, we verify that f∗ defined
on orbits of pairs is cyclic. This is clear from the definition of f , since the orbits of
pairs of Aut(V;E) are {(x, x)|x ∈ V}, E, and {(x, y) ∈ V2 | x ̸= y,¬E(x, y)}. Hence,
f is pseudo cyclic by Lemma 3.47. To see that f is canonical, recall that the orbit
of a tuple t ∈ Vk under the action of Aut(V;E) only depends on the atomic formulas
satisfied by the entries of t (because (V;E) is homogeneous). By the definition of f ,
the atomic formulas satisfied by the entries f(s, t) where s, t ∈ Vk only depend on the
atomic formulas satisfied by s and t. In other words, f is canonical. It follows that f is
canonical and pseudo cyclic; this remains true when we view f as a fractional operation.

Statements about the fractional polymorphisms of Γ∗
B,m lift back to statements about

fractional polymorphisms of Γ via Lemma 3.50, which is a generalization of the following
lemma for classical operations.
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Lemma 3.49 ([21, Lemma 4.9]; also see [9, Lemma 10.5.12])). Let B be a finitely
bounded homogeneous relational structure on a countable domain. Let A be a relational
structure with a finite signature such that Aut(B) ⊆ Aut(A) and let m ∈ N be as
in Theorem 3.42 for Γ = A. Then for every f ∈ Pol(A∗

B,m) there exists a canonical
operation g ∈ Pol(A) such that g∗ = f .

Lemma 3.50. Let Γ be a valued structure with a finite signature and a countable domain
such that Aut(Γ) contains the automorphism group G of a finitely bounded homogeneous
structure B and let m be as in Theorem 3.42. Let χ ∈ fPol(Γ∗

B,m). Then there exists
ω ∈ fPol(Γ) which is canonical with respect to G such that ω∗ = χ.

Proof. Let C be the domain of Γ, let D be the domain of Γ∗
B,m, and let ℓ be the arity

of χ. Suppose that χ(f) > 0 for some operation f and note that f ∈ Pol(Feas(Γ)∗B,m)
(see Proposition 3.22). Since Aut(B) ⊆ Aut(Γ) ⊆ Aut(Feas(Γ)), by Lemma 3.49, there
exists a function g : Cℓ → C which is canonical with respect to G such that g∗ = f . For
every such f , choose g such that g∗ = f and define ω(g) := χ(f) and ω(h) := 0 for all

other h ∈ O
(ℓ)
C . Since the domain of Γ∗

B,m is finite, this correctly defines a fractional
operation ω of the same arity ℓ as χ. Then ω improves every valued relation R of Γ: if
R has arity k and t1, . . . , tℓ ∈ Ck, then Eω[h 7→ R(h(t1, . . . , tℓ))] can be expressed as∑

h∈O
(ℓ)
C

ω(h)R(h(t1, . . . , tℓ))

=
∑

f∈O
(ℓ)
D

χ(f)R∗(f(t1, . . . , tℓ)1, . . . , f(t1, . . . , tℓ)k, . . . , f(t1, . . . , tℓ)k)

≤ 1

ℓ

ℓ∑
j=1

R∗(tj1, . . . , t
j
k, . . . , t

j
k)

=
1

ℓ

ℓ∑
j=1

R(tj1, . . . , t
j
k).

We combine the results of the previous lemmas and give equivalent conditions for
fPol(Γ), fPol(Γ∗

B,m) and Supp(fPol(Γ∗
B,m)). To be able to discuss decidability of the

conditions, we need the following notion. An operation f : C4 → C is called Siggers if
f(a, r, e, a) = f(r, a, r, e) for all a, r, e ∈ C.

Proposition 3.51. Let B be a finitely bounded homogeneous structure with a countable
domain and let Γ be a valued structure with a finite signature such that Aut(B) ⊆ Aut(Γ).
Let m be as in Theorem 3.42. Then the following are equivalent.

1. fPol(Γ) contains a fractional operation which is canonical and pseudo cyclic with
respect to Aut(B);

2. fPol(Γ∗
B,m) contains a cyclic fractional operation;

3. Supp(fPol(Γ∗
B,m)) contains a cyclic operation.
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4. Supp(fPol(Γ∗
B,m)) contains a Siggers operation.

Proof. First, we prove that (1) implies (2). If ω is a fractional polymorphism of Γ,
then ω∗ is a fractional polymorphism of Γ∗

B,m: the fractional operation ω∗ improves
R∗ because ω improves R, and ω∗ improves Ci,j for all i, j because ω is canonical with
respect to Aut(B). Finally, if ω is pseudo cyclic with respect to Aut(B), then ω∗ is
cyclic.

The implication from (2) to (1) is a consequence of Lemma 3.50 and Lemma 3.47.
The equivalence of (2) and (3) follows from Lemma 3.34. The equivalence of (3) and (4)
is proved in [9, Theorem 6.9.2]; the proof is based on [5, Theorem 4.1].

Remark 3.52. Note that item (4) in the previous proposition can be decided algorithmi-
cally for a given valued structure Γ∗

B,m (which has a finite domain and finite signature)
by testing all 4-ary operations on Γ∗

B,m (see [56] for a more efficient algorithm).

Combining Proposition 3.51 with Theorem 3.36, we can now prove a new sufficient
condition for tractability of VCSPs.

Theorem 3.53. If the conditions from Proposition 3.51 hold, then VCSP(Γ) is in P.

Proof. If Γ∗
B,m has a cyclic fractional polymorphism of arity ℓ ≥ 2, then the polynomial-

time tractability of VCSP(Γ∗
B,m) follows from Theorem 3.36. By Theorem 3.42, there

is a polynomial-time reduction from VCSP(Γ) to VCSP(Γ∗
B,m), which concludes the

proof.

Example 3.54. Recall the structure Γgraph from Example 1.17. Aut(Γgraph) = Aut(V;E)
and (V;E) is a homogeneous and finitely bounded relational structure. Also recall the
binary operation f from Example 3.48, which is pseudo cyclic and canonical with respect
to Aut(V;E). We show that f ∈ fPol(Γgraph). Let (x, y), (u, v) ∈ V2. Then

E

(
f

((
x
y

)
,

(
u
v

)))
≤ 1

2
(E(x, y) + E(u, v)),

because if x ̸= y or u ̸= v, then f(x, u) ̸= f(y, v), and if (x, y) ∈ E or (u, v) ∈ E, then
(f(x, u), f(y, v)) ∈ E. It follows that Γgraph has a canonical and pseudo cyclic fractional
polymorphism and therefore, by Theorem 3.53, VCSP(Γgraph) is in P.

3.8 Open questions

In Section 3.3 we proved that if Γ is a valued structure with an oligomorphic automor-
phism group and R ∈ ⟨Γ⟩, then R is preserved by all fractional polymorphisms of Γ
(Lemma 3.18). We do not know whether the converse is true. It is known to hold for
the special cases of finite-domain valued structures [41, 47] and for relational structures
with 0-∞ valued relations (CSP setting) having an oligomorphic automorphism group
(Theorem 3.2).
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Question 3.55. Let Γ be a valued structure with an oligomorphic automorphism group.
Is it true that R ∈ ⟨Γ⟩ if and only if R ∈ Imp(fPol(Γ))?

A natural attempt to positively answer Question 3.55 would be to combine the proof
strategy for finite-domain valued structures from [41,47] with the one for relational struc-
tures with oligomorphic automorphism group from [24]. However, since non-improving
of R is not a closed condition, the compactness argument from [24] cannot be used
to construct an operation from fPol(Γ) that does not improve R. A positive answer to
Question 3.55 would imply that the computational complexity of VCSPs for valued struc-
tures Γ with an oligomorphic automorphism group, and in particular the complexity of
resilience problems (see Chapter 5), is fully determined by the fractional polymorphisms
of Γ.

Another aspect of the algebraic approach to VCSPs that attracts attention is the
concept of cores (see Definition 3.30). By Proposition 3.32, for every finite-domain val-
ued structure Γ, there exists a core valued structure Γ′ fractionally homomorphically
equivalent to Γ. If Γ is a relational structure, then it is known that Γ′ is unique up to
isomorphism, see, e.g., [9, Proposition 1.1.11]. For relational structures with an oligo-
morphic automorphism group, the concept of cores is generalized to model-complete
cores, see Definition 3.5. Let us call a valued structure Γ on a countable domain a core,

if for every ω ∈ fPol(1)(Γ) and every S ∈ B(O
(1)
C )

ω(S) = ω(S ∩ Aut(Γ));

one can show that this definition generalizes both Definition 3.5 and Definition 3.30.
Since cores played an essential role in the classification of finite-domain VCSPs (for
example, in Proposition 3.33), they appear to be a natural object of study also on
infinite domains, motivating the following question.

Question 3.56. Is every valued structure Γ with an oligomorphic automorphism group
fractionally homomorphically equivalent to a core Γ′? Is Γ′ unique up to isomorphism?

Finally, similarly as for pp-constructability (Question 2.23), we may ask whether it
is enough to consider finitary fractional polymorphisms to distinguish relations that are
not expressible in a valued structures.

Question 3.57. Is there a valued structure Γ with an oligomorphic automorphism group
and a valued relation R such that R is not improved by all fractional polymorphism of
Γ, but is improved by all finitary fractional polymorphisms ω?

64



Chapter 4

Temporal VCSPs

This chapter is devoted to the complexity classification of temporal VCSPs, that is, VC-
SPs of valued structures Γ whose automorphism group contains Aut(Q;<). Recall that
the structure (Q;<) is finitely bounded and homogeneous (Example 1.13). Therefore,
by Theorem 1.14, VCSP(Γ) is in NP for every temporal valued structure Γ. Note that
our classification result is incomparable with the result of [20] which shows that that
submodular PLH functions form a maximally tractable class of PLH cost functions, be-
cause the class of temporal valued structure is a proper subclass of PLH and contains
structures with tractable VCSPs that are not submodular.

We first introduce some notation in Section 4.1. In Section 4.2, we focus on a special
case of valued structures preserved by Sym(Q), which serves both as a warm-up and a
building block for the general case. In Sections 4.3–4.5 we treat temporal VCSPs in full
generality and we finish with a discussion and outlook to the future in Section 4.6. The
results presented in this chapter were announced in [12].

4.1 Order types

Let Γ be a valued structure such that Aut(Q;<) ⊆ Aut(Γ). Since the group Aut(Q;<)
has only finitely many orbits of k-tuples for every k, so does Aut(Γ). In particular, if
k = 2 and a, b ∈ Q, a < b, then the values ϕ(a, a), ϕ(a, b) and ϕ(b, a) do not depend on
the choice of a and b and if Aut(Γ) = Aut(Q; =), then ϕ(a, b) = ϕ(b, a).

We will often use the following notation in the proofs in this chapter.

Definition 4.1 (Et, Nt, Ot). If t ∈ Qk for some k ∈ N, we define

Et := {(p, q) ∈ [k]2 | tp = tq},
Nt := {(p, q) ∈ [k]2 | tp ̸= tq}, and

Ot := {(p, q) ∈ [k]2 | tp < tq},

where < is the standard order on Q.

As we already alluded to, we will repeatedly use the fact that in temporal VCSPs,
any valued relation R is such that R(t) only depends on the order type of the tuple t.
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Observation 4.2. Let Γ be a valued structure with a finite signature τ such that
Aut(Q;<) ⊆ Aut(Γ) and let R ∈ τ be any valued relation of arity k. Then for ev-
ery t, t′ ∈ Qk such that Et = Et′ and Ot = Ot′ it holds that R(t) = R(t′).

4.2 Equality VCSPs

An equality relational structure is a relational structure whose automorphism group is
the group of all permutations of its domain [17]; we define an equality valued struc-
ture analogously. In this section, we prove that for every equality valued structure Γ,
VCSP(Γ) is in P or NP-complete. This generalises the P versus NP-complete dichotomy
for equality min-CSPs from [73]. If the domain of Γ is finite, then this is already known
(see Theorem 0.5). It is easy to see that classifying the general infinite case reduces to
the countably infinite case. For notationally convenient use in the later sections, we work
with the domain Q, but we could have used any other countably infinite set instead.

Recall the relation Dis from Example 1.21. It follows from Theorem 4.3 below that
the structure (Q; Dis) pp-constructs K3. Let const : Q → Q be the constant zero op-
eration, given by const(x) := 0 for all x ∈ Q. Let inj : Q2 → Q be a fixed injective
operation.

Theorem 4.3 ([9,17]). If A is a relational structure such that Aut(A) = Sym(Q), then
exactly one of the following cases applies.

• const ∈ Pol(A) or inj ∈ Pol(A). In this case, for every reduct A′ of A with a finite
signature, CSP(A′) is in P.

• The relation Dis has a primitive positive definition in A. In this case, A pp-
constructs K3 and A has a reduct A′ with a finite signature such that CSP(A′) is
NP-complete.

We prove the following general lemma that assumes only Aut(Q;<) ⊆ Aut(Γ) to
avoid repeating the proof in Section 4.4. The case Aut(Γ) = Sym(Q) is a special case.

Lemma 4.4. Let Γ be a valued structure such that Aut(Q;<) ⊆ Aut(Γ). If const /∈
fPol(Γ), then ( ̸=)∞0 ∈ ⟨Γ⟩ or (<)∞0 ∈ ⟨Γ⟩. In particular, if Aut(Γ) = Sym(Q), then
(̸=)∞0 ∈ ⟨Γ⟩.

Proof. By assumption, there exists R ∈ τ of arity k and t ∈ Ak such that m := R(t) <
R(0, . . . , 0). For i ∈ {1, . . . , k}, define ψi(x1, . . . , xi) to be R(x1, . . . , xi, xi, . . . , xi).
Choose t and i such that i is minimal with the property that ψi(t1, . . . , ti) < R(0, . . . , 0).
Note that such an i exists, because for i = k we have ψi(t1, . . . , ti) = R(t1, . . . , tk) <
R(0, . . . , 0). Moreover, i > 1, since for every a ∈ A there exists α ∈ Aut(Γ) such that
α(a) = 0 and hence R(a, . . . , a) = R(α(a), . . . , α(a)) = R(0, . . . , 0). Also note that
ti−1 ̸= ti, by the minimality of i.

From all the such pairs (t, i) that minimise i, choose a pair (t, i) where ψi(t1, . . . , ti)
is minimal. Such a t exists because R attains only finitely many values. Define

ψ(xi−1, xi) := min
x1,...,xi−2

ψi(x1, . . . , xi−2, xi−1, xi).
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Let a ∈ Q and note that, by observation 4.2, value ψ(a, a) does not depend on the choice
of a. By our choice of i, ψ(a, a) > ψ(ti−1, ti); otherwise, there are a1, . . . , ai−2 ∈ Q such
that ψi(a1, . . . , ai−2, a, a) ≤ ψi(t1, . . . , ti), in contradiction to the choice of (t, i) such that
i is minimal. We distinguish three cases (recall that ti−1 ̸= ti):

(1) ψ(ti−1, ti) = ψ(ti, ti−1),

(2) ψ(ti−1, ti) < ψ(ti, ti−1) and ti−1 < ti,

(3) ψ(ti−1, ti) < ψ(ti, ti−1) and ti < ti−1.

Note that for a, b ∈ A such that a < b, the values ψ(a, b) and ψ(b, a) do not depend on
the choice of a, b. In case (1), Opt(ψ) expresses (̸=)∞0 . In case (2), Opt(ψ) expresses
(<)∞0 . Finally, in case (3) Opt(ψ) expresses (>)∞0 , which expresses (<)∞0 by exchanging
the input variables.

The last statement follows from the fact that Sym(Q) does not preserve (<)∞0 .

The following is a reformulation of what was observed in Example 1.29 and of The-
orem 4.3.

Lemma 4.5. Let Γ be a valued structure such that Aut(Γ) = Sym(Q). If ⟨Γ⟩ contains
(=)10 and (̸=)∞0 , then Dis ∈ ⟨Γ⟩. In particular, Γ pp-constructs K3, and, if the signature
of Γ is finite, VCSP(Γ) is NP-complete.

As a next step, we prove two lemmas that will be used in the classification of equality
VCSPs.

Lemma 4.6. Let Γ be a valued structure such that Aut(Γ) = Sym(Q). Suppose that
fPol(Γ) contains inj. Then VCSP(Γ) is in P.

Proof. Let (ϕ, u) be an instance of VCSP(Γ) with variable set V . We first check whether
ϕ contains summands with at most one variable that evaluate to ∞ for some (equiva-
lently, for all) assignment; in this case, the minimum of ϕ is above every rational threshold
and the algorithm rejects. Otherwise, we propagate (crisp) forced equalities: if ϕ con-
tains a summand R(x1, . . . , xk) and for all f : V → A we have that if R(f(x1), . . . , f(xk))
is finite, then f(xi) = f(xj) for some i < j, then we say that xi = xj is forced. In this
case, we replace all occurrences of xj in ϕ by xi and repeat this process (including the
check for unary summands that evaluate to ∞); clearly, this procedure must terminate
after finitely many steps. Let V ′ be the resulting set of variables, and let ϕ′ be the
resulting instance of VCSP(Γ). Clearly, the minimum for ϕ′ equals the minimum for ϕ.
Fix any injective g : V ′ → Q; we claim that g minimises ϕ′. To see this, let f : V ′ → Q
be any assignment and let ψ(x) = ψ(x1, . . . , xk) be a summand of ϕ′. We show that
ψ(g(x)) ≤ ψ(f(x)). The statement is trivially true if k = 1 by the transitivity of Aut(Γ).
Assume therefore that k ≥ 2.

We first prove that ψ(g(x)) is finite. Let t1, . . . , tn be an enumeration of representa-
tives of all orbits of k-tuples such that ψ(ti) <∞ and note that n ≥ 1, because otherwise
the algorithm would have rejected the instance. If for some distinct p, q ∈ {1, . . . , k}
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we have (ti)p = (ti)q for all i ∈ {1, . . . , n}, then the algorithm would have replaced
all occurrences of xp by xq or vice versa. So for all distinct p, q ∈ {1, . . . , k} there ex-
ists i ∈ {1, . . . , n} such that (ti)p ̸= (ti)q. Therefore, since inj is injective, the tuple
inj(t1, inj(t2, . . . , inj(tn−1, tn) . . . )) lies in the same orbit as g(x). Since inj ∈ fPol(Γ), we
have ψ(g(x)) <∞.

Note that

• 2ψ(inj(g(x), f(x)) ≤ ψ(g(x)) + ψ(f(x)), because inj ∈ fPol(Γ), and

• inj(g(x), f(x)) lies in the same orbit of Aut(Γ) as g(x), and thus ψ(inj(g(x), f(x)) =
ψ(g(x)).

Combining, we obtain that ψ(g(x)) ≤ ψ(f(x)). It follows that g minimises ϕ′. Recall that
the minimum of ϕ and ϕ′ are equal. Therefore, the algorithm accepts if the evaluation of
ϕ′ under g is at most u and rejects otherwise. Since checking whether a summand forces
an equality can be done in constant time, and there is a linear number of variables,
the propagation of forced equalities can be done in polynomial time. It follows that
VCSP(Γ) is in P.

Lemma 4.7. Let Γ be a valued structure such that Aut(Γ) = Sym(Q). Suppose that
inj /∈ fPol(Γ). Then (=)10 ∈ ⟨(Γ, ( ̸=)∞0 )⟩ or Dis ∈ ⟨(Γ, ( ̸=)∞0 )⟩.

Proof. By assumption, there exists R ∈ τ with arity k which is not improved by inj,
that is, there exist s, t ∈ Qk such that

R(s) +R(t) < 2R(inj(s, t)). (4.1)

Note that, in particular, R(s), R(t) < ∞. Suppose first that inj(s, t) = ∞. In this
case, the inequality above implies that Feas(R) is not improved by inj. It follows
that Pol(Q; Feas(R), ( ̸=)∞0 ) contains neither const nor inj. Hence, by Theorem 4.3,
(Q; Feas(R), ( ̸=)∞0 ) primitively positively defines Dis and thus Dis ∈ ⟨(Γ, ( ̸=)∞0 ⟩. We
may therefore assume in the rest of the proof that R(inj(s, t)) <∞.

Inequality (4.1) implies that R(s) < R(inj(s, t)) or R(t) < R(inj(s, t)). Without loss
of generality, assume R(t) < R(inj(s, t)). Since R(inj(s, t)) is finite, this implies

R(inj(s, t)) +R(t) < 2R(inj(s, t)) = 2R(inj(inj(s, t), t)),

where the last equality follows from the fact that inj(s, t) and inj(inj(s, t), t) lie in the
same orbit of Aut(Γ) = Sym(Q). This is an inequality of the same form as (4.1) (with
inj(s, t) in the role of s), which implies that we can assume without loss of generality
that s and inj(s, t) lie in the same orbit of Aut(Γ). Then (4.1) implies that R(t) <
R(inj(s, t)) = R(s). We show that in this case (=)10 ∈ ⟨(Γ, (̸=)∞0 )⟩.

Out of all pairs (s, t) ∈ (Ak)2 such that s and inj(s, t) lie in the same orbit and
R(t) < R(s), we choose (s, t) such that tp ̸= tq holds for as many pairs (p, q) as possible.
Note that s and t cannot lie in the same orbit, and by the injectivity of inj there exist
i, j ∈ {1, . . . , k} such that ti = tj and si ̸= sj . Note that since s and inj(s, t) lie in
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the same orbit, we have Es ⊆ Et and Nt ⊆ Ns (recall Definition 4.1). For the sake of
notation, assume that i = 1 and j = 2. Consider the expression

ϕ(x1, x2) := min
x3,...,xk

R(x1, . . . , xk) +
∑

(p,q)∈Es

(=)∞0 (xp, xq) +
∑

(p,q)∈Nt

(̸=)∞0 (xp, xq).

Then ϕ(x, y) attains at most two values by the 2-transitivity of Aut(Γ). For every x ∈ Q,
we have ϕ(x, x) =: m ≤ R(t). Let ℓ := ϕ(x, y) for some distinct x, y ∈ Q; this value
does not depend on the choice of x and y by the 2-transitivity of Aut(Γ). Suppose for
contradiction that ℓ ≤ m. Then there exists a tuple u ∈ Qk such that

(i) R(u) ≤ R(t),

(ii) ui ̸= uj ,

(iii) Es ⊆ Eu, and

(iv) Nt ⊆ Nu.

By (iii), inj(s, u) lies in the same orbit as s. By (i), we get that R(u) ≤ R(t) < R(s).
By (ii) and (iv), u satisfies up ̸= uq for more pairs (p, q) than t, which contradicts our
choice of t. Therefore, m < ℓ. It follows that ϕ(x1, x2) is equivalent to (=)ℓm with
m < ℓ. Recall that (=)∞0 ∈ ⟨Γ⟩ by definition and therefore (=)ℓm ∈ ⟨Γ, (̸=)∞0 ⟩. Note
that ℓ ≤ R(s) < ∞. Hence, shifting ϕ by −m and scaling it by 1/(ℓ −m) shows that
(=)10 ∈ ⟨Γ, ( ̸=)∞0 ⟩, as we wanted to prove.

We are now ready to prove the classification theorem for equality VCSPs.

Theorem 4.8. Let Γ be a valued structure with a countably infinite domain Q over a fi-
nite relational signature such that Aut(Γ) = Sym(Q). Then exactly one of the following
two cases applies.

1. (̸=)∞0 ∈ ⟨Γ⟩ and Dis ∈ ⟨Γ⟩. In this case, Γ pp-constructs K3, and VCSP(Γ) is
NP-complete.

2. const ∈ fPol(Γ) or inj ∈ fPol(Γ). In both of these cases, VCSP(Γ) is in P.

Proof. If const ∈ fPol(Γ), then Lemma 3.24 implies that VCSP(Γ) is in P. If const /∈
fPol(Γ), then Γ can express (̸=)∞0 by Lemma 4.4.

If inj ∈ fPol(Γ), then Lemma 4.6 implies that VCSP(Γ) is in P. If inj /∈ fPol(Γ), then
Γ can express Dis or (=)10 by Lemma 4.7. If Dis ∈ ⟨Γ⟩, then the statement follows from
Theorem 4.3. If (=)10 ∈ ⟨Γ⟩, then we obtain that Dis ∈ ⟨Γ⟩ by Lemma 4.5 and again
the statement follows. Note that neither const nor inj improves Dis. Therefore, the two
cases in the statement of the theorem are disjoint.

Remark 4.9. If Γ is as in Theorem 4.8, then Γ has a quantifier-free first-order definition
in (Q; =) as introduced in Section 1.3. If Γ is given by such a first-order definition over
(Q; =), then it is decidable which of the conditions (1) and (2) in Theorem 4.8 applies:
we can just test whether all valued relations of Γ are improved by const, and we can test
whether all of them are improved by inj.
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Remark 4.10. The complexity classification of equality minCSPs from [74], which can
be viewed as VCSPs of valued structures where each relation attains only values 0 and 1,
can be obtained as a special case of Theorem 4.8. Suppose that Γ is such a valued struc-
ture. If const ∈ fPol(Γ), then Γ is constant (in the terminology of [74]) and VCSP(Γ) is
in P. If inj ∈ fPol(Γ), then it is immediate that Γ is Horn (in the terminology of [74])
and even strictly negative: otherwise, as observed in [74], we have (=)10 ∈ ⟨Γ⟩. But this
is in contradiction to the assumption that inj ∈ fPol(Γ), since inj does not improve (=)10.
Otherwise, it follows from Theorem 4.8 that VCSP(Γ) is NP-hard.

4.3 Preliminaries on temporal CSPs

We first define several important relations on Q that already played a role in the classi-
fication of temporal CSPs [18].

Definition 4.11. Let

Betw := {(x, y, z) ∈ Q3 | (x < y < z) ∨ (z < y < x)},
Cycl := {(x, y, z) ∈ Q3 | (x < y < z) ∨ (y < z < x) ∨ (z < x < y)},
Sep := {(x1, y1, x2, y2) ∈ Q4 | (x1 < x2 < y1 < y2) ∨ (x1 < y2 < y1 < x2)

∨ (y1 < x2 < x1 < y2) ∨ (y1 < y2 < x1 < x2)

∨ (x2 < x1 < y2 < y1) ∨ (x2 < y1 < y2 < x1)

∨ (y2 < x1 < x2 < y1) ∨ (y2 < y1 < x2 < x1)},
T3 := {(x, y, z) ∈ Q3 | (x = y < z) ∨ (x = z < y)}.

The following theorem provides an important case distinction for temporal relational
structures.

Theorem 4.12 (Theorem 20 in [18]). Let A be a relational structure with a finite sig-
nature such that Aut(Q;<) ⊆ Aut(A). Then it satisfies at least one of the following:

• A primitively positively defines Betw, Cycl, or Sep.

• const ∈ Pol(A).

• Aut(A) = Sym(Q).

• There is a primitive positive definition of < in A.

We need the following operations on Q. By min and max we refer to the binary
minimum and maximum operation on the set Q, respectively.

Definition 4.13. Let e<0, e>0 be any endomorphisms of (Q;<) satisfying e<0(x) < 0
and e>0(x) > 0 for every x ∈ Q. We denote by ππ the binary operation on Q defined by

ππ(x, y) =

{
e<0(x) x ≤ 0,

e>0(y) x > 0.
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The operation lex is any binary operation on Q satisfying lex(x, y) < lex(x′, y′) iff x < x′,
or x = x′ and y < y′ for all x, x′, y, y′ ∈ Q. We denote by ll the binary operation on Q
defined by

ll(x, y) =

{
lex(e<0(x), e<0(y)) x ≤ 0,

lex(e>0(y), e>0(x)) x > 0.

Definition 4.14. Let e<, e= and e> be any endomorphisms of (Q;<) satisfying for all
x, ε ∈ Q, ε > 0,

e=(x) < e>(x) < e<(x) < e=(x+ ε).

We denote by mi the binary operation on Q defined by

mi(x, y) =


e<(x) x < y,

e=(x) x = y,

e>(y) x > y.

Definition 4.15. Let e= and e ̸= be any endomorphisms of (Q;<) satisfying for all
x, ε ∈ Q, ε > 0,

e̸=(x) < e=(x) < e̸=(x+ ε).

We denote by mx the binary operation on Q defined by

mx(x, y) =

{
e ̸=(min(x, y)) x ̸= y,

e=(x) x = y.

The construction of endomorphisms that appear in Definitions 4.14 and 4.15 can be
found for example in [9, Section 12.5]. The following was observed and used in [18].

Lemma 4.16. If A is a relational structure such that Aut(Q;<) ⊆ Aut(A) and A is
preserved by a binary injective operation f , then it is also preserved by the operation
defined as one of lex(x, y), lex(−x, y), lex(x,−y), or lex(−x,−y). In particular, if f
preserves ≤ (for example, ll), then A is preserved by lex.

Definition 4.17. The dual of an operation g : Qk → Q is the operation

g∗ : (x1, . . . , xk) 7→ −g(−x1, . . . ,−xk).

The dual of a relation R ⊆ Qℓ is the relation

−R = {(−a1, . . . ,−aℓ) | (a1, . . . , aℓ) ∈ R}.

Note that min∗ = max and the relation −(>) is equal to <. Statements about
operations and relations on Q can be naturally dualized and we will often use dual
versions of results on temporal (V)CSPs; we do not state it explicitly if it is clear from
the context.

By combining Theorem 50, Corollary 51, Corollary 52 and the accompanying remarks
in [18], we obtain the following; see also Theorem 12.10.1 in [9].
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Theorem 4.18. Let A be a relational structure such that Aut(Q;<) ⊆ Aut(A). Then
exactly one of the following is true.

1. At least one of the operations const, min, mx, mi, ll, or one of their duals lies in
Pol(A). In this case, for every reduct A′ of A with a finite signature, CSP(A′) is
P.

2. A primitively positively defines one of the relations Betw, Cycl, Sep, T3, −T3, or
Dis. In this case, A has a reduct A′ with a finite signature such that CSP(A′) is
NP-complete.

Moreover, it is decidable whether (1) or (2) holds.

Let G be a permutation group on a set A and ℓ ∈ N. An operation f : Aℓ → A is
called a pseudo weak near unanimity (pwnu) operation (with respect to G) if there exist
e1, . . . , eℓ ∈ G such that for every x, y ∈ A,

e1f(y, x, . . . , x) = e2f(x, y, x, . . . , x) = · · · = eℓf(x, . . . , x, y).

We say that a relational structure A has a pwnu polymorphism, if there exists f ∈ Pol(A)
which is a pwnu operation with respect to Aut(A). Using this notion, we can formulate
an alternative version of Theorem 4.18.

Theorem 4.19 (Theorem 12.0.1 in [9]; see also Theorem 7.24 in [29]). Let A be a re-
lational structure such that Aut(Q;<) ⊆ Aut(A). Then exactly one of the following is
true:

1. A has a pwnu polymorphism. In this case, for every reduct A′ of A with a finite
signature, CSP(A′) is in P.

2. A pp-constructs K3. In this case, there exists a reduct A′ of A with a finite signature
such that CSP(A′) is NP-complete.

The following proposition provides a connection between the hardness conditions
from Theorem 4.18 and 4.19.

Proposition 4.20. Each of the relational structures (Q; Betw), (Q; Cycl), (Q; Sep),
(Q;T3), and (Q;−T3) pp-constructs K3.

Proof. This is proved in the proof of [9, Theorem 12.0.1]. In fact, the proof shows
that each of these structures pp-interprets all finite structures. Since K3 is finite and
a pp-interpretation is a special case of a pp-construction, the statement follows.

We finish this section by stating several results about polymorphisms of temporal
relational structures.

Proposition 4.21 (Proposition 25, 27, and 29 in [18]). Let A be a relational structure
such that Pol(A) contains min, mi, or mx. Then Pol(A) contains ππ.
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Proposition 4.22 (Lemma 12.4.4 in [9]). Let A be a relational structure such that
Pol(A) contains lex and ππ. Then Pol(A) contains ll.

Note that there exists α ∈ Aut(Q;<) such that, for all x, y ∈ Q, lex∗(x, y) =
α(lex(x, y)). Hence, whenever A is a relational structure such that Aut(Q;<) ⊆ Aut(A),
then Pol(A) contains lex if and only if it contains lex∗. This is relevant for dualising
statements like Proposition 4.22. We also need the following result from [13].

Theorem 4.23 (Theorem 5.1 in [13]). Let A be an expansion of (Q;<) by first-order
definable relations. If ππ ∈ Pol(A) and ll /∈ Pol(A), then the relation

Rmix = {(x, y, z) ∈ Q3 | (x = y) ∨ (z < x ∧ z < y)}

has a primitive positive definition in A.

4.4 Expressibility of temporal valued relations

In this section we consider valued structures Γ such that Aut(Q;<) ⊆ Aut(Γ), and study
expressibility of valued relations in Γ. For α, β, γ ∈ Q ∪ {∞}, define the binary valued
relation Rα,β,γ on Q:

Rα,β,γ(x, y) :=


α x = y

β x < y

γ x > y

Note that R0,1,1 is equal to (=)10, R1,0,0 is equal to (̸=)10, R1,0,1 is equal to (<)10, and
R0,0,1 is equal to (≤)10.

Lemma 4.24. Let Γ be a valued structure such that Aut(Q;<) ⊆ Aut(Γ) and α > 1
3 . If

⟨Γ⟩ contains Rα,0,1, then Cycl ∈ ⟨Γ⟩.

Proof. Note that Cycl(x, y, z) = Opt(Rα,0,1(x, y)+Rα,0,1(y, z)+Rα,0,1(z, x)). Therefore,
Cycl ∈ ⟨Γ⟩.

Assuming (<)∞0 ∈ ⟨Γ⟩, we can relax the assumptions on the parameters α, β, γ and
still get Cycl ∈ ⟨Γ⟩.

Lemma 4.25. Let Γ be a valued structure such that Aut(Q;<) ⊆ Aut(Γ). Let (<)∞0 ∈
⟨Γ⟩. Let α, β, γ ∈ Q ∪ {∞} be such that

• α < min(β, γ) <∞, or

• β ̸= γ and β, γ <∞.

If Rα,β,γ ∈ ⟨Γ⟩, then Cycl ∈ ⟨Γ⟩.
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Proof. Without loss of generality, we may assume that β ≤ γ, because otherwise we
may consider Rα,γ,β(x, y) = Rα,β,γ(y, x). In the first case of the statement we have that
α < min(β, γ) = β <∞. Then

(<)10(x, y) =
1

β − α
min
z

(Rα,β,γ(z, x) + (<)∞0 (z, y) − α) .

Suppose now that we are in the second case, i.e., β < γ < ∞, and additionally not
in the first case, i.e., α ≥ min(β, γ) = β. Then for every x, y ∈ Q

(<)10(x, y) =
1

γ − β
min
z

(Rα,β,γ(x, z) + (<)∞0 (z, y) − β) .

Therefore, in both cases, (<)10 ∈ ⟨Γ⟩. Since (<)10 is equal to R1,0,1, the statement follows
from Lemma 4.24.

The following lemma implies that, when analyzing complexity of VCSPs of temporal
structures, we can assume that (<)∞0 ∈ ⟨Γ⟩ without loss of generality (taking into account
the results we already presented in this chapter and Chapter 3).

Lemma 4.26. Let Γ be a valued structure such that Aut(Q;<) ⊆ Aut(Γ) ̸= Sym(Q). If
const /∈ fPol(Γ), then ⟨Γ⟩ contains Betw, Cycl, Sep, or (<)∞0 .

Proof. By Lemma 4.4, ⟨Γ⟩ contains (<)∞0 or ( ̸=)∞0 . If (<)∞0 ∈ ⟨Γ⟩, then we are done.
Assume therefore (̸=)∞0 ∈ ⟨Γ⟩. Let R be a valued relation of Γ of arity k such that there
exists an orbit O of the action of Sym(Q) on Qk and s, t ∈ O with R(s) < R(t). Let
s ∈ O be such that R(s) is minimal. Note that O is not the orbit of constant tuples,
because Aut(Q;<) is transitive.

Consider the crisp relation S ∈ ⟨Γ⟩∞0 defined by

S(x1, . . . , xk) := Opt

R(x1, . . . , xk) +
∑

(p,q)∈Es

(=)∞0 (xp, xq) +
∑

(p,q)∈Ns

( ̸=)∞0 (xp, xq)

 .

Clearly, s ∈ S. Note that a tuple u ∈ Qk lies in O if and only if Es ⊆ Eu and Ns ⊆ Nu.
In particular, S ⊆ O. Since R(s) < R(t), we have t /∈ S. It follows that S is not
preserved by Sym(Q). Moreover, S is not preserved by const, because O is not the orbit
of constant tuples. By Theorem 4.12, the relational structure (Q;S) admits a primitive
positive definition of Betw, Cycl or Sep, or a primitive positive definition of <. Since
S ∈ ⟨Γ⟩, the statement of the lemma follows.

In Lemma 4.29 below we present a polynomial-time algorithm for VCSPs of valued
structures Γ improved by lex provided that Γ cannot express any crisp relation that
prevents tractability. In fact, to check whether the algorithm can be applied, it suffices
to check whether a certain structure Γ̂ with a finite signature has a tractable CSP,
instead of considering all relations in ⟨Γ⟩∞0 . We define Γ̂ below.
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Definition 4.27. Let A be a set and let R be a valued relation on A of arity k. Let
ℓ ∈ N, ℓ ≤ k, and let σ : [k] → [ℓ] be a map. Then Rσ is the valued relation on A of arity
ℓ defined by Rσ(x1, . . . , xℓ) = R(xσ(1), . . . , xσ(k)) for all x1, . . . , xℓ ∈ A. If S is a valued
relation of some arity ℓ ≤ k such that there exists σ : [k] → [ℓ] and S = Rσ, we call S
a minor of R.

Let Γ be a valued τ -structure. Then Γ̂ denotes the relational structure on the same
domain which contains the relations Feas(RΓ) and Opt((RΓ)σ) for every R ∈ τ of arity
k, ℓ ≤ k, and σ : [k] → [ℓ].

Note that Rσ ∈ ⟨(A;R)⟩ for every valued relation R of arity k and every σ : [k] → [ℓ].

Remark 4.28. Note that we do not need to include relations of the form Feas((RΓ)σ)
in Γ̂, because for every valued relation R on a set C of arity k and σ : [k] → [ℓ], we have

Feas(Rσ) = Feas(R)σ

and therefore Feas(Rσ) ∈ ⟨(C; Feas(R))⟩. The same is not true for the operator Opt.

Lemma 4.29. Let Γ be a valued structure with a finite signature such that Aut(Q;<
) ⊆ Aut(Γ). Suppose that lex ∈ fPol(Γ) and that Γ̂ is preserved by one of the operations
const, min, mx, mi, ll or one of their duals. Then VCSP(Γ) is in P.

Proof. If const ∈ fPol(Γ), then VCSP(Γ) is in P by Lemma 3.24. We may therefore
assume that const /∈ fPol(Γ). Let R ∈ ⟨Γ⟩ be of arity k. Since lex ∈ fPol(Γ), it improves
R. Therefore, for every injective tuple s ∈ Qk and any t ∈ Qk, it holds that

R(s) = R(lex(s, t)) ≤ 1/2 · (R(s) +R(t)),

where the first equality follows from s and lex(s, t) being in the same orbit of Aut(Γ).
Therefore, if R(s) < ∞, then R(s) ≤ R(t). In particular, there is mR ∈ Q such that
for every injective tuple s ∈ Qk, we have R(s) = mR or R(s) = ∞. Note that if there
is at least one injective tuple s with R(s) = mR, then Opt(R) is the crisp relation that
consists of all the tuples t such that R(t) = mR.

Let (ϕ, u) be an instance of VCSP(Γ) with variable set V = {v1, . . . , vN}. Note
that ϕ interpreted over Feas(Γ) can be seen as an instance of CSP(Feas(Γ)) where each
summand R(x1, . . . , xk) of ϕ is interpreted as Feas(RΓ)(x1, . . . , xk). By the assumption
on Γ̂, Feas(Γ) is preserved by one of the operations const, min, mx, mi, ll, or one of their
duals. Since lex ∈ fPol(Γ), by Lemma 3.18 and Proposition 3.22, lex ∈ Pol(Feas(Γ)).
Since const /∈ fPol(Γ), by Lemma 4.4, const /∈ Pol(Feas(Γ)). Then min, mx, mi, or one
of their duals preserves Feas(Γ), and, by Proposition 4.21, ππ ∈ Pol(Feas(Γ)) or ππ∗ ∈
Pol(Feas(Γ)). Therefore, by Proposition 4.22, we always have that ll or ll∗ preserves
Feas(Γ). Hence, by Theorem 4.18, CSP(Feas(Γ)) is solvable in polynomial time and
we can use the polynomial-time algorithm from [18] based on the operation ll or ll∗ to
solve CSP(Feas(Γ)). If ϕ, viewed as a primitive positive formula, is not satisfiable over
Feas(Γ), then the minimum of ϕ is above every rational threshold and (ϕ, u) is rejected.
Otherwise, we may compute the set E ⊆ V 2 of all pairs (x, y) such that f(x) = f(y) in
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every solution of f : V → Q of ϕ over Feas(Γ) (we may assume without loss of generality
that Feas(Γ) contains the relation (̸=)∞0 ; since Feas(Γ) is preserved by lex it suffices
to test the unsatisfiability of ϕ ∧ x ̸= y for each of these pairs). It follows from the
definition of Feas that for every g : V → Q, if ϕ evaluates to a finite value in Γ under the
assignment g, then g(x) = g(y) for every (x, y) ∈ E. Moreover, for every (x, y) ∈ V 2 \E,
there exists g : V → Q such that ϕ evaluates to a finite value under g and g(x) ̸= g(y).

We create a new τ -expression ϕ′ from ϕ by replacing each occurrence of vj by vi
for every (vi, vj) ∈ E such that i < j. Let V ′ be the set of variables of ϕ′. By the
discussion above, the minimum for ϕ′ over Γ equals the minimum for ϕ. Moreover,
for every (x, y) ∈ (V ′)2, there exists g′ : V ′ → Q such that ϕ′ evaluates to a finite
value under g′ and g′(x) ̸= g′(y). Let ϕ′ := ϕ′1 + · · · + ϕ′n where for every j ∈ [n]
the summand ϕ′j is an atomic τ -expression. We execute the following procedure for

each j ∈ [n]. Let ϕ′j = R(x1, . . . , xk). Let yj1, . . . , y
j
ℓj

be an enumeration of all distinct

variables that appear in {x1, . . . , xk} and let Sj be a valued relation of arity ℓj defined

by Sj(y
j
1, . . . , y

j
ℓj

) = R(x1, . . . , xk). Clearly, Sj is a minor of R. Note that the relation
Sj might be different for every summand, even if they contain the same relation symbol
R, due to possibly different variable identifications. Observe that, by the properties of
ϕ′, there exists an injective tuple sj ∈ Qℓj such that Sj(s

j) is finite. Note that Sj ∈ ⟨Γ⟩,
and let mj := mSj . By the discussion in the beginning of the proof, Sj(s

j) = mj and
Opt(Sj) ∈ ⟨Γ⟩∞0 consists of all tuples that evaluate to mj in Sj . Since Sj attains only
finitely many values, we can identify mj in polynomial time for every j.

Let B be the relational structure with domain Q and relations Opt(S1), . . . ,Opt(Sn).
Let ψ be the instance of CSP(B) obtained from ϕ′ by replacing the summand ϕ′j by

Opt(Sj)(y
j
1, . . . , y

j
ℓj

) for all j ∈ [n]; all relations in ψ are crisp and hence it can be seen

as a primitive positive formula. Note that the variable set of ψ is equal to V ′. By
assumption, Γ̂ is preserved by one of the operations const, min, mx, mi, ll, or one of
their duals and, in particular, B is preserved by one of them. Hence, CSP(B) is in P
by Theorem 4.18. Therefore, the satisfiability of ψ over B can be tested in polynomial
time. We claim that if ψ is unsatisfiable, then the minimum of ϕ is above every rational
threshold and the algorithm rejects.

We prove the claim by contraposition. Suppose that the minimum of ϕ over Γ is
finite. Then the minimum of ϕ′ over Γ is finite and hence there exists f ′ : V ′ → Q such
that ϕ′ evaluates to a finite value under f ′. From all f ′ with this property, choose f ′

with the property that f ′(x) ̸= f ′(y) holds for as many pairs (x, y) ∈ (V ′)2 as possible.
We first show that f ′ is in fact injective. Suppose that there are v, w ∈ V ′ such that
f ′(v) = f ′(w). Let g′ : V ′ → Q be such that ϕ′ evaluates to a finite value under g′ and
g′(v) ̸= g′(w); recall that such g′ must exist by the construction of ϕ′. Consider the
assignment lex(f ′, g′) : V ′ → Q and note that lex(f ′, g′)(x) ̸= lex(f ′, g′)(y) holds for all
pairs (x, y) such that f ′(x) ̸= f ′(y) and also lex(f ′, g′)(v) ̸= lex(f ′, g′)(w). Moreover,
ϕ′ evaluates to a finite value under lex(f ′, g′): for every j ∈ [n], if ϕ′j is of the form
R(x1, . . . , xk), then, since lex ∈ fPol(Γ),

R(lex(f ′, g′)(x1, . . . , xk)) ≤ 1/2 · (R(f ′(x1, . . . xk)) +R(g′(x1, . . . , xk))) <∞.
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This contradicts our choice of f ′. Therefore, f ′ is injective.
Note that for every j ∈ [n] we have Sj(f

′(yj1), . . . f
′(yjℓj )) <∞, because ϕ′j evaluates

to a finite value under f ′. Since (f ′(yj1), . . . f
′(yjℓj )) is an injective tuple, this implies

Sj(f
′(yj1), . . . f

′(yjℓj )) = mj and (f ′(yj1), . . . f ′(yjℓj )) ∈ Opt(Sj) for every j ∈ [n]. It

follows that f ′ is a satisfying assignment to ψ. Therefore, we proved that whenever
ψ unsatisfiable, the algorithm correctly rejects, because there is no assignment to ϕ of
finite cost.

Finally, suppose that there exists a solution h′ : V ′ → Q to the instance ψ of CSP(B).
Then, for every j ∈ [n], ϕ′j takes under h′ the value Sj(h

′(yj1), . . . , h′(yjℓj )). By the

definition of Opt, (h′(yj1), . . . , h′(yjℓj )) minimizes Sj and therefore h′ minimizes ϕ′j . It

follows that h′ minimizes ϕ′ and that the cost of ϕ′ under h′ is equal to m1 + · · · +mn.
Since the cost of ϕ′ is equal to the cost of ϕ, the algorithm accepts if m1 + · · ·+mn ≤ u
and rejects otherwise. This completes the algorithm and its correctness proof. It follows
that VCSP(Γ) is in P.

The following lemma provides a useful case distinction concerning expressible rela-
tions in temporal structures.

Lemma 4.30. Let Γ be a valued τ -structure such that Aut(Γ) = Aut(Q;<) and (<)∞0 ∈
⟨Γ⟩. Suppose that Γ is not essentially crisp. Then one of the following holds:

• Cycl ∈ ⟨Γ⟩, or

• (̸=)10 ∈ ⟨Γ⟩, or

• R1,0,∞ ∈ ⟨Γ⟩.

Proof. Let R be a valued relation of Γ of arity k that attains at least two finite values.
Let m, ℓ ∈ Q, with m < ℓ, be the two smallest finite values attained by R. Let t ∈ Qk

be such that R(t) = ℓ. Choose s ∈ Opt(R) so that |(Es ∩ Et) ∪ (Os ∩ Ot)| is maximal
(recall definition 4.1). By the definition of Opt, R(s) = m.

Let ∼⊆ (Q2)2 be the equivalence relation with the classes =, <, and >. Since
R(s) ̸= R(t), there exist distinct i, j such that (si, sj) ̸∼ (ti, tj). For the sake of notation,
assume that (i, j) = (1, 2). Let ϕ(x1, x2) be defined by

min
x3,...,xk

R(x1, . . . , xk) +
∑

(p,q)∈Es∩Et

(=)∞0 (xp, xq) +
∑

(p,q)∈Os∩Ot

(<)∞0 (xp, xq)

 .

Observe that ϕ(x, y) ≥ m for all x, y ∈ Q and hence whenever (x, y) ∼ (s1, s2) we have
ϕ(x, y) = m. Let (x, y) ∼ (t1, t2). Then ϕ(x, y) ≤ ℓ. By the choice of s, there is no
s′ ∈ Opt(R) that satisfies (s′1, s

′
2) ∼ (t1, t2), (Es ∩ Et) ⊆ Es′ and (Os ∩ Ot) ⊆ Os′ .

Therefore, ϕ(x, y) > m. It follows that ϕ(x, y) = ℓ.
Let

S(x, y) :=
1

ℓ−m
(ϕ(x, y) −m).
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By the construction, S ∈ ⟨Γ⟩, S(x, y) = 0 for (x, y) ∼ (s1, s2), and S(x, y) = 1 for (x, y) ∼
(t1, t2). Note that Aut(Q;<) has three orbits of pairs, two of which are represented by
(s1, s2) and (t1, t2). Let (u1, u2) ∈ Q2 be a representative of the third orbit and let
α = S(u1, u2). It follows that S is equal to one of the relations R0,1,α, R0,α,1, R1,0,α,
R1,α,0, Rα,0,1 or Rα,1,0. By the choice of m and ℓ, we have that α = 0 or α ≥ 1. By
Lemma 4.25, this implies that Cycl ∈ ⟨Γ⟩ unless S = R1,0,0, S = R1,0,∞, or S = R1,∞,0.
Since R1,0,0 is equal to ( ̸=)10 and R1,0,∞(x, y) = R1,∞,0(y, x), the statement follows.

We finish this section with two lemmas that will provide hardness criterions for the
classification in Section 4.5.

Lemma 4.31. Let Γ be a valued structure with Aut(Γ) = Aut(Q;<) and (<)∞0 ∈ ⟨Γ⟩.
Suppose that lex /∈ Pol(Q; ⟨Γ⟩∞0 ) and that Γ is not essentially crisp. Then ⟨Γ⟩ contains
one of the relations Betw, Cycl, Sep, T3, −T3, or Dis.

Proof. Let Γ′ := (Q; ⟨Γ⟩∞0 ). Note that const /∈ Pol(Γ′), because const does not preserve
(<)∞0 . If ⟨Γ⟩∞0 contains one of the relations Betw, Cycl, Sep, T3, −T3, or Dis, then we
are done. Suppose that this is not the case. Then Pol(Γ′) contains min, mx, mi, ll, or
one of their duals by Theorem 4.18. Suppose first that Pol(Γ′) contains min, mx, mi, or
ll. Since lex /∈ Pol(Γ′), we have ll /∈ Pol(Γ′) (Lemma 4.16). Then, by Proposition 4.21,
Pol(Γ′) contains ππ. Note that Γ′ is preserved by Aut(Q;<) and contains (<)∞0 , and
therefore is a first-order expansion of (Q;<). By Theorem 4.23, Γ′ primitively positively
defines, equivalently, contains the relation Rmix. By Lemma 4.30, we have that ⟨Γ⟩
contains Cycl, (̸=)10, or R1,0,∞. If Cycl ∈ ⟨Γ⟩, then we are done. Suppose therefore that
(̸=)10 ∈ ⟨Γ⟩ or R1,0,∞ ∈ ⟨Γ⟩. Note that for every x, y ∈ Q, we have

(<)10(x, y) = min
z

(
Rmix(y, z, x) + ( ̸=)10(y, z)

)
= min

z

(
Rmix(y, z, x) +R1,0,∞(y, z)

)
.

Indeed, if x < y, then by choosing z > y we get Rmix(y, z, x) + ( ̸=)10(y, z) =
Rmix(y, z, x) +R1,0,∞(y, z) = 0, which is clearly the minimal value that can be obtained.
If x ≥ y, then by choosing z = y we get Rmix(y, z, x) + ( ̸=)10(y, z) = Rmix(y, z, x) +
R1,0,∞(y, z) = 1, which is clearly the minimal value, because if z ̸= y we obtain
Rmix(y, z, x) = ∞.

It follows that (<)10 ∈ ⟨Γ⟩. Observe that (<)10 equals R1,0,1. Therefore, Cycl ∈ ⟨Γ⟩
by Lemma 4.24, as we wanted to prove. If Pol(Γ′) contains min∗, mx∗, mi∗, or ll∗, we
use the dual versions of Proposition 4.21 and Theorem 4.23 to analogously prove that
(>)10 ∈ ⟨Γ⟩. Since (<)10(x, y) = (>)10(y, x) we obtain Cycl ∈ ⟨Γ⟩ by Lemma 4.24.

Lemma 4.32. Let Γ be a valued structure with Aut(Γ) = Aut(Q;<) and (<)∞0 ∈ ⟨Γ⟩.
Suppose that lex /∈ fPol(Γ) and lex ∈ Pol(Q; ⟨Γ⟩∞0 ). Then Cycl ∈ ⟨Γ⟩.

Proof. Let R be a valued relation of Γ of arity k that is not improved by lex. Then there
exist s, t ∈ Qk such that

R(s) +R(t) < 2R(lex(s, t)).

In particular, R(s), R(t) < ∞. Since Feas(R) ∈ ⟨Γ⟩∞0 is improved by lex, we have
R(lex(s, t)) < ∞. Let u := lex(s, t). Note that we must have R(s) < R(u) or R(t) <
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R(u). Moreover, Eu = Es ∩ Et. Let v ∈ {s, t} be such that R(v) < R(u) < ∞. Note
that we have Eu ⊆ Ev. Let O be a maximal subset of Ou such that there exists w ∈ Qk

satisfying

• R(w) ≤ R(v),

• Eu ⊆ Ew, and

• O ⊆ Ow,

and let w be any such witness for O. Such a maximal set O must exist, because v satisfies
these conditions for O = ∅.

Since R(w) ̸= R(u) and Eu ⊆ Ew, there exist i, j ∈ [k] such that wi ≤ wj and
ui > uj . Without loss of generality me may assume (i, j) = (1, 2), because otherwise we
permute the entries of R. Let ϕ(x1, x2) be defined by

min
x3,...,xk

R(x1, . . . , xk) +
∑

(p,q)∈Eu

(=)∞0 (xp, xq) +
∑

(p,q)∈O

(<)∞0 (xp, xq)

 . (4.2)

Let a, b ∈ Q such that a < b. Then ϕ(b, a) = ϕ(u1, u2) ≤ R(u), because O ⊆ Ou. Suppose
that ϕ(b, a) ≤ R(w). Then there exists w′ ∈ Qk such that w′

1 > w′
2 and w′

3, . . . , w
′
k

realize the minimum for ϕ(b, a) in (4.2) and hence ϕ(b, a) = R(w′) ≤ R(w) ≤ R(v). In
particular, the sums in (4.2) are finite. Therefore, O ∪ {(2, 1)} ⊆ Ow′ and Eu ⊆ Ew′ .
Since (2, 1) ∈ Ou \O, this contradicts the choice of O and w. Therefore, ϕ(b, a) > R(w).
Note that ϕ(w1, w2) ≤ R(w). If w1 < w2, then ϕ(a, b) ≤ R(w) and ϕ expresses Rα,β,γ

where β = ϕ(a, b) and γ = ϕ(b, a). In particular, β < γ <∞. Therefore, by Lemma 4.25,
Cycl ∈ ⟨Γ⟩. Otherwise we have w1 = w2. Then ϕ(a, a) ≤ R(w) and ϕ expresses Rα,β,γ

where α = ϕ(a, a) ≤ R(w) < ϕ(b, a) = γ. If β ≥ γ, then α < min(β, γ), and otherwise
β < γ <∞. In both cases, Cycl ∈ ⟨Γ⟩ by Lemma 4.25.

4.5 Classification

In this section we generalize the complexity dichotomy from Theorem 4.8 to temporal
VCSPs, which is the main result of this chapter. We first phrase the classification with 4
cases, where we distinguish between the tractable cases that are based on different algo-
rithms. As a next step, we formulate two corollaries each of which provides two concise
mutually disjoint conditions that correspond to NP-completeness and polynomial-time
tractability, respectively.

Theorem 4.33. Let Γ be a valued structure such that Aut(Q;<) ⊆ Aut(Γ). Then at
least one of the following holds:

1. ⟨Γ⟩ contains one of the relations Betw, Cycl, Sep, T3 (see Definition 4.11), −T3,
or Dis (see Example 1.21). In this case, Γ has a reduct Γ′ over a finite signature
such that VCSP(Γ′) is NP-complete.
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2. const ∈ fPol(Γ). In this case, for every reduct Γ′ of Γ over a finite signature,
VCSP(Γ′) is in P.

3. lex ∈ fPol(Γ) and Pol(Γ̂) contains min, mx, mi, ll, or one of their duals. In this
case, for every reduct Γ′ of Γ over a finite signature, VCSP(Γ′) is in P.

4. π21 ∈ fPol(Γ) and fPol(Γ) contains min, mx, mi, ll, or one of their duals. In this
case, for every reduct Γ′ of Γ over a finite signature, VCSP(Γ′) is in P.

Proof. Note that for every reduct Γ′ of Γ, the automorphism group Aut(Γ′) contains
Aut(Γ) and hence is oligomorphic. If ⟨Γ⟩ contains one of the relations Betw, Cycl,
Sep, T3, −T3, or Dis, then there is a reduct Γ′ of Γ over a finite signature such that
VCSP(Γ′) is NP-hard by Lemma 1.27 and Theorem 4.18. By Theorem 1.14, VCSP(Γ′)
is in NP, therefore it is NP-complete. If const ∈ fPol(Γ), then const ∈ fPol(Γ′) for every
reduct Γ′ of Γ over a finite signature, and VCSP(Γ′) is in P by Lemma 3.24. Suppose
therefore that const /∈ fPol(Γ) and that ⟨Γ⟩ does not contain any of the relations Betw,
Cycl, Sep, T3, −T3, or Dis. By Lemma 4.4, ⟨Γ⟩ contains ( ̸=)∞0 or (<)∞0 , and hence
const /∈ Pol(Q; ⟨Γ⟩∞0 ). Recall that ⟨Γ⟩∞0 contains all relations primitively positively
definable in (Q; ⟨Γ⟩∞0 ) (Remark 1.32). By Theorem 4.18, Pol(Q; ⟨Γ⟩∞0 ) (and thus Pol(Γ̂))
contains min, mx, mi, ll, or one of their duals.

Let Γ′ be a reduct of Γ over a finite signature. If Aut(Γ) = Sym(Q), then by
Theorem 4.8, inj ∈ fPol(Γ) ⊆ fPol(Γ′) and VCSP(Γ′) is in P. By Lemma 4.16, and since
Aut(Γ) contains x 7→ −x, we have lex ∈ fPol(Γ) and therefore satisfy (3).

Finally, suppose that Aut(Γ) ̸= Sym(Q). By Lemma 4.26 we have (<)∞0 ∈ ⟨Γ⟩,
and hence Aut(Γ) = Aut(Q;<). By Lemma 4.31 we have that Γ is essentially crisp
or lex ∈ Pol(Q; ⟨Γ⟩∞0 ). If Γ is not essentially crisp, we have lex ∈ Pol(Q; ⟨Γ⟩∞0 ), and
lex ∈ fPol(Γ) ⊆ fPol(Γ′) by Lemma 4.32. Then VCSP(Γ′) is in P by Lemma 4.29
and Condition (3) holds. Suppose that Γ is essentially crisp. Then by Lemma 3.23
we have π21 ∈ fPol(Γ). Since const ̸∈ fPol(Γ), we have const ̸∈ Pol(Feas(Γ)) (see Re-
mark 3.20). Since ⟨Γ⟩ does not contain any of the relations Betw, Cycl, Sep, T3, −T3,
or Dis, none of these relations are primitively positively definable in Feas(Γ). By The-
orem 4.18, Pol(Feas(Γ)) ⊆ Pol(Feas(Γ′)) contains min, mx, mi, ll, or one of their duals
and CSP(Feas(Γ′)) is in P. By Remark 1.32, VCSP(Γ′) is in P. By Remark 3.20, fPol(Γ)
contains min, mx, mi, ll, or one of their duals. Therefore, (4) holds.

Recall from Section 1.3 that a valued structure Γ with Aut(Q;<) ⊆ Aut(Γ) has
a quantifier-free first-order definition in Aut(Q;<) with the defining formulas being
disjunctions of conjunctions of atomic formulas over (Q;<). We continue by proving that
the complexity dichotomy we gave in Theorem 4.33 is decidable, using the representation
of Γ by a first-order definition in (Q;<) of the form described above.

Remark 4.34. We also obtain decidability if arbitrary first-order formulas may be used
for defining the valued relations, because every first-order formula can be effectively
transformed into a quantifier-free formula. This holds more generally over so-called
finitely bounded homogeneous structures; see, e.g., [75, Proposition 7]. Without the
finite boundedness assumption, the problem can become undecidable [28].
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Proposition 4.35. Given a first-order definition of a valued structure Γ with a finite
signature in (Q;<), it is decidable whether VCSP(Γ) is in P or NP-complete.

Proof. Recall that if Γ has a first-order definition in (Q;<), then Aut(Q;<) ⊆ Aut(Γ)
and, in particular, VCSP(Γ) is in NP by Theorem 1.14. By Theorem 4.33, VCSP(Γ) is
in P or NP-complete. If P = NP, then the decision problem is trivial. Suppose that
P ̸= NP. Then in the statement of Theorem 4.33, item (1) and the union of (2)–(4)
is disjoint. Since Γ has a finite signature, we can decide whether const improves Γ,
i.e., whether (2) holds. Similarly, we can decide whether lex improves Γ. By the last
sentence of Theorem 4.18 applied to Γ̂ we can decide whether one of the operations
min, mx, mi, ll, or one of their duals preserves Γ̂. Therefore, we can decide whether
(3) holds. Finally, we can decide whether π21 improves Γ. If yes, Γ is essentially crisp
by Lemma 3.23. In this case fPol(Γ) contains min, mx, mi, ll, or one of their duals if
and only if Pol(Feas(Γ)) does (Proposition 3.22 and Remark 3.20), which can be decided
by Theorem 4.18. It follows that we can decide whether union of (2)–(4) holds, which
implies the statement.

We reformulate Theorem 4.33 with two mutually exclusive cases that capture the
respective complexities of the VCSPs.

Corollary 4.36. Let Γ be a valued structure such that Aut(Q;<) ⊆ Aut(Γ) and let the
signature of Γ be finite. Then exactly one of the following holds.

1. ⟨Γ⟩ contains one of the relations Betw, Cycl, Sep, T3, −T3, or Dis. In this case,
VCSP(Γ) is NP-complete.

2. (Q; ⟨Γ⟩∞0 ) is preserved by one of the operations const, min, mx, mi, ll, or one of
their duals. In this case, VCSP(Γ) is in P.

Proof. Let Γ′ := (Q; ⟨Γ⟩∞0 ). Theorem 4.18 states that either Γ′ primitively positively
defines one of the relations Betw, Cycl, Sep, T3, −T3, Dis, or Pol(Γ′) contains const,
min, mx, mi, ll, or one of their duals. Clearly, Γ′ primitively positively defines a relation
R is and only if R ∈ ⟨Γ⟩∞0 , which is the case if and only if R ∈ ⟨Γ⟩.

It remains to discuss the implications for the complexity of VCSP(Γ). If (1) holds,
then VCSP(Γ) is NP-complete by Theorem 4.33. On the other hand, if (1) does not
hold, one of the cases (2)–(4) in Theorem 4.33 applies and VCSP(Γ) is in P.

Note that the corollary above implies that if Aut(Q;<) ⊆ Aut(Γ), then the com-
plexity of VCSP(Γ) is up to polynomial-time reductions determined by the complexity
of the crisp relations Γ can express. Loosely speaking, the complexity of such a VCSP
is determined solely by the CSPs that can be encoded in this VCSP via expressibility.
We formulate an alternative and more concise variant of the previous result.

Corollary 4.37. Let Γ be a valued structure such that Aut(Q;<) ⊆ Aut(Γ) and let the
signature of Γ be finite. Then exactly one of the following holds.

1. Γ pp-constructs K3. In this case, VCSP(Γ) is NP-complete.
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2. (Q; ⟨Γ⟩∞0 ) has a pwnu polymorphism. In this case, VCSP(Γ) is in P.

Proof. Let Γ′ := (Q; ⟨Γ⟩∞0 ). By Theorem 1.14, VCSP(Γ) is in NP. By Proposition 2.22,
Γ pp-constructs K3 if and only if Γ′ pp-constructs K3 and in this case, VCSP(Γ) is
NP-complete by Corollary 2.17. Hence, it follows from Theorem 4.19 applied on Γ′ that
either (1) holds or (Q; ⟨Γ⟩∞0 ) has a pwnu polymorphism. Hence, if (Q; ⟨Γ⟩∞0 ) has a pwnu
polymorphism, then Γ does not pp-construct K3. By Proposition 4.20 and Theorem 4.3,
Betw, Cycl, Sep, T3, −T3, Dis /∈ ⟨Γ⟩ and therefore, item (2) from Corollary 4.36 applies
and VCSP(Γ) is in P.

Conjecture 2.24 states that, under some structural assumptions on Γ, VCSP(Γ) is
in P whenever Γ does not pp-construct K3 (and is NP-hard otherwise). All temporal
structures satisfy the assumptions of the conjecture and hence Corollary 4.37 confirms
the conjecture for the class of temporal VCSPs.

4.6 Discussion and open questions

We proved a complexity dichotomy for temporal VCSPs: VCSP(Γ) is in P or NP-
complete for every valued structure Γ such that Aut(Q;<) ⊆ Aut(Γ). Moreover, we
showed that the meta-problem of deciding whether VCSP(Γ) is in P or NP-complete for
a given Γ is decidable. As a side product of our proof, we obtain that the complexity
of every such VCSP is captured by the classical relations that it can express, in other
words, by the CSPs that are encoded in this VCSP. Our results confirm Conjecture 2.24
for all temporal valued structures.

The proof of our decidability result (Proposition 4.35) is based on the distinction of
two cases depending on whether P=NP. Typical results on decidability of such meta-
problems in the theory of (V)CSPs are rather formulated by deciding the algebraic
conditions that imply the respective complexities, more concretely, deciding the presence
of certain (fractional) polymorphisms. This can often be checked by the naive approach,
as long as the signature of the structure is finite. However, if we wanted to do so in our
case, we would have to check for polymorphisms of the structure (Q; ⟨Γ⟩∞0 ), which has
an infinite signature by definition. This motivates the following question.

Question 4.38. Let Γ be a valued structure such that Aut(Q;<) ⊆ Aut(Γ) and let the
signature of Γ be finite. Given a first-order definition of Γ in (Q;<), is it decidable
whether Γ pp-constructs K3, equivalently, whether item (2) in Corollary 4.36 holds?

In analogy to the development of the results on infinite-domain CSPs, we propose
the class of valued structures that are preserved by all automorphisms of the countable
random graph (see Example 1.17) as a natural next step in the complexity classification
of VCSPs on infinite domains.

Question 4.39. Does the class of VCSPs of all valued structures Γ over a finite signature
such that Aut(Γ) contains the automorphism group of the countable random graph exhibit
a P vs. NP-complete dichotomy? In particular, is VCSP(Γ) in P whenever Γ does not
pp-construct K3?
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A positive answer to the second question in Question 4.39 would confirm Conjec-
ture 2.24 for valued structures preserved by all automorphisms of the countable random
graph.
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Chapter 5

Resilience

In this chapter, we study the resilience problem for conjunctive queries and, more gener-
ally, unions of conjunctive queries. We generally work with Boolean queries, i.e., queries
without free variables. A resilience problem is parameterized by a query µ. The input
to the problem is a finite database A and the question is how many tuples need to be
removed from the relations of A so that A does not satisfy µ. This number is called
the resilience of A (with respect to µ). We introduce the problem formally in the next
section.

Significant efforts have been invested into classifying the complexity of such resilience
problems depending on the query µ, concentrating on the case that µ is a conjunctive
query [45, 46, 65]. Notably, research has identified several classes of conjunctive queries
for which the resilience problem is in polynomial time and others for which it is NP-
complete. A general classification, however, has remained open. In this chapter, we
present a surprising link between the resilience problem for (unions of) conjunctive
queries under bag semantics and VCSPs and show how the theory of VCSPs can be
applied to classify complexity of resilience problems. The original results in this chapter
have been published in [30].

5.1 Conjunctive queries and bag databases

A conjunctive query over a (relational) signature τ is a primitive positive τ -sentence
and a union of conjunctive queries is a (finite) disjunction of conjunctive queries. Note
that every existential positive sentence can be written as a union of conjunctive queries.
Let τ be a finite relational signature and µ a union of conjunctive queries over τ . The
input to the resilience problem for µ consists of a relational τ -structure A with a finite
domain, called a database1, and the task is to compute the number of tuples that have to
be removed from relations of A so that A does not satisfy µ. This number is called the
resilience of A (with respect to µ). As usual, this can be turned into a decision problem

1To be precise, a finite relational structure is not exactly the same as a database because the latter
may not contain elements that are not contained in any relation. This difference, however, is inessential
for the problems studied in this thesis.
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Fixed: a relational signature τ , a subset σ ⊆ τ , and a union µ of conjuctive queries
over τ .
Input: A bag database A in signature τ and u ∈ N.
m := minimal number of tuples to be removed from the relations in
{RA | R ∈ τ \ σ} so that A ̸|= µ.
Output: Is m ≤ u?

Figure 5.1: The resilience problem considered in this paper.

where the input also contains a natural number u ∈ N and the question is whether the
resilience is at most u. Clearly, A does not satisfy µ if and only if its resilience is 0.

A natural variation of the problem is that the input database is a bag database,
meaning that it may contain tuples with multiplicities; this variant of the problem
appears first in [65]. Formally, a multiset relation on a set A of arity k is a multiset with
elements from Ak and a bag database A over a relational signature τ consists of a finite
domain A and for every R ∈ τ of arity k, a multiset relation RA of arity k. A bag database
A satisfies a union of conjunctive queries µ if the relational structure obtained from A
by forgetting the multiplicities of tuples in its relations satisfies µ. In this thesis, we
focus on bag databases, which are of importance because they represent SQL databases
more faithfully than set databases [37]. Note that if the resilience problem of a query µ
can be solved in polynomial time on bag databases, then it can be solved in polynomial
time on set databases as well. Regarding the converse, Makhija and Gatterbauer [65]
identify a conjunctive query for which the resilience problem on bag databases is NP-hard
whereas the resilience problem on set databases is in P.

The basic resilience problem defined above can be generalized by admitting the dec-
oration of databases with a subsignature σ ⊆ τ , in this way declaring all tuples in RA,
R ∈ σ, to be exogenous. This means that we are not allowed to remove such tuples
from A to make µ false; the tuples in the other relations are then called endogenous.
For brevity, we also refer to the relations in σ as being exogenous and those in τ \ σ as
being endogenous. If not specified, then σ = ∅, i.e., all tuples are endogenous. As an
alternative, one may also declare individual tuples as being endogenous or exogenous.
Under bag semantics, however, this case can be reduced to the one studied here (see
Remark 5.9). The resilience problem that we study is summarized in Figure 5.1. Note
that this problem is always in NP independently from µ.

The canonical database of a conjunctive query µ with relational signature τ is the
relational τ -structure A whose domain are the variables of µ and where x̄ ∈ RA for
R ∈ τ if and only if µ contains the conjunct R(x̄). Conversely, the canonical query of
a relational τ -structure A is the conjunctive query whose variable set is the domain A
of A, and which contains for every R ∈ τ and t ∈ RA the conjunct R(t).

Remark 5.1. All terminology introduced for τ -structures also applies to conjunctive
queries with signature τ : by definition, the query has the property if the canonical
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x y z 0 1

Figure 5.2: The query µ from Example 5.2 (on the left) and the corresponding structure
B (on the right).

database has the property.

We now give an example of how a resilience problem can be represented as a VCSP
using an appropriately chosen valued structure.

Example 5.2. The following query is taken from [66]; the authors show how to solve its
resilience problem without multiplicities in polynomial time by a reduction to a max-flow
problem. Let µ be the query

∃x, y, z
(
R(x, y) ∧ S(y, z)

)
.

Observe that a finite τ -structure satisfies µ if and only if it does not have a homomor-
phism to the τ -structure B with domain B = {0, 1} and the relations RB = {(0, 1), (1, 1)}
and SB = {(0, 0), (0, 1)} (see Figure 5.2). We turn B into the valued structure Γ with
domain {0, 1} where RΓ = (RB)10 and SΓ = (SB)10; note that Γ is the valued structure Γ
from Example 2.6. Then VCSP(Γ) is precisely the resilience problem for µ (with multi-
plicities). We will reprove the result from [65] that even with multiplicities, the problem
can be solved in polynomial time (see Example 5.14).

Example 5.3. Let µ be the conjunctive query

∃x, y, z(R(x, y) ∧ S(x, y, z)).

This query is linear in the sense of Freire, Gatterbauer, Immerman, and Meliou and thus
its resilience problem without multiplicities can be solved in polynomial time (Theorem
4.5 in [66]; also see Fact 3.18 in [44]). Our results reprove the result from [65] that this
problem remains polynomial-time solvable with multiplicities (see Example 5.20).

Remark 5.4. Consider the computational problem of finding tuples to be removed from
the input database A so that A ̸|= µ. We observe that if the resilience problem (with or
without multiplicities) for a union µ of conjunctive queries is in P, then this problem
also is in P. To see this, let u ∈ N be threshold. If u = 0, then no tuple needs to be
found and we are done. Otherwise, for every tuple t in a relation RA, we remove all
copies of t from RA and test the resulting database with the threshold u−m, where m is
the multiplicity of t. If the modified instance is accepted, then t is a correct tuple to be
removed and we may proceed to find a solution of this modified instance. Otherwise we
return a step back and try to remove a different tuple.
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5.2 Connectivity

We show that when classifying the resilience problem for conjunctive queries, it suffices
to consider queries that are connected. A relational τ -structure is connected if it cannot
be written as the disjoint union of two relational τ -structures with non-empty domains.

Lemma 5.5. Let ν1, . . . , νk be conjunctive queries such that νi does not imply νj if i ̸= j.
Then the resilience problem for ν := ν1 ∧ · · · ∧ νk is NP-hard if the resilience problem
for one of the νi is NP-hard. Conversely, if the resilience problem is in P for each νi,
then the resilience problem for ν is in P as well. The same is true in the setting without
multiplicities and/or exogeneous relations.

Proof. We first present a polynomial-time reduction from the resilience problem of νi, for
some i ∈ {1, . . . , k}, to the resilience problem of ν. Given an instance A of the resilience
problem for νi, let m be the number of tuples in relations of A. Let A′ be the disjoint
union of A with m copies of the canonical database of νj for every j ∈ {1, . . . , k} \ {i}.
Observe that A′ can be computed in polynomial time in the size of A and that the
resilience of A with respect to νi equals the resilience of A′ with respect to ν.

Conversely, if the resilience problem is in P for each νi, then also the resilience
problem for ν is in P: given an instance A of the resilience problem for ν, we compute
the resilience of Aj with respect to νi for every i ∈ {1, . . . , k}, and the minimum of all
the resulting values.

The same proof works in the setting without multiplicities.

Corollary 5.6. Let ν1, . . . , νk be conjunctive queries such that νi does not imply νj if
i ̸= j. Let ν = ν1 ∧ · · · ∧ νk and suppose that ν occurs in a union µ of conjunctive
queries. For i ∈ {1, . . . , k}, let µi be the union of queries obtained by replacing ν by
νi in µ. Then the resilience problem for µ is NP-hard if the resilience problem for one
of the µi is NP-hard. Conversely, if the resilience problem is in P for each µi, then
the resilience problem for µ is in P as well. The same is true in the setting without
multiplicities and/or exogeneous relations.

Proof. Follows immediately from Lemma 5.5.

By applying Corollary 5.6 finitely many times, we obtain that, when classifying the
complexity of the resilience problem for unions of conjunctive queries, we may restrict
our attention to unions of connected conjunctive queries.

5.3 Translating resilience problems to VCSPs

If µ is a union of conjunctive queries with signature τ , then a dual of µ is a relational τ -
structure B with the property that a finite relational τ -structure A has a homomorphism
to B if and only if A does not satisfy µ. The conjunctive query in Example 5.2, for
instance, even has a finite dual, namely, the structure B from the same example. As
will follow from Theorem 5.17, every connected µ has a countable dual; will discuss the
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existence of duals in detail in Section 5.4 and 5.5. To construct valued structures from
duals, we introduce the following notation.

Definition 5.7. Let B be a relational τ -structure and σ ⊆ τ . Define Γ(B, σ) to be the
valued τ -structure on the same domain as B such that

• for each R ∈ τ \ σ, RΓ(B,σ) := (RB)10, and

• for each R ∈ σ, RΓ(B,σ) := (RB)∞0 .

Note that Aut(B) = Aut(Γ(B, σ)) for any relational τ -structure B and any σ. The
following proposition shows how a dual of µ provides a valued constraint satisfaction
problem that is polynomial-time equivalent to the resilience problem for µ.

Proposition 5.8. Let µ be a union of connected conjunctive queries with a signature τ
and σ ⊆ τ . Then the resilience problem for µ where the relations from σ are exogenous
is polynomial-time equivalent to VCSP(Γ(B, σ)) for any dual B of µ.

Proof. Let B be a dual of µ. For every bag database A with a signature τ and with
exogenous relations from σ, let ϕ be the τ -expression obtained by adding atomic τ -
expressions S(x1, . . . , xn) according to the multiplicity of the tuples (x1, . . . , xn) in SA

for all S ∈ τ . Note that ϕ can be computed in polynomial time. Then the resilience of
A with respect to µ is at most u if and only if (ϕ, u) has a solution over Γ(B, σ).

To prove a polynomial-time reduction in the other direction, let ϕ be a τ -expression.
We construct a bag database A with a signature τ . The domain of A are the variables
that appear in ϕ and for every S ∈ τ , we put a tuple (x1, . . . , xn) in SA with a multiplicity
equal to the occurences of S(x1, . . . xn) as a summand of ϕ. The relations SA with S ∈ σ
are exogenous in A, the remaining ones are endogenous. Again, A can be computed in
polynomial time and the resilience of A with respect to µ is at most u if and only if
(ϕ, u) has a solution over Γ(B, σ).

In [65] one may find a seemingly more general notion of exogenous tuples in resilience
problems, where in a single relation there might be both endogenous and exogenous
tuples. However, using the operator Opt and a similar reduction as in Proposition 5.8,
one can show that classifying the complexity of resilience problems according to our
original definition also entails a classification of this variant.

Remark 5.9. Consider a union µ of conjunctive queries with the signature τ , let σ ⊆ τ ,
and let ρ ⊆ τ \ σ. Suppose we would like to model the resilience problem for µ where the
relations in σ are exogenous and the relations in ρ might contain both endogenous and
exogenous tuples. Let B be a dual of µ and Γ be the expansion of Γ(B, σ) where for every
relational symbol R ∈ ρ, there is also a relation (Rx)Γ = (RB)∞0 , i.e., a crisp relation
that takes values 0 and ∞. The resilience problem for µ with exogenous tuples specified as
above is polynomial-time equivalent to VCSP(Γ) by analogous reductions as in the proof
of Proposition 5.8. Note that (Rx)Γ = Opt

(
RΓ(B,σ)

)
for every R ∈ ρ, and therefore by

Lemma 1.27, VCSP(Γ) is polynomial-time equivalent to VCSP(Γ(B, σ)) and thus to the
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resilience problem for µ where the relations in σ are exogeneous and the relations in τ \σ
are purely endogeneous (Proposition 5.8). This justifies the restriction to our setting for
exogenous tuples. Moreover, the same argument shows that if resilience of µ with all
tuples endogenous is in P, then all variants of resilience of µ with exogenous tuples are
in P as well.

5.4 Finite duals

There is an elegant characterisation of the (unions of) conjunctive queries that have
a finite dual. To state it, we need some basic terminology from database theory.

Definition 5.10. The incidence graph of a relational τ -structure A is the bipartite
undirected multigraph whose first colour class is A, and whose second colour class consists
of expressions of the form R(t) where R ∈ τ has arity k, t ∈ Ak, and A |= R(t). An edge
ea,i,R(t) joins a ∈ A with R(t) if ti = a. A relational structure is called incidence-acyclic
(also known as Berge-acyclic) if its incidence graph is acyclic, i.e., it contains no cycles
(if two vertices are linked by two different edges, then they establish a cycle). A structure
is called a tree if it is incidence-acyclic and connected in the sense defined in Section 5.2.

The following theorem characterizes the existence of finite duals.

Theorem 5.11 ([72]; see also [43, 62]). A conjunctive query µ has a finite dual if and
only if the canonical database of µ is homomorphically equivalent to a tree. A union of
conjunctive queries has a finite dual if and only if the canonical database for each of the
conjunctive queries is homomorphically equivalent to a tree.

The theorem shows that in particular the query µ from Example 5.3 does not have
a finite dual, since the query given there is not incidence-acyclic and hence cannot be
homomorphically equivalent to a tree.

In the following result we combine the correspondence between resilience prob-
lems and VCSPs (Proposition 5.8) with the finite-domain VCSP dichotomy theorem
(Theorem 3.36), obtaining a complexity dichotomy for resilience problems of unions of
incidence-acyclic conjunctive queries.

Theorem 5.12. Let µ be a union of incidence-acyclic conjunctive queries with relational
signature τ and let σ ⊆ τ . Then the resilience problem for µ with exogenous relations
from σ is in P or NP-complete. Moreover, it is decidable whether the resilience problem
for a given µ is in P.

If µ is a union of conjunctive queries, each of which is homomorphically equivalent
to a tree and B is a finite dual of µ (which exists by Theorem 5.11), then exactly one of
the following applies:

• Γ(B, σ) has a cyclic fractional polymorphism. In this case, the resilience problem
for µ with exogeneous relations from σ is in P.

• Γ(B, σ) pp-constructs K3. In this case, the resilience problem for µ with exogeneous
relations from σ is NP-complete.
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Proof. By virtue of Corollary 5.6, we may assume for the P versus NP-complete di-
chotomy that each of the conjunctive queries in µ is connected and thus a tree. The same
is true also for the algebraic dichotomy since replacing a conjunctive query in a union
with a homomorphically equivalent one does not affect the complexity of resilience. Let
Γ := Γ(B, σ). By Proposition 5.8, VCSP(Γ(B, σ)) is polynomial-time equivalent to the
resilience problem for µ with exogeneous relations from σ. The algebraic and complexity
dichotomy therefore follows from Theorem 3.36.

Concerning the decidability of the tractability condition, it is known that the finite
dual of µ, and hence also Γ, can be effectively computed from µ (e.g., the construction
of the dual in [72] is effective). The existence of a fractional cyclic polymorphism for
a given valued structure Γ with finite domain and finite signature can be decided (see
Remark 3.37).

Remark 5.13. We mention that Theorem 5.12 also applies to (2-way) regular path
queries, which can be shown to always have a finite dual, more details can be found
in [31, Appendix B].

5.4.1 Examples

We give a few examples to illustrate the use of Theorem 5.12. We first revisit a known
tractable resilience problem from [44–46, 66] and show that the corresponding valued
structure has a fractional cyclic polymorphism.

Example 5.14. We revisit Example 5.2. Consider again the conjunctive query

µ := ∃x, y, z(R(x, y) ∧ S(y, z)).

There is a finite dual B of µ with domain {0, 1}, as described in Example 5.2 and the
example also describes a valued structure Γ, which is in fact Γ(B, ∅).

Let ω be the fractional operation given by ω(min2) = ω(max2) = 1
2 . The operation

ω is cyclic, see Example 3.28. Finally observe that in Example 2.6 and 3.15 we proved
that ω is a fractional polymorphism of Γ. Hence, ω is a cyclic fractional polymorphism
of Γ and by Theorem 5.12 the resilience problem for µ is in P, which reproves the results
from [45] (without multiplicities) and [65] (with multiplicities).

In the following example we generalize the approach from Example 5.14.

Example 5.15. Consider for n ≥ 1 the conjunctive query

µ := ∃x0, . . . , xn(R1(x0, x1) ∧ · · · ∧Rn(xn−1, xn)).

Let τ = {R1, . . . , Rn} be the signature of µ. We describe a finite dual B of µ. The
domain B consists of 2n−1 elements vS, which we index by a subset S of [n− 1]. Then
the dual satisfies Ri(vS , vT ) for S, T ⊆ [n− 1] and i ∈ {1, . . . , n} if and only if

• i < n and i /∈ T , or

91



CHAPTER 5. RESILIENCE

• i > 1 and (i− 1) ∈ S.

To see that B is indeed a dual of µ, let A be a finite relational τ -structure that does
not satisfy µ, and let a ∈ A. Let Sa be the set of all elements i ∈ [n− 1] such that there
exist elements ai+1, . . . , an ∈ A such that

A |= Ri+1(a, ai+1) ∧Ri+2(ai+1, ai+2) ∧ · · · ∧Rn(an−1, an).

We claim that a 7→ vSa, a ∈ A, defines a homomorphism h from A to B.

Suppose that a, b ∈ A are such that Rj(h(a), h(b)) does not hold in B for some j ∈ [n].
This implies that

• j = n and (n− 1) /∈ Sa, or

• j = 1 and 1 ∈ Sb, or

• j ∈ {2, . . . , n− 1}, (j − 1) /∈ Sa, and j ∈ Sb.

In all three cases, the definition of Sa and Sb and A ̸|= µ imply that Rj(a, b) does not
hold in A. This shows that h is a homomorphism.

Now suppose that A has a homomorphism to B. We have to show that A does not sat-
isfy µ. It suffices to show that B does not satisfy µ. Suppose for contradiction that there
are elements vS0 , . . . , vSn such that B satisfies R1(vS0 , vS1)∧ · · · ∧Rn(vSn−1 , vSn). Then
Rn(vSn−1 , vSn) implies that (n− 1) ∈ Sn−1. By induction, we obtain from Ri(vSi−1 , vSi)
that (i − 1) ∈ Si−1 for every i ∈ {2, . . . , n}. In particular, 1 ∈ S1. However, note that
R1(vS0 , vS1) by definition implies that 1 /∈ S1. We reached a contradiction, hence, B
does not satisfy µ.

Let f be the symmetric binary operation that maps (vS , vT ) to vS∪T , and let g be the
symmetric binary operation that maps (vS , vT ) to vS∩T . Define the binary symmetric
fractional operation ω by setting ω(f) = ω(g) = 1

2 . We claim that ω is a fractional
polymorphism of Γ(B, ∅).

Let i ∈ {1, . . . , n}. We have to show that for all vS , vT , vP , vQ ∈ B, it holds in Γ that

Ri(vS , vT ) +Ri(vP , vQ) ≥ Ri(f(vS , vP ), f(vT , vQ)) +Ri(g(vS , vP ), g(vT , vQ)) (5.1)

= Ri(vS∪P , vT∪Q) +Ri(vS∩P , vT∩Q).

First suppose that 1 < i < n. If the left-hand side in (5.1) is equal to 2, then the
disequality holds trivially. Whenever the left-hand side in (5.1) is equal to 1, we must
have (i− 1) ∈ S, (i− 1) ∈ P , i /∈ T , or i /∈ Q. Hence (i− 1) ∈ S ∪ P or i /∈ T ∩Q and
(5.1) holds. Finally, if the left-hand side in (5.1) is 0, then Ri(vS , vT ) = Ri(vP , vQ) = 0.
Thus we have (i−1) ∈ S or i /∈ T and at the same time (i−1) ∈ P or i /∈ Q. Therefore,
we have (i− 1) ∈ S ∩P , i /∈ T ∪Q, or both (i− 1) ∈ S ∪P and i /∈ T ∩Q. It follows that
Ri(vS∪P , vT∪Q) = Ri(vS∩P , vT∩Q) = 0. The case that i = 1 and the case that i = n can
be treated similarly. Therefore, ω is a cyclic fractional polymorphism of Γ(B, ∅), which
by Theorem 5.12 implies that the resilience problem for µ is in P.
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We finish this section with an example of an NP-complete resilience problem, where
the dual of the query is finite.

Example 5.16. Let
µ := ∃x, y, z(R(x, y) ∧R(y, z)).

There is a finite dual B of µ: B = ({0, 1};RB) where RB = {(0, 1)}. Note that
Γ(B, ∅) = Γmax from Example 1.2. We have seen in Example 2.18 that Γmax pp-
constructs ({0, 1}; OIT) and hence by Theorem 5.12, the resilience of µ is NP-complete.

5.5 Infinite duals

As shown in Section 5.4, conjunctive queries might not have a finite dual (see Theo-
rem 5.11 and Example 5.3), but unions of connected conjunctive queries always have a
countably infinite dual. Cherlin, Shelah and Shi [38] showed that in this case we may
even find a dual with an oligomorphic automorphism group (see Theorem 5.17 below).
This is the key insight to utilize Proposition 5.8 to phrase resilience problems as VC-
SPs of valued structures with oligomorphic automorphism groups. The not necessarily
connected case again reduces to the connected case by Corollary 5.6.

In Theorem 5.17 below we state a variant of a theorem of Cherlin, Shelah, and Shi [38]
(also see [9, 53,54]). If B is a relational structure, we write Bpp(m) for the expansion of
B by all relations that can be defined with a connected primitive positive formula (see
Remark 5.1) with at most m variables, at least one free variable, and without equality.
For a union of conjunctive queries µ over the signature τ , we write |µ| for the maximum
of the number of variables of each conjunctive query in µ, the maximal arity of τ , and
2.

Theorem 5.17. For every union µ of connected conjunctive queries over a finite rela-
tional signature τ there exists a relational τ -structure Bµ such that the following state-
ments hold:

1. (Bµ)pp(|µ|) is homogeneous.

2. Age(Bpp(|µ|)) is the class of all substructures of structures of the form App(|µ|) for
a finite structure A that satisfies ¬µ.

3. A countable τ -structure A satisfies ¬µ if and only if it embeds into Bµ.

4. Bµ is finitely bounded.

5. Aut(Bµ) is oligomorphic.

6. (Bµ)pp(|µ|) is finitely bounded.

Proof. The construction of a structure Bµ with the given properties follows from a proof
of Hubička and Nešetřil [53,54] of the theorem of Cherlin, Shelah, and Shi [38], and can
be found in [9, Theorem 4.3.8]. Properties (1), (2) and property (3) restricted to finite
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structures A are explicitly stated in [9, Theorem 4.3.8]. Property (3) restricted to finite
structures clearly implies property (4). Property (5) holds because reducts of homoge-
neous structures with a finite relational signature have an oligomorphic automorphism
group. Property (3) for countable structures now follows from Lemma 2.5.

Since we are not aware of a reference for (6) in the literature, we present a proof here.
Let σ be the signature of (Bµ)pp(|µ|). We claim that the following universal σ-sentence
ψ describes the structures in the age of (Bµ)pp(|µ|). If ϕ is a σ-sentence, then ϕ′ denotes
the τ -sentence obtained from ϕ by replacing every occurrence of R(x̄), for R ∈ σ \ τ , by
the primitive positive τ -formula η(x̄) for which R was introduced in (Bµ)pp(|µ|). Then
ψ is a conjunction of all σ-sentences ¬ϕ such that ϕ is primitive positive, ϕ′ has at most
|µ| variables, and ϕ′ implies µ. Clearly, there are finitely many conjuncts of this form.

Suppose that A ∈ Age(Bµ)pp(|µ|). Then A satisfies each conjunct ¬ϕ of ψ, because
otherwise Bµ satisfies ϕ′, and thus satisfies µ, contrary to our assumptions.

The interesting direction is that if a finite σ-structure A satisfies ψ, then A embeds
into (Bµ)pp(|µ|). Let ϕ be the canonical query of A. Let A′ be the canonical database
of the τ -sentence ϕ′. Suppose for contradiction that A′ |= µ. Let χ be a minimal
subformula of ϕ′ such that the canonical database of χ models µ. Then χ has at most
|µ| variables and implies µ, and hence ¬χ is a conjunct of of ψ which is not satisfied
by A, a contradiction to our assumptions. Therefore, A′ |= ¬µ and by Property (2), we
have that A′

pp(|µ|) has an embedding f into (Bµ)pp(|µ|).

We claim that the restriction of f to the elements of A is an embedding of A into
(Bµ)pp(|µ|). Clearly, if A |= R(x̄) for some relation R that has been introduced for
a primitive positive formula η, then A′ satisfies η(x̄), and hence Bµ |= η(f(x̄)), which in
turn implies that (Bµ)pp(|µ|) |= R(f(x̄)) as desired. Conversely, if (Bµ)pp(|µ|) |= R(f(x̄)),
then A′

pp(|µ|) |= R(x̄), and hence A′ |= η(x̄). This in turn implies that A |= R(x̄). Since
the restriction of f and its inverse preserve the relations from τ trivially, we conclude
that A embeds into (Bµ)pp(|µ|).

By Properties (1) and (6) of Theorem 5.17, Bµ is always a reduct of a finitely bounded
homogeneous structure and hence Aut(Bµ) contains the automorphism group of such
structure. By (3), Bµ is a dual of µ. For short, we write Γµ for Γ(Bµ, ∅) and Γµ,σ for
Γ(Bµ, σ) (see Definition 5.7). The existence of the structure Bµ motivates the following
corollary of Proposition 5.8 and Theorem 3.53.

Corollary 5.18. Let µ be a union of connected conjunctive queries over a finite signature
τ and σ ⊆ τ . Let B be a reduct of a finitely bounded homogeneous structure A with a
countable domain. If B is a dual of µ and Γ(B, σ) has a canonical and pseudo cyclic
fractional polymorphism with respect to Aut(A), then the resilience problem for µ with
exogeneous relations from σ is in P.

Proof. The resilience problem for µ with exogeneous relations from σ is polynomial-time
equivalent to VCSP(Γ(B, σ)) by Proposition 5.8. By the assumption, Aut(Γ(B, σ)) =
Aut(B) contains Aut(A). By Theorem 3.53, VCSP(Γ(B, σ)) is in P.
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For some queries µ, the structure Bµ can be replaced by a simpler structure Cµ.
This will be convenient for some examples that we consider later, because the structure
Cµ is homogeneous itself, which often simplifies the arguments. To define the respective
class of queries, we need the following definition. The Gaifman graph of a relational
structure A is the undirected graph with vertex set A where a, b ∈ A are adjacent if and
only if a ̸= b and there exists a tuple in a relation of A that contains both a and b. The
Gaifman graph of a conjunctive query is the Gaifman graph of the canonical database
of that query.

Theorem 5.19. For every union µ of connected conjunctive queries over a finite re-
lational signature τ such that the Gaifman graph of each of the conjunctive queries in
µ is complete, there exists a countable relational τ -structure Cµ such that the following
statements hold:

1. Cµ is finitely bounded and homogeneous.

2. Age(Cµ) is the class of all finite structures A that satisfy ¬µ.

Moreover, a countable τ -structure satisfies ¬µ if and only if it embeds into Cµ.

Proof. Let A1 and A2 be finite τ -structures that satisfy ¬µ such that the substructure
induced by A1 ∩ A2 in A1 and A2 is the same. Since the Gaifman graph of each of the
conjunctive queries in µ is complete, the union of the structures A1 and A2 satisfies ¬µ as
well. By Fräıssé’s Theorem (see, e.g., [51]) there is a countable homogeneous τ -structure
Cµ such that Age(Cµ) is the class of all finite structures that satisfy ¬µ; this shows that
Cµ is finitely bounded. The final statement follows from Lemma 2.5.

Note that Aut(Cµ) is oligomorphic and Cµ is a dual of µ. By Lemma 2.5, Cµ is
homomorphically equivalent to Bµ. Therefore, Γ(Cµ, σ) is homomorphically equivalent
to Γµ,σ for any σ ⊆ τ . We remark that for every µ satisfying the assumptions of
Theorem 5.19, there is a unique dual with these properties, up to isomorphism, see,
e.g., [9, Section 2.3].

5.5.1 Examples

We demonstrate how to use Corollary 5.18 to show tractability for a resilience problem.

Example 5.20. We revisit Example 5.3. Consider the conjunctive query

µ := ∃x, y, z (R(x, y) ∧ S(x, y, z))

over the signature τ = {R,S}. Note that the Gaifman graph of µ is complete; let Cµ be
the structure from Theorem 5.19 and recall that it is finitely bounded and homogeneous.
We construct a binary fractional polymorphism of Γ(Cµ, ∅) which is canonical and pseudo
cyclic with respect to Aut(Γ(Cµ, ∅)) = Aut(Cµ). Let M be the τ -structure with domain
(Cµ)2 and where
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1
2, t

2
2), (t

1
3, t

2
3)) ∈ SM if (t11, t

1
2, t

1
3) ∈ SCµ or (t21, t

2
2, t

2
3) ∈ SCµ.

Similarly, let N be the τ -structure with domain (Cµ)2 and where

• ((t11, t
2
1), (t

1
2, t

2
2)) ∈ RN if (t11, t

1
2) ∈ RCµ or (t21, t

2
2) ∈ RCµ,

• ((t11, t
2
1), (t

1
2, t

2
2), (t

1
3, t

2
3)) ∈ SN if (t11, t

1
2, t

1
3) ∈ SCµ and (t21, t

2
2, t

2
3) ∈ SCµ.

Note that M ̸|= µ and N ̸|= µ and hence there are embeddings f : M → Cµ and g : N →
Cµ. Both f and g regarded as operations on the set Cµ are pseudo cyclic (but in general
not cyclic) and canonical with respect to Aut(Cµ); this can be proved similarly as in
Example 3.48. Let ω be the fractional operation given by ω(f) = 1

2 and ω(g) = 1
2 . Then

ω is a binary fractional polymorphism of Γ: for t1, t2 ∈ (Cµ)2 we have

Eω[h 7→ R(h(t1, t2))] =
1

2
RΓ(f(t1, t2)) +

1

2
RΓ(g(t1, t2))

=
1

2

2∑
j=1

RΓ(tj). (5.2)

Therefore, ω improves R, and analogously, ω improves S.
We proved that Γ has a binary canonical pseudo cyclic fractional polymorphism. By

Corollary 5.18, the resilience problem for µ is in P, which reproves the results from [45]
(without multiplicities) and [65] (with multiplicities).

For the following conjunctive query µ, the NP-hardness of the resilience problem
without multiplicities was shown in [45]; to illustrate our method, we verify that the
structure ({0, 1}; OIT) has a pp-construction in Γµ and thus prove in a different way
that the resilience problem for µ (with multiplicities) is NP-hard.

Example 5.21 (Triangle query). Let τ be the signature that consists of three binary
relation symbols R, S, and T , and let µ be the conjunctive query

∃x, y, z
(
R(x, y) ∧ S(y, z) ∧ T (z, x)

)
.

Since the Gaifman graph of µ is NP-complete, the structure Cµ from Theorem 5.19
exists. Let Γ := Γ(Cµ, ∅). We provide a pp-construction of ({0, 1}; OIT) in Γ, which
proves NP-hardness of VCSP(Γ) by Corollary 2.17. By Proposition 5.8, this implies
that the resilience problem for µ is NP-complete. Since Γ is homomorphically equivalent
to Γµ, we also obtain a pp-construction of ({0, 1}; OIT) in Γµ (see Lemma 2.16).

Let C be the domain of Γ. In the following, for U ∈ {R,S, T} and variables x, y we
write 2U(x, y) for short instead of U(x, y) + U(x, y). Let ϕ(a, b, c, d, e, f, g, h, i) be the
expression

R(a, b) + 2S(b, c) + 2T (c, d) + 2R(d, e)

+ 2S(e, f) + 2T (f, g) + 2R(g, h) + S(h, i)
(5.3)

+ Opt(T )(i, g) + Opt(S)(h, f) + Opt(R)(g, e) + Opt(T )(f, d)

+ Opt(S)(e, c) + Opt(R)(d, b) + Opt(T )(c, a).
(5.4)

96



5.5. INFINITE DUALS

x y

z

R

ST
a b c d e f g h i

Figure 5.3: Example 5.21, visualisation of µ and ϕ. The thick edges correspond to crisp
constraints.

For an illustration of µ and ϕ, see Figure 5.3. Note that ϕ can be viewed as 7 non-
overlapping copies of µ (if we consider the doubled constraints as two separate con-
straints) with some constraints being crisp.

In what follows, we say that an atomic τ -expression holds if it evaluates to 0 and
an atomic τ -expression is violated if it does not hold. Since there are 7 non-overlapping
copies of µ in ϕ, the cost of ϕ is at least 7. Every assignment where

• all atoms in (5.4) hold, and

• either every atom at even position or every atom at odd position in (5.3) holds,

evaluates ϕ to 7 and hence is a solution to ϕ. Note that such an assignment exists
because Cµ is homogeneous and a dual of µ.

Let RT ∈ ⟨Γ⟩ be given by

RT (a, b, f, g) := Opt inf
c,d,e,h,i∈C

ϕ.

Note that RT (a, b, f, g) holds if and only if

• R(a, b) holds and T (f, g) does not hold, or

• T (f, g) holds and R(a, b) does not hold,

where the reverse implication uses that Cµ is homogeneous and embeds all finite structures
that do not satisfy µ. Define RS ∈ ⟨Γ⟩ by

RS(a, b, h, i) := Opt inf
c,d,e,f,g∈C

ϕ.

Note that RS(a, b, h, i) holds if and only if

• R(a, b) holds and S(h, i) does not hold, or

• S(h, i) holds and R(a, b) does not hold.

Next, we define the auxiliary relation R̃S(a, b, e, f) to be

Opt inf
c,d,g,h,i∈C

ϕ.

Note that R̃S(a, b, e, f) holds if and only if
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• both R(a, b) and S(e, f) hold, or

• neither R(a, b) and nor S(e, f) holds.

This allows us to define the relation

RR(u, v, x, y) := inf
w,z∈C

RS(u, v, w, z) + R̃S(x, y, w, z)

which holds if and only if

• R(u, v) holds and R(x, y) does not hold, or

• R(x, y) holds and R(u, v) does not hold.

Define M ∈ ⟨Γ⟩ as

M(u, v, u′, v′, u′′, v′′) := Opt inf
x,y,z∈C

(
R(x, y) + S(y, z) + T (z, x)

+ RR(u, v, x, y) +RS(u′, v′, y, z) +RT (u′′, v′′, z, x)
)
.

Note that R(x, y), S(y, z) and T (z, x) cannot hold at the same time and therefore we have
(u, v, u′, v′, u′′, v′′) ∈ M if and only if exactly one of of R(u, v), R(u′, v′), and R(u′′, v′′)
holds. Let ∆ be the pp-power of Γ of dimension two with signature {OIT} such that

OIT∆((u, v), (u′, v′), (u′′, v′′)) := M(u, v, u′, v′, u′′, v′′).

Then ∆ is homomorphically equivalent to ({0, 1}; OIT), witnessed by the homomorphism
from ∆ to ({0, 1}; OIT) that maps (u, v) to 1 if R(u, v) and to 0 otherwise, and the
homomorphism from ({0, 1}; OIT) to ∆ that maps 1 to any pair of vertices (u, v) ∈ RCµ

and 0 to any pair of vertices (u, v) /∈ RCµ. Therefore, Γ pp-constructs ({0, 1}; OIT).

As the next example shows, by declaring a relation exogenous we may obtain a
computationally easier resilience problem.

Example 5.22. Consider the conjunctive query

µ := ∃x, y, z(R(x, y) ∧ S(y, z) ∧ T ex(z, x))

over the signature τ = {R,S, T ex}, where R,S are endogeneous and T ex is exogeneous.
Note that the Gaifman graph of µ is complete; let Cµ be the homogeneous dual of µ
that embeds every countable structure that does not satisfy µ. We construct a binary
fractional polymorphism of Γ := Γ(Cµ, {T ex}), which is canonical and pseudo cyclic with
respect to Aut(Cµ). Let M be the τ -structure with the domain C2 and where

• ((t11, t
2
1), (t

1
2, t

2
2)) ∈ RM if and only if (t11, t

1
2) ∈ RCµ and (t21, t

2
2) ∈ RCµ,

• ((t11, t
2
1), (t

1
2, t

2
2)) ∈ SM if and only if (t11, t

1
2) ∈ SCµ or (t21, t

2
2) ∈ SCµ, and

• ((t11, t
2
1), (t

1
2, t

2
2)) ∈ (T ex)M if and only if (t11, t

1
2) ∈ (T ex)Cµ and (t21, t

2
2) ∈ (T ex)Cµ.
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Similarly, let N be the τ -structure with the domain C2 and where

• ((t11, t
2
1), (t

1
2, t

2
2)) ∈ RN if and only if (t11, t

1
2) ∈ RCµ or (t21, t

2
2) ∈ RCµ,

• ((t11, t
2
1), (t

1
2, t

2
2)) ∈ SN if and only if (t11, t

1
2) ∈ SCµ and (t21, t

2
2) ∈ SCµ, and

• ((t11, t
2
1), (t

1
2, t

2
2)) ∈ (T ex)N if and only if (t11, t

1
2) ∈ (T ex)Cµ and (t21, t

2
2) ∈ (T ex)Cµ.

Note that M ̸|= µ and hence there exists an embedding f : M → Cµ. Similarly, there
exists an embedding g : N → Cµ. Clearly, both f and g regarded as operations on the
set C are pseudo cyclic and canonical with respect to Aut(Cµ). Let ω be the fractional
operation given by ω(f) = 1

2 and ω(g) = 1
2 . Then ω is a binary fractional polymorphism

of Γ: for t1, t2 ∈ (Cµ)2 we have∑
h∈O(2)

ω(h)RΓ(h(t1, t2)) =
1

2
RΓ(f(t1, t2)) +

1

2
RΓ(g(t1, t2))

=
1

2

2∑
j=1

RΓ(tj). (5.5)

so ω improves R, and similarly we see that ω improves S.
Finally, ω improves T ex, since the right-hand side of the inequality

∑
h∈O(2)

ω(h)(T ex)Γ(h(t1, t2)) =
1

2
(T ex)Γ(f(t1, t2)) +

1

2
(T ex)Γ(g(t1, t2)) ≤ 1

2

2∑
j=1

(T ex)Γ(tj),

is equal to ∞ whenever tj /∈ (T ex)Cµ for some j.
It follows that Γ has a fractional polymorphism that is canonical and pseudo cyclic

with respect to Aut(Cµ), which by Corollary 5.18 implies that the resilience problem for
µ where T ex is exogeneous is in P.

We finish this section with an example that shows that for tractability proofs via
Corollary 5.18 we cannot limit ourselves to binary fractional polymorphisms.

Example 5.23. Consider the conjunctive query

µ := ∃x, y (R(x, y) ∧R(y, x))

and observe that its resilience problem is in P: if A is the input database, and both (a, b)
and (b, a) lie in RA, we remove all copies of the pair with the smaller multiplicity.

Let Cµ be the homogeneous dual of µ that embeds every countable structure A that
does not satisfy µ. Let C be the domain of Cµ and let Γ := Γ(Cµ, ∅). We show that Γ
has a ternary canonical pseudo cyclic fractional polymorphism (with respect to Aut(Cµ)),
which implies tractability of VCSP(Γ) (Theorem 3.53) and of the resilience problem for
µ (Corollary 5.18). To increase readability, we introduce a relation R̃Cµ = {(a, b) |
(b, a) ∈ RCµ}; this relation is not in the signature of Cµ. Note that since Cµ |= ¬µ, for
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every a, b ∈ C, we have precisely one of the following: (a, b) ∈ RCµ, (a, b) ∈ R̃Cµ, or
(a, b) /∈ RCµ ∪ R̃Cµ.

Let M be an {R}-structure with the domain C3 such that

M |= R((x, y, z), (u, v, w))

if and only if at least one of the following is true:

(1) at least two of (x, u), (y, v), (z, w) lie in RCµ;

(2) (x, u) ∈ RCµ, (y, v) ∈ R̃Cµ and (z, w) /∈ RCµ ∪ R̃Cµ;

(3) (x, u) /∈ RCµ ∪ R̃Cµ, (y, v) ∈ RCµ and (z, w) ∈ R̃Cµ;

(4) (x, u) ∈ R̃Cµ, (y, v) /∈ RCµ ∪ R̃Cµ and (z, w) ∈ RCµ.

Note that items (2)-(4) are just cyclic shifts of the same condition. It is straightforward
to verify that M |= ¬µ: for example, if M |= R((x, y, z), (u, v, w)) because of item (1),
then at least two of (u, x), (v, y), (w, z) lie in R̃Cµ and hence M |= ¬R((u, v, w), (x, y, z))
by definition. Therefore, there is an embedding f of M into Cµ. By the definition of M,
the operation f is pseudo cyclic and canonical with respect to Aut(Cµ) (this is easy to
see because Cµ is homogeneous, see a similar argument in Example 3.48). The idea is
that f has the behavior of a majority operation on orbits of pairs.

Let N be an {R}-structure with the domain C3 such that

N |= R((x, y, z), (u, v, w))

if and only if at least one of the following is true:

(5) (x, u), (y, v), (z, w) ∈ RCµ;

(6) one of (x, u), (y, v), (z, w) lies in RCµ, and the remaining two lie in R̃Cµ;

(7) one of (x, u), (y, v), (z, w) lies in RCµ, and the remaining two do not lie in RCµ∪R̃Cµ,
or

(8) (x, u) ∈ R̃Cµ, (y, v) ∈ RCµ and (z, w) /∈ RCµ ∪ R̃Cµ;

(9) (x, u) /∈ RCµ ∪ R̃Cµ, (y, v) ∈ R̃Cµ and (z, w) ∈ RCµ, or

(10) (x, u) ∈ RCµ, (y, v) /∈ RCµ ∪ R̃Cµ and (z, w) ∈ R̃Cµ.

Note that items (4)-(6) are just cyclic shifts of the same condition. Again one can
verify that N |= ¬µ, because Cµ |= ¬µ. Therefore, there is an embedding g of N into
Cµ. By the definition of N, the operation g is pseudo cyclic and canonical with respect
to Aut(Cµ); it has the behavior of a minority operation on orbits of pairs.
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Let ω be the ternary fractional operation defined by ω(f) = 2/3 and ω(g) = 1/3.
Note that ω is pseudo cyclic and canonical ternary fractional operation on C. We show
that ω ∈ fPol(Γ). Let (x, u), (y, v), (z, w) ∈ C2. We want to verify that

Eω

[
h 7→ R

(
h

((
x
u

)
,

(
y
v

)
,

(
z
w

)))]
≤ 1

3
(R(x, u) +R(y, v) +R(z, w)),

equivalently

2R

(
f

((
x
u

)
,

(
y
v

)
,

(
z
w

)))
+R

(
g

((
x
u

)
,

(
y
v

)
,

(
z
w

)))
≤ R(x, u) +R(y, v) +R(z, w).

(5.6)

We break into cases:

• If (x, u), (y, v), (z, w) ∈ RCµ, then by item (1) and (5) the left-hand side of (5.6)
evaluates to 0 and hence (5.6) holds.

• If exactly two of (x, y), (y, v), (z, w) lie in RCµ, then by item (1) the left-hand side
of (5.6) is at most 1 and hence (5.6) holds.

• If exactly one of (x, y), (y, v), (z, w) lies in RCµ, then precisely one of the conditions
(2)-(4), (6)-(10) applies and therefore the left-hand side of (5.6) is at most 2.
Therefore, (5.6) holds.

• If (x, u), (y, v), (z, w) /∈ RCµ, then (5.6) holds trivially since the left-hand side is
always at most 3.

We conclude that ω ∈ fPol(Γ).
We show that there is no binary fractional polymorphism of Γ that is canonical and

pseudo cyclic with respect to Aut(Cµ). Suppose for contradiction that χ ∈ fPol(Γ) is
binary, canonical, and pseudo cyclic. Let (a, b) ∈ RCµ. Since χ ∈ fPol(Γ), we have

Eχ

[
h 7→ R

(
h

((
a
b

)
,

(
b
a

)))]
≤ 1

2
(R(a, b) +R(b, a)) =

1

2
.

This implies that

χ

({
h ∈ O(2)

∣∣∣∣R(h((ab
)
,

(
b
a

)))
= 1

})
≤ 1

2
.

and hence

χ

({
h ∈ O(2)

∣∣∣∣R(h((ab
)
,

(
b
a

)))
= 0

})
≥ 1

2
. (5.7)

Let h ∈ O(2) be binary, canonical and pseudo cyclic and such that

R

(
h

((
a
b

)
,

(
b
a

)))
= 0,
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x y

S R

Figure 5.4: Visualisation of the query µ from (5.8).

in other words, h((a, b), (b, a)) ∈ RCµ. By flipping the entries, we get h((b, a), (a, b)) ∈
R̃Cµ. On the other hand, by pseudo cyclicity, h((b, a), (a, b)) lies in the same orbit of
Aut(Cµ) as h((a, b), (b, a)) ∈ RCµ. However, RCµ and R̃Cµ are two disjoint orbits of
pairs of Aut(Cµ) and therefore such h cannot exist. Therefore, the set in (5.7) does not
contain any operations that are both canonical and pseudo cyclic, which contradicts the
assumption that χ is canonical and pseudo cyclic.

5.6 An example of formerly open complexity

We use our approach to settle the complexity of the resilience problem for a conjunc-
tive query that was mentioned as an open problem in [46, Section 8.5]; this result was
originally published in [30]. Let

µ := ∃x, y(S(x) ∧R(x, y) ∧R(y, x) ∧R(y, y)). (5.8)

Let τ = {R,S} be the signature of µ. To study the complexity of resilience of µ, it
will be convenient to work with a dual which has different model-theoretic properties
than the duals Bµ from Theorem 5.17 and Cµ from Theorem 5.19, namely a dual that
is a model-complete core. The advantage of working with model-complete cores is that
the structure is in a sense ‘minimal’ and therefore easier to work with in some concrete
examples.2

Proposition 5.24. There is a finitely bounded homogeneous dual B of µ such that the
valued τ -structure Γ := Γ(B, ∅) has a binary fractional polymorphism which is canonical
and pseudo cyclic with respect to Aut(B). Hence, VCSP(Γ) and the resilience problem
for µ are in P. The polynomial-time tractability result even holds for resilience of µ with
exogeneous relations from any σ ⊆ τ .

Proof. Since the Gaifman graph of µ is a complete graph, there exists the structure
Cµ as in Theorem 5.19. Let B be the model-complete core of Cµ. Note that B has
the property that a countable structure A maps homomorphically to B if and only if
A |= ¬µ; in particular, B is a dual of µ and B |= ¬µ. The structure Cµ is homogeneous,
and by Proposition 3.6, B is homogeneous as well. Let Γ := Γ(B, ∅).

2The model-complete core of Bµ would be a natural choice for the canonical dual of µ to work with
instead of Bµ. However, proving that the model-complete core has a finitely bounded homogeneous
expansion (so that, for example, Theorem 3.53 applies) requires introducing further model-theoretical
notions from Ramsey theory [69] which we want to avoid in this thesis.
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RS

Figure 5.5: Illustration of a finite substructure of B from the proof of Proposition 5.24
that contains representatives for all orbits of pairs of Aut(B). Arrows are not drawn on
undirected edges.

Note that

B |= ∀x
(
¬S(x) ∨ ¬R(x, x)

)
(5.9)

and B |= ∀x, y
(
x = y ∨R(x, y) ∨R(y, x)

)
. (5.10)

To see (5.10), suppose for contradiction that B contains distinct elements x, y such that
neither (x, y) nor (y, x) is in RB. Let B′ be the structure obtained from B by adding
(x, y) to RB. Then B′ |= ¬µ as well, and hence there is a homomorphism from B′ to
B by the properties of B. This homomorphism is also an endomorphism of B which is
not an embedding, a contradiction to the assumption that B is a model-complete core.

Also observe that

B |= ∀x, y
(
x = y ∨ (R(x, y) ∧R(y, x)) ∨ (S(x) ∧R(y, y)) ∨ (R(x, x) ∧ S(y))

)
. (5.11)

Suppose for contradiction that (5.11) does not hold for some distinct x and y. Then
¬S(x) ∨ ¬R(y, y) and ¬R(x, x) ∨ ¬S(y), i.e., ¬S(x) ∧ ¬R(x, x), or ¬S(x) ∧ ¬S(y), or
¬R(y, y) ∧ ¬R(x, x), or ¬R(y, y) ∧ ¬S(y). In each of these cases we may add both R-
edges between the distinct elements x and y to B and obtain a structure not satisfying
µ, which leads to a contradiction as above.

For an illustration of a finite substructure of B which contains a representative for
every orbit of pairs under the action of Aut(B), see Figure 5.5.

Claim 1. For every finite relational τ -structure A that satisfies ¬µ and the sentences
in (5.10) and (5.11), there exists a strong homomorphism to B, i.e., a homomorphism
that also preserves the complements of R and S. First observe that B embeds the
countably infinite complete graph, where R is the edge relation and precisely one element
lies in the relation S; this is because this structure maps homomorphically to B and
unless embedded, it contradicts B ̸|= µ. In particular, there are infinitely many x ∈ B
such that B |= ¬S(x) ∧ ¬R(x, x) and by (5.11), for every y ∈ B, x ̸= y, we have
B |= R(x, y) ∧R(y, x).
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To prove the claim, let A be a finite structure that satisfies ¬µ and the sentences
in (5.10) and (5.11). For a homomorphism h from A to B, let

s(h) := |{x ∈ A | A |= ¬S(x) ∧B |= S(h(x))}|

and
r(h) := |{(x, y) ∈ A2 | A |= ¬R(x, y) ∧B |= R(h(x), h(y))}|.

Let h be a homomorphism from A to B, which exists since A |= ¬µ. If s(h) + r(h) = 0,
then h is a strong homomorphism and there is nothing to prove. Suppose therefore
s(h) + r(h) > 0. We construct a homomorphism h′ such that r(h′) + s(h′) < r(h) + s(h).
Since r(h) + s(h) is finite, by applying this construction finitely many times, we obtain
a strong homomorphism from A to B.

If s(h) > 0, then there exists a ∈ A \ SA such that h(a) ∈ SB. By (5.9), B ̸|=
R(h(a), h(a)) and hence A ̸|= R(a, a). By (5.11), A |= R(a, a′) ∧ R(a′, a) for every
a′ ∈ A, a′ ̸= a. Pick b ∈ B \ h(A) such that B |= ¬S(b) ∧ ¬R(b, b) and define

h′(x) :=

{
b if x = a,

h(x) otherwise.

Observe that h′ is a homomorphism, s(h′) < s(h) and r(h′) = r(h). If r(h) > 0, then
there exists (x, y) ∈ A2\RA such that (h(x), h(y)) ∈ RB. If x = y, the argument is similar
as in the case s(h) > 0. Finally, if x ̸= y, then A |= (S(x) ∧ R(y, y)) ∨ (R(x, x) ∧ S(y)),
because A satisfies the sentence in (5.11). Since A satisfies the sentence in (5.10), A |=
R(y, x). Since h is a homomorphism, we have

B |= R(h(x), h(y)) ∧R(h(y), h(x))

∧ ((S(h(x)) ∧R(h(y), h(y))) ∨ (R(h(x), h(x)) ∧ S(h(y)))),

which contradicts B ̸|= µ.

Claim 2. Every finite relational τ -structure A that satisfies ¬µ and the universal
sentences in (5.10) and (5.11) embeds into B, in particular, B is finitely bounded. Let
A be such a structure. By Theorem 5.19, there is an embedding e of A into Cµ. Since Cµ

is homogeneous and embeds every finite relational τ -structure that satisfies ¬µ, there
exists a finite substructure A′ of Cµ satisfying the sentences in (5.10) and (5.11) such
that e(A) is a substructure of A′ and for all distinct a, b ∈ A there exists s ∈ SA′

such
that Cµ |= R(e(a), s) ∧ R(s, e(b)). By Claim 1, there is a strong homomorphism h from
A′ to B.

We claim that h ◦ e is injective and therefore an embedding of A into B. Suppose
there exist distinct a, b ∈ A such that h(e(a)) = h(e(b)). Since e(A) satisfies the sentence
in (5.10), we have B |= R(h(e(a)), h(e(a))). Let s ∈ SA′

be such that Cµ |= R(e(a), s) ∧
R(s, e(b)). Hence,

B |= S(h(s)) ∧R(h(e(a)), h(s)) ∧R(h(s), h(e(a))) ∧R(h(e(a)), h(e(a))),
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a contradiction to B ̸|= µ. It follows that h ◦ e is an embedding of A into B.

We define τ -structures M,N with domain B2 as follows. For all x1, x2, y1, y2, x, y ∈ B
define

M,N |= R
(
(x1, y1), (x2, y2)

)
if B |= R(x1, x2) ∧R(y1, y2), (5.12)

M,N |= S
(
(x, y)

)
if B |= S(x) ∧ S(y) (5.13)

M |= S
(
(x, y)

)
if B |= S(x) ∨ S(y) (5.14)

N |= R
(
(x, y), (x, y)

)
if B |= R(x, x) ∨R(y, y). (5.15)

Add pairs of distinct elements to RM and RN such that both M and N satisfy the
sentence in (5.11) (note that no addition of elements to SM and SN is needed). Finally,
add ((x1, y1), (x2, y2)) to RM and ((x2, y2), (x1, y1)) to RN if at least one of the following
cases holds:

(A) B |= S(x1) ∧R(x1, x2) ∧R(x2, x2) ∧R(y2, y2) ∧R(y2, y1) ∧ S(y1),

(B) B |= R(x1, x1) ∧R(x1, x2) ∧ S(x2) ∧ y1 = y2 ∧R(y1, y2),

(C) B |= S(y1) ∧R(y1, y2) ∧R(y2, y2) ∧R(x2, x2) ∧R(x2, x1) ∧ S(x1),

(D) B |= R(y1, y1) ∧R(y1, y2) ∧ S(y2) ∧ x1 = x2 ∧R(x1, x2).

Conditions (A) and (B) are illustrated in Figure 5.6; conditions (C) and (D) are obtained
from (A) and (B) by replacing x by y. Note that for (x1, y1) = (x2, y2), none of the
conditions (A)-(D) is ever satisfied. No other atomic formulas hold on M and N. Note
that both M and N satisfy the property stated for B in (5.9).

Claim 3. M and N satisfy the sentence in (5.10). We prove the statement for M;
the proof for N is similar. Let (x1, y1), (x2, y2) ∈ B be such that (x1, y1) ̸= (x2, y2) and
M |= ¬R((x2, y2), (x1, y1)). Since M satisfies the sentence in (5.11), we must have either
that M |= S(x1, y1) ∧ R((x2, y2), (x2, y2)) or that M |= S(x2, y2) ∧ R((x1, y1), (x1, y1)).
Suppose the former is true; the other case is treated analogously. Then B |= R(x2, x2)∧
R(y2, y2) and B |= S(x1) ∨ S(y1). If B |= S(x1), then x1 ̸= x2 and by (5.10) we
have B |= R(x1, x2) ∨ R(x2, x1). By (5.10) and (5.11) for (y1, y2), we obtain that
M |= R((x1, y1), (x2, y2)) by (5.12) or one of the conditions (A)-(D). The argument if
B |= S(y1) is similar with x and y switched.

Claim 4. M and N satisfy ¬µ. Let x1, x2, y1, y2 ∈ B. Suppose for contradiction that

M |= S(x1, y1) ∧R((x1, y1), (x2, y2)) ∧R((x2, y2), (x1, y1)) ∧R((x2, y2), (x2, y2)).

By the definition of M, we have B |= R(x2, x2) ∧ R(y2, y2) and B |= S(x1) ∨ S(y1).
Assume that B |= S(x1); the case B |= S(y1) is analogous.
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(A)
x1 x2

y1

y2

(x1, y1)

(x2, y2)

M

(A)
x1 x2

y1

y2

(x1, y1)

(x2, y2)

N

(B)
x1 x2

y1 = y2
(x1, y1) (x2, y2)

M

(B)
x1 x2

y1 = y2
(x1, y1) (x2, y2)

N

Figure 5.6: An illustration of the conditions (A) and (B) in M and N.

By the assumption, M |= R((x1, y1), (x2, y2)). Then, by the definition of M, one of
the conditions (5.12), (A)-(D) holds, or

M |= ¬
(
S(x1, y1) ∧R((x2, y2), (x2, y2))

)
(recall that ((x1, y1), (x2, y2)) might have been added to RM so that M satisfies the
sentence in (5.11)). The last option is false by the assumption. By (5.9), B |= ¬S(x2)∧
¬S(y2), and hence neither (B) nor (D) holds. Therefore, one of the conditions (5.12),
(A), or (C) holds for ((x1, y1), (x2, y2)). Similarly, we obtain that one of the conditions
(5.12) or (B) holds for ((x2, y2), (x1, y1)), since M |= R((x2, y2), (x1, y1)) (to exclude (D)
we use the assumption that B |= S(x1) and hence x1 ̸= x2). This yields six cases and in
each of them we must have that B |= R(x1, x2) ∧ R(x2, x1) or B |= S(y1) ∧ R(y1, y2) ∧
R(y2, y1). Since B |= S(x1) ∧ R(x2, x2) ∧ R(y2, y2), this contradicts B |= ¬µ. Since
(x1, y1), (x2, y2) ∈ M were chosen arbitrarily, this shows that M |= ¬µ. The argument
for N is similar.

Claim 5. There is an embedding f of M into B and an embedding g of N into B. We
show the claim for M; the proof for N is analogous. By Lemma 2.5, it is enough to show
that every finite substructure of M embeds into B. By the definition of M and Claims
3 and 4, every finite substructure M satisfies (5.10), (5.11) and ¬µ and hence, by Claim
2, it embeds into B.

Let ω be the fractional operation over B defined by ω(f) = 1
2 and ω(g) = 1

2 .
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Claim 6. ω is pseudo cyclic and canonical with respect to the group Aut(B) = Aut(Γ).
Note that since B is homogeneous in a finite relational signature, two k-tuples of elements
of B lie in the same orbit if and only if they satisfy the same atomic formulas. Therefore,
the canonicity of f and g with respect to Aut(B) follows from the definition of M and
N: for (a, b) ∈ B2, whether B |= S(f(a, b)) only depends on whether M |= S(a, b) by
Claim 5, which depends only on the atomic formulas that hold on a and on b in B.
An analogous statement is true for atomic formulas of the form R(x, y) and x = y.
Therefore, f is canonical. The argument for the canonicity of g is analogous.

To see that f and g are pseudo cyclic, we show that f∗ and g∗ defined on 2-orbits (us-
ing the terminology of Remark 3.45) are cyclic. By the definition of f∗, we need to show
that for any a1, a2, b1, b2 ∈ B, the two pairs (f(a1, b1), f(a2, b2)) and (f(b1, a1), f(b2, a2))
satisfy the same atomic formulas. For the formulas of the form S(x) and R(x, y), this
can be seen from Claim 5 and the definition of M and N, since each of the condi-
tions (5.12),(5.13),(5.14),(5.15),(5.11) and the union of (A), (B), (C), (D) is symmetric
with respect to exchanging x and y. For the atomic formulas of the form x = y, this
follows from the injectivity of f . This shows that f∗ is cyclic; the argument for g∗ is the
same. Hence, the pseudo-cyclicity of f and g is a consequence of Lemma 3.47 for m = 2.

Claim 7. ω improves S. By the definition of M and N and Claim 5, we have for all
x, y ∈ B

1

2
SΓ(f(x, y)) +

1

2
SΓ(g(x, y)) =

1

2
(SΓ(x) + SΓ(y)).

Claim 8. ω improves R. Let x1, y1, x2, y2 ∈ B. We have to verify that

1

2
RΓ(f(x1, y1), f(x2, y2)) +

1

2
RΓ(g(x1, y1), g(x2, y2))

≤ 1

2
(RΓ(x1, x2) +RΓ(y1, y2)).

(5.16)

We distinguish four cases.

• M,N |= R((x1, y1), (x2, y2)). Then Inequality (5.16) holds since the left-hand side
is zero, and the right-hand side is non-negative (each valued relation in Γ is non-
negative).

• M,N |= ¬R((x1, y1), (x2, y2)). We need to show that B |= ¬R(x1, x2)∧¬R(y1, y2).
This is clear if (x1, y1) = (x2, y2) by the definition of N. Suppose therefore
that (x1, y1) ̸= (x2, y2). Since M satisfies the sentence in (5.11), we have M |=
S(x1, y1) ∧ R((x2, y2), (x2, y2)) or M |= S(x2, y2) ∧ R((x1, y1), (x1, y1)). Suppose
that M |= S(x1, y1) ∧ R((x2, y2), (x2, y2)); the other case is analogous. Since
N satisfies the sentence in (5.11) as well, this implies that N |= S(x1, y1) ∧
R((x2, y2), (x2, y2)); note that if N |= S(x2, y2) ∧ R((x1, y1), (x1, y1)), we would
get a contradiction with (5.9). By the definition of M and N, we have B |=
S(x1) ∧ S(y1) ∧R(x2, x2) ∧R(y2, y2), in particular, by (5.9), x1 ̸= x2 and y1 ̸= y2.
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By (5.10), there is an R-edge in B between x1 and x2 and between y1 and y2. By
the condition (A) and (C) for M and for N with 1 and 2 switched, we see that
M,N |= ¬R((x1, y1), (x2, y2)) implies B |= ¬R(x1, x2) ∧ ¬R(y1, y2). Therefore,
both sides of the inequality evaluate to 1.

• M |= ¬R((x1, y1), (x2, y2)) and N |= R((x1, y1), (x2, y2)). By Claim 5, the left-
hand side evaluates to 1

2 . By (5.12), we have B |= ¬R(x1, x2) or B |= ¬R(y1, y2).
Therefore, the right-hand side of (5.16) is at least 1

2 and the inequality holds.

• M |= R((x1, y1), (x2, y2)) and N |= ¬R((x1, y1), (x2, y2)). Similar to the previous
case.

This exhausts all cases and concludes the proof of Claim 8.

It follows that ω is a binary fractional polymorphism of Γ which is canonical and
pseudo cyclic with respect to Aut(B). Polynomial-time tractability of VCSP(Γ) and of
the resilience problem for µ follow from Theorem 3.53 and Corollary 5.18. The final
statement follows from Remark 5.9.

5.7 Resilience tractability conjecture

In this section we present a conjecture which implies, together with Corollary 2.17 and
Corollary 5.6, a P versus NP-complete dichotomy for resilience problems for finite unions
of conjunctive queries.

Conjecture 5.25. Let µ be a union of connected conjunctive queries over the signature
τ , and let σ ⊆ τ . If K3 has no pp-construction in Γµ,σ, then there exists a dual B of
µ such that Aut(B) contains an automorphism group of a finitely bounded homogeneous
structure A and Γ(B, σ) has a fractional polymorphism of arity ℓ ≥ 2 which is canonical
and pseudo cyclic with respect to Aut(A) (and in this case, VCSP(Γ(B, σ)) is in P by
Theorem 3.53).

Note that all duals B of µ are homomorphically equivalent to Bµ by Lemma 2.5,
hence all valued structures Γ(B, σ) are fractionally homomorphically equivalent to Γµ,σ.
Therefore, by the transitivity of pp-constructability, Γµ,σ pp-constructs K3 if and only
if Γ(B, σ) does. Also note that K3 can be equivalently replaced by ({0, 1}; OIT) (Corol-
lary 2.17). If P̸=NP, then there cannot be a union of queries µ such that Γµ,σ that
pp-constructs K3 and there is a dual B of µ satisfying the assumptions from Conjec-
ture 5.25.

For all presented examples of resilience problems, we either provided a dual B that
satisfies the condition from Conjecture 5.25 and thus proves the tractability of the re-
silience problem or a pp-construction of ({0, 1}; OIT). Note that if B is a relational
structure on a finite domain B and Γ(B, σ) has a cyclic fractional polymorphism, then
this polymorphism is trivially pseudo cyclic with respect to any group and it is canon-
ical with respect to the trivial permutation group on B. Let τ = {Rb | b ∈ B} be
a relational signature where all symbols are unary. Note that the relational structure
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A = (B; (RA
b )b∈B) where RA

b = {b} for every b ∈ B has a trivial automorphism group
and is homogeneous. It is also finitely bounded: a finite relational τ -structure embeds
into A if and only if it satisfies

∀x

(∨
b∈B

Rb(x)

)
∧

∧
b,c∈B,b ̸=c

(
¬Rb(x) ∨ ¬Rc(x)

)
∧
∧
b∈B

(Rb(x) ∧Rb(y) ⇒ x = y)


Hence, every union of conjunctive queries each of which is homomorphically equivalent
to a tree satisfies the condition from Conjecture 5.25 by Theorem 5.12.

Conjecture 5.25 is intentionally formulated only for VCSPs that stem from resilience
problems, because it is known to be false for the more general situation of VCSPs with
a template Γ such that Aut(Γ) contains an automorphism group of a finitely bounded ho-
mogeneous structure [9, Section 12.9.1]; the counterexample is even a CSP. However, the
structures Bµ from Theorem 5.17 that allow to formulate resilience problems as VCSPs
are particularly well-behaved for the universal-algebraic approach and more specifically,
for canonical operations (see, e.g., [11, 19, 70]), which is why we believe in the strong
formulation of Conjecture 5.25.

We also believe that the ‘meta-problem’ of deciding whether for a given conjunctive
query the resilience problem is in P is decidable. This might follow from a positive
answer to Conjecture 5.25 if an appropriate B can be found effectively. In that case, we
can compute Γ := Γ(B, σ) and Γ∗

A,m effectively and decide Item 4 of Proposition 3.51
for Γ∗

A,m (see Remark 3.52).
We mention that another conjecture concerning a P vs. NP-complete complexity

dichotomy for resilience problems appears in [65, Conjecture 7.7]. The conjecture has
a similar form as Conjecture 5.25 in the sense that it states that a sufficient hardness
condition for resilience is also necessary. The relationship between our hardness condition
from Corollary 2.17 and the condition from [65] remains open.
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Conclusion

The focus of this thesis are VCSPs with templates with an oligomorphic automorphism
group, methods to study complexity of such VCSPs and some applications of these
methods to concrete classes of VCSPs. These methods are based on two influential
concepts from the theory of (V)CSPs: pp-constructions introduced in [6] for the CSP
setting and fractional polymorphisms, which have been essential for identifying tractable
VCSPs, see, e.g., [41,57]. For tractability results, we often restrict the templates further
and require that they are preserved by an automorphism group of a finitely bounded
homogeneous structure. Most of the general theoretical results for VCSP templates
satisfying the above mentioned restrictions were presented in a conference paper by
Bodirsky, Lutz and the author of this thesis [30].

As a natural next step, we apply the presented tractability and hardness results to
concrete classes of VCSPs to obtain complexity classifications. We first focus on the
class of temporal VCSPs, a generalization of temporal CSPs, which are well-understood,
see [13,18,25]. Our results yield a decidable complexity dichotomy for temporal VCSPs:
all of them are in P or NP-complete. This part of the thesis is based on joint work of
Bodirsky, Bonnet and the author [12].

The other application of our methods to a concrete computational problem has over-
lap with database theory: we study resilience problems in bag semantics by translating
them to VCSPs and applying our tools to find their computational complexity. We obtain
a sufficient hardness and tractability conditions for resilience problems and conjecture
that every resilience problem satisfies one of them, which would imply a complexity
dichotomy for resilience problems. These results form the core of the paper [30].

The class of infinite-domain VCSPs and, in particular, VCSPs of valued structures
with an oligomorphic automorphism group, has not received much attention in the re-
search on CSPs (see Introduction) and still lacks understanding of some algebraic prop-
erties of valued structures. In the view of the complexity classification of finite-domain
VCSPs and of various classes of infinite-domain CSPs, further development of the alge-
braic approach for infinite-domain VCSPs seems to be necessary. A natural next step in
this direction would be to explore the interplay between fractional polymorphisms and
expressibility (see Question 3.55) and to search for analogues of expressibility and valued
relational clones on the operational side. If F is a set of fractional operations on the same
domain A, one can define a notion of generation with the property that every fractional
operation generated by F improves all valued relations in Imp(F). If we assume that A

111



CONCLUSION

is finite, the reverse direction holds as well: if a fractional operation improves all valued
relations in Imp(F), then it is generated by F [60]. An analogous notion of generation
over infinite domains is not known. Another important algebraic insight could come
from studying cores of infinite-domain valued structures (see Question 3.56) and their
properties since the concept of cores played a significant role in the finite-domain VCSP
classification and is still very prominent in the area of infinite-domain CSPs.

Also from the perspective of complexity classification, there exist several natural
classes of infinite-domain VCSPs that are of particular interest. This includes VCSPs
that model resilience problems (see Conjecture 5.25) and VCSPs of valued structures
preserved by a fixed oligomorphic permutation group such as the automorphism group
of the countable random graph (see Question 4.39). Inspired by the recent results on
complexity classification transfer for CSPs [16], it appears feasible to obtain results also
for VCSPs on product domains, which could lead to results for optimization variants
of formalisms relevant for temporal and spatial reasoning such as Cardinal Direction
Calculus [3, 63], Allen’s Interval Algebra [1] or Rectangle Algebra [50,71].

Following the development of the algebraic theory for infinite-domain VCSPs and
case studies of concrete classes, one might try to investigate whether the complexity of
VCSP(Γ) is completely determined by the underlying crisp structure of Γ; as discussed
in Section 2.4, this is a weaker statement than Conjecture 2.24. We believe that the
systematic study of VCSPs preserved by an automorphism group of a finitely bounded
homogeneous structure could pave the way towards a potential proof Conjecture 2.24
conditional on Conjecture 2.19.
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[53] Jan Hubička and Jaroslav Nešetřil. Universal structures with forbidden homomor-
phisms. In Logic Without Borders - Essays on Set Theory, Model Theory, Philo-
sophical Logic and Philosophy of Mathematics, pages 241–264. De Gruyter, 2015.
arXiv:0907.4079.
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Dresden, 24 January 2025


	Introduction
	Preliminaries
	Valued Structures
	Valued Constraint Satisfaction
	Oligomorphicity
	Examples
	Expressive power
	The underlying crisp structure


	Pp-constructability for valued structures
	Pp-powers
	Fractional homomorphisms
	Topology
	Lebesgue integral
	Expected values
	Fractional maps

	Pp-constructions
	Pp-constructing relational structures

	Open questions

	Fractional polymorphisms
	Polymorphisms and endomorphisms
	Fractional operations
	Expressibility and fractional polymorphisms
	Crisp and essentially crisp structures
	Tractability from a constant fractional polymorphism
	Fractional operations on finite domains
	Tractability from canonical fractional polymorphisms
	Open questions

	Temporal VCSPs
	Order types
	Equality VCSPs
	Preliminaries on temporal CSPs
	Expressibility of temporal valued relations
	Classification
	Discussion and open questions

	Resilience
	Conjunctive queries and bag databases
	Connectivity
	Translating resilience problems to VCSPs
	Finite duals
	Examples

	Infinite duals
	Examples

	An example of formerly open complexity
	Resilience tractability conjecture

	Conclusion
	List of Figures

