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1.4 The Arezlà-Ascoli theorem . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 25

2 Hilbert spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.1 Inner product spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 29
2.2 Orthogonal decomposition . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 33
2.3 * Fourier series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 37
2.4 Linear functionals on Hilbert spaces . . . . . . . . . . . . . . . .. . . . . . . . . . . 42
2.5 Weak convergence in Hilbert spaces . . . . . . . . . . . . . . . . . .. . . . . . . . . 43

3 Dual spaces and weak convergence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.1 The theorem of Hahn-Banach . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . 47
3.2 Weak∗ convergence and the theorem of Banach-Alaoglu . . . . . . . . . . 53
3.3 Weak convergence and reflexivity . . . . . . . . . . . . . . . . . . . .. . . . . . . . . 54
3.4 * Minimization of convex functionals . . . . . . . . . . . . . . . .. . . . . . . . . . 59
3.5 * The von Neumann minimax theorem . . . . . . . . . . . . . . . . . . . .. . . . . 62

4 Uniform boundedness, bounded inverse and closed graph. . . . . . . . . . . 65
4.1 The lemma of Baire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . 65
4.2 The uniform boundedness principle . . . . . . . . . . . . . . . . . .. . . . . . . . . 67
4.3 Open mapping theorem, bounded inverse theorem . . . . . . . .. . . . . . . 68

vii



viii Contents

4.4 Closed graph theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . 69
4.5 * Vector-valued analytic functions . . . . . . . . . . . . . . . . .. . . . . . . . . . . 72

5 Spectral theory of operators on Banach spaces, compact operators,
nuclear operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.1 Spectrum of closed operators . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 75
5.2 Compact operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . 81
5.3 Nuclear operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 88
5.4 Banach algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 89
5.5 * The mean ergodic theorem . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . 99

6 Operators on Hilbert spaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.1 Spectral theorem for compact selfadjoint operators . . .. . . . . . . . . . . . 107
6.2 Spectral theorem for bounded selfadjoint operators . . .. . . . . . . . . . . 114
6.3 Spectral theorem for unbounded selfadjoint operators .. . . . . . . . . . . 122
6.4 Hilbert-Schmidt operators and trace class operators . .. . . . . . . . . . . . 126
6.5 * Elliptic partial differential equations . . . . . . . . . . .. . . . . . . . . . . . . . 126
6.6 * The heat equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . 129
6.7 * The wave equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . 130
6.8 * The Schrödinger equation . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 132

7 Calculus on Banach spaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
7.1 Differentiable functions between Banach spaces . . . . . .. . . . . . . . . . . 135
7.2 Local inverse function theorem and implicit function theorem . . . . . 136
7.3 * Newton’s method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . 140

8 Sobolev spaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
8.1 Test functions, convolution and regularization . . . . . .. . . . . . . . . . . . . 141
8.2 Sobolev spaces in one dimension . . . . . . . . . . . . . . . . . . . . .. . . . . . . . 144
8.3 Sobolev spaces in several dimensions . . . . . . . . . . . . . . . .. . . . . . . . . . 150
8.4 * Elliptic partial differential equations . . . . . . . . . . .. . . . . . . . . . . . . . 152

9 Bochner-Lebesgue and Bochner-Sobolev spaces. . . . . . . . . . . . . . . . . . . 155
9.1 The Bochner integral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 155
9.2 Bochner-Lebesgue spaces . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . 158
9.3 Bochner-Sobolev spaces in one dimension . . . . . . . . . . . . .. . . . . . . . . 160

References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . 163

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . 169



Chapter 0
Primer on topology

It is the purpose of this introductory chapter to recall somebasic facts about metric
spaces, sequences in metric spaces, compact metric spaces,and continuous func-
tions between metric spaces. Most of the material should be known, and if it is
not known in the context of metric spaces, it has certainly been introduced onRd.
The generalization to metric spaces should be straightforward, but it is nevertheless
worthwhile to spend some time on the examples.

We also introduce some further notions from topology which may be new; see
for example the definitions of density or of completion of a metric space.

0.1 Metric spaces

Let M be a set. We call a functiond : M×M → R+ a metric or adistanceon M if
for everyx, y, z∈ M

(i) d(x,y) = 0 if and only ifx= y,

(ii) d(x,y) = d(y,x) (symmetry), and

(iii) d(x,y)≤ d(x,z)+d(z,y) (triangle inequality).

A pair (M,d) of a setM and a metricd onM is called ametric space.
It will be convenient to write onlyM instead of(M,d) if the metricd on M is

known from the context, and to speak of a metric spaceM.

Example 0.1. 1. LetM ⊆ Rd and

d(x,y) :=
d

∑
i=1

|xi − yi|

or

d(x,y) :=

(
d

∑
i=1

|xi − yi|2
) 1

2

.

1



2 0 Primer on topology

Then(M,d) is a metric space. The second metric is called theEuclidean metric.
Often, if the metric onRd is not explicitly given, we mean the Euclidean metric.

2. LetM ⊆C([0,1]), the space of all continuous functions on the interval[0,1], and

d( f ,g) := sup
x∈[0,1]

| f (x)−g(x)|.

Then(M,d) is a metric space.
3. LetM be any set and

d(x,y) :=

{
0 if x= y,

1 otherwise.

Then(M,d) is a metric space. The metricd is called thediscrete metric.
4. Let(M,d) be a metric space. Then

d1(x,y) :=
d(x,y)

1+d(x,y)

and
d2(x,y) := min{d(x,y),1}

define also metrics onM.
5. LetM =C(R), the space of all continuous functions onR, and let

dn( f ,g) := sup
x∈[−n,n]

| f (x)−g(x)| (n∈ N)

and

d( f ,g) := ∑
n∈N

2−n dn( f ,g)
1+dn( f ,g)

.

Then(M,d) is a metric space. Note that the functionsdn are not metrics for any
n∈N!

6. Let (M,d) be a metric space. Then any subsetM̃ ⊆ M is a metric space for the
induced metric

d̃(x,y) = d(x,y), x, y∈ M̃.

We may sometimes say thatM̃ is asubspaceof M, that is, a subset and a metric
space, but certainly this is not to be understood in the senseof linear subspaces
of vector spaces (M need not be a vector space).

7. Let(Mn,dn) be metric spaces (n∈N). Then the cartesian productM :=
⊗

n∈N Mn

is a metric space for the metric

d(x,y) := ∑
n∈N

2−n min{dn(xn,yn),1}.

Clearly, in a similar way, every finite cartesian product of metric spaces is a
metric space.
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Let (M,d) be a metric space. For everyx ∈ M and everyr > 0 we define the
open ball B(x, r) := {y∈ M : d(x,y) < r} with centerx and radiusr. A setO⊆ M
is calledopen if for every x∈ O there exists somer > 0 such thatB(x, r) ⊆ O. A
setA⊆ M is calledclosed if its complementAc = M \A is open. A setU ⊆ M is
called aneighbourhood of x∈ M if there existsr > 0 such thatB(x, r)⊆U .

Remark 0.2. (a) The notionsopen, closed, neighbourhooddepend on the setM!!
For example,M is always closed and open inM. The setQ is not closed inR (for
the Euclidean metric), but it is closed inQ for the induced metric! Therefore, one
should always say in which metric space some given set is openor closed.
(b) Clearly, a setO⊆ M is open (inM) if and only if it is a neighbourhood of every
of its elements.

Lemma 0.3.Let (M,d) be a metric space. The following are true:

a) Arbitrary unions of open sets are open. That means: if(Oi)i∈I is an arbitrary
family of open sets (no restrictions on the index set I), then

⋃
i∈I Oi is open.

b) Arbitrary intersections of closed sets are closed. That means: if (Ai)i∈I is an
arbitrary family of closed sets, then

⋂
i∈I Ai is closed.

c) Finite intersections of open sets are open.

d) Finite unions of closed sets are closed.

Proof. (a) Let (Oi)i∈I be an arbitrary family of open sets and letO :=
⋃

i∈I Oi . If
x∈ O, thenx∈ Oi for somei ∈ I , and sinceOi is open,B(x, r)⊆ Oi for somer > 0.
This implies thatB(x, r)⊆ O, and thereforeO is open.

(c) Next let(Oi)i∈I be a finite family of open sets and letO :=
⋂

i∈I Oi . If x∈ O,
thenx∈Oi for everyi ∈ I . Since theOi are open, there existr i such thatB(x, r i)⊆Oi .
Let r := mini∈I r i which is positive sinceI is finite. By construction,B(x, r)⊆ Oi for
everyi ∈ I , and thereforeB(x, r)⊆ O, that is,O is open.

The proofs for closed sets are similar or follow just from thedefinition of closed
sets and the above two assertions.

Exercise 0.4Determine all open sets (respectively, all closed sets) of ametric space
(M,d), where d is the discrete metric.

Exercise 0.5Show that a ball B(x, r) in a metric space M is always open. Show
also that

B̄(x, r) := {y∈ M : d(x,y)≤ r}
is always closed.

Let (M,d) be a metric space and letS ⊆ M be a subset. Then the set
S̄ :=

⋂{A : A ⊆ M is closed andS⊆ A} is called theclosure of S. The set
S◦ :=

⋃{O : O⊆ M is open andO⊆ S} is called theinterior of S. Finally, we call
∂S:= {x∈ M : ∀ε > 0B(x,ε)∩S 6= /0 andB(x,ε)∩Sc 6= /0} theboundary of S.

By Lemma 0.3, the closure of a setS is always closed (arbitrary intersections of
closed sets are closed). By definition,S̄ is the smallest closed set which containsS.
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Similarly, the interior of a setS is always open, and by definition it is the largest
open set which is contained inS. Note that the interior might be empty.

Exercise 0.6Give an example of a metric space M and some x∈ M, r > 0, to show
that B̄(x, r) need not coincide with the closure of B(x, r).

Exercise 0.7Let (M,d) be a metric space and consider the metrics d1 and d2 from
Example 0.1(4). Show that the set of all open subsets, closed subsets or neighbour-
hoods of M is the same for the three given metrics.

The set of all open subsets is also called thetopologyof M. The three metrics d,
d1 and d2 thus induce the same topology. Sometimes it is good to know that one can
pass from a given metric d to a finite metric (d1 and d2 take only values between0
and1) without changing the topology.

0.2 Sequences, convergence

Throughout the following, sequences will be denoted by(xn). Only when it is nec-
essary, we make precise the indexn; usually,n≥ 0 orn≥ 1, but sometimes we will
also consider finite sequences or sequences indexed byZ.

Let (M,d) be a metric space. We call a sequence(xn)⊆ M a Cauchy sequence
if for everyε > 0 there existsn0 such that for everyn, m≥ n0 one hasd(xn,xm)< ε.
We say that a sequence(xn) ⊆ M converges to some elementx ∈ M if for every
ε > 0 there existsn0 such that for everyn≥ n0 one hasd(xn,x)< ε. If (xn) converges
to x, we also write limn→∞ xn = x or xn → x asn→ ∞.

Exercise 0.8Let C([0,1]) be the metric space from Example 0.1(2). Show that
a sequence( fn) ⊆ C([0,1]) converges to some f for the metric d if and only if
it converges uniformly. We say that the metric d induces the topology ofuniform
convergence.

Show also that a sequence( fn) ⊆ C(R) (Example 0.1(5)) converges to some
f for the metric d if and only if it converges uniformly on compact subsets ofR.
In this example, we say that the metric d induces the topologyof local uniform
convergence.

Exercise 0.9Determine all Cauchy sequences and all convergent sequences in a
discrete metric space.

Lemma 0.10.Let M be a metric space and(xn)⊆ M be a sequence. Then:

a) limn→∞ xn = x for some element x∈ M if and only if for every neighbourhood
U of x there exists n0 such that for every n≥ n0 one has xn ∈U.

b) (Uniqueness of the limit)If limn→∞ xn = x andlimn→∞ xn = y, then x= y.

Lemma 0.11.A set A⊆ M is closed if and only it issequentially closed, that is, if
for every sequence(xn)⊆ A which converges to some x∈ M one has x∈ A.



0.2 Sequences, convergence 5

Proof. Assume first thatA is closed and let(xn) ⊆ A be convergent tox ∈ M. If x
does not belong toA, then it belongs toAc which is open. By definition, there exists
ε > 0 such thatB(x,ε) ⊆ Ac. Given thisε, there existsn0 such thatxn ∈ B(x,ε) for
everyn≥ n0, a contradiction to the assumption thatxn ∈ A. Hence,x∈ A.

On the other hand, assume that limn→∞ xn = x∈ A for every convergent(xn)⊆ A
and assume in addition thatA is not closed or, equivalently, thatAc is not open.
Then there existsx∈ Ac such that for everyn∈ N the setB(x, 1

n)∩A is nonempty.
From this one can construct a sequence(xn) ⊆ A which converges tox, which is a
contradiction becausex∈ Ac.

Lemma 0.12.Let (M,d) be a metric space, and let S⊆ M be a subset. Then

S̄= {x∈ M : ∃(xn)⊆ S s.t. lim
n→∞

xn = x}

= {x∈ M : d(x,S) := inf
y∈S

d(x,y) = 0}.

Proof. Let
A := {x∈ M : ∃(xn)⊆ Ss.t. lim

n→∞
xn = x}

and
B := {x∈ M : d(x,S) := inf

y∈S
d(x,y) = 0}.

These two sets are clearly equal by the definition of the inf and the definition of
convergence. Moreover, the setB is closed by the following argument. Assume that
(xn) ⊆ B is convergent tox ∈ M. By definition ofB, for everyn there existsy∈ S
such thatd(xn,yn)≤ 1/n. Hence,

limsup
n→∞

d(x,yn)≤ limsup
n→∞

d(x,xn)+ limsup
n→∞

d(xn,yn) = 0,

so thatx∈ B.
Clearly, B containsS, and sinceB is closed,B containsS̄. It remains to show

thatB ⊆ S̄. If this is not true, then there existsx ∈ B\ S̄. Since the complement of
S̄ is open inM, there existsr > 0 such thatB(x, r)∩ S̄= /0, a contradiction to the
definition ofB.

A metric space(M,d) is calledcompleteif every Cauchy sequence converges.

Exercise 0.13Show that the spacesRd, C([0,1]) andC(R) are complete. Show also
that any discrete metric space is complete.

Lemma 0.14.A subspace N⊆ M of a complete metric space is complete if and only
if it is closed in M.

Proof. Assume thatN ⊆ M is closed, and let(xn) be a Cauchy sequence inN. By
the assumption thatM is complete,(xn) is convergent to some elementx∈ M. Since
N is closed,x∈ N.

Assume on the other hand thatN is complete, and let(xn)⊆ N be convergent to
some elementx∈M. Clearly, every convergent sequence is also a Cauchy sequence,
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and sinceN is complete,(xn) converges to some elementy ∈ N. By uniqueness of
the limit, x= y∈ N. Hence,N is closed.

0.3 Compact spaces

We say that a metric space(M,d) is compact if for every open covering there exists
a finite subcovering, that is, whenever(Oi)i∈I is a family of open sets (no restrictions
on the index setI ) such thatM =

⋃
i∈I Oi , then there exists afinitesubsetI0 ⊆ I such

thatM =
⋃

i∈I0 Oi .

Lemma 0.15.A metric space(M,d) is compact if and only if it issequentially com-
pact, that is, if and only if every sequence(xn)⊆ M has a convergent subsequence.

Proof. Assume thatM is compact and let(xn) ⊆ M. Assume that(xn) does not
have a convergent subsequence. Then for everyx∈ M there existsεx > 0 such that
B(x,εx) contains only finitely many elements of{xn}. Note that(B(x,εx))x∈M is an
open covering ofM so that by the compactness ofM there exists a finite subsetN ⊆
M such thatM =

⋃
x∈N B(x,εx). But this means that(xn) takes only finitely many

values, and hence there exists even a constant subsequence which is in particular
also convergent; a contradiction to the assumption on(xn).

On the other hand, assume thatM is sequentially compact and let(Oi)i∈I be an
open covering ofM. We first show that there existsε > 0 such that for everyx∈ M
there existsix ∈ I with B(x,ε) ⊆ Oix. If this were not true, then for everyn ∈ N

there existsxn such thatB(xn,
1
n) 6⊆ Oi for everyi ∈ I . Passing to a subsequence, we

may assume that(xn) is convergent to somex ∈ M. There exists somei0 ∈ I such
that x ∈ Oi0, and sinceOi0 is open, we find someε > 0 such thatB(x,ε) ⊆ Oi0.
Let n0 be such that1n0

< ε
2. By the triangle inequality, for everyn ≥ n0 we have

B(xn,
1
n)⊆ B(x,ε)⊆ Oi0, a contradiction to the construction of the sequence(xn).

Next we show thatM =
⋃n

j=1B(x j ,ε) for a finite family ofx j ∈ M. Choose any
x1 ∈ M. If B(x1,ε) = M, then we are already done. Otherwise we findx2 ∈ M \
B(x1,ε). If B(x1,ε)∪B(x2,ε) 6= M, then we even findx3 ∈M which does not belong
to B(x1,ε)∪B(x2,ε), and so on. If

⋃n
j=1B(x j ,ε) is never all ofM, then we find

actually a sequence(x j) such thatd(x j ,xk)≥ ε for all j 6= k. This sequence can not
have a convergent subsequence, a contradiction to sequential compactness.

Since every of theB(x j ,ε) is a subset ofOixj
for someixj ∈ I , we have proved that

M =
⋃n

j=1Oixj
, i.e. the open covering(Oi) admits a finite subcovering. The proof is

complete.

Lemma 0.16.Any compact metric space is complete.

Proof. Let (xn) be a Cauchy sequence inM. By the preceeding lemma, there ex-
ists a subsequence which converges to somex∈ M. If a subsequence of a Cauchy
sequence converges, then the sequence itself converges, too.
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0.4 Continuity

Let (M1,d1), (M2,d2) be two metric spaces, and letf : M1 → M2 be a function. We
say thatf is continuous at some pointx∈ M1 if

∀ε > 0∃δ > 0∀y∈ B(x,δ ) : d2( f (x), f (y)) < ε.

We say thatf is continuous if it is continuous at every point. We say thatf is
uniformly continuous if

∀ε > 0∃δ > 0∀x, y∈ M1 : d1(x,y)< δ ⇒ d2( f (x), f (y)) < ε.

We say thatf is Lipschitz continuous if

∃L ≥ 0∀x, y∈ M : d2( f (x), f (y)) ≤ Ld1(x,y).

Lemma 0.17.A function f : M1 → M2 between two metric spaces is continuous at
some point x∈M1 if and only if it issequentially continuousat x, that is, if and only
if for every sequence(xn)⊆ M1 which converges to x one haslimn→∞ f (xn) = f (x).

Proof. Assume thatf is continuous atx ∈ M1 and let(xn) be convergent tox. Let
ε > 0. There existsδ > 0 such that for everyy∈ B(x,δ ) one hasf (y) ∈ B( f (x),ε).
By definition of convergence, there existsn0 such that for everyn ≥ n0 one has
xn ∈ B(x,δ ). For this n0 and everyn ≥ n0 one hasf (xn) ∈ B( f (x),ε). Hence,
limn→∞ f (xn) = f (x).

Assume on the other hand thatf is sequentially continuous atx. If f was not con-
tinuous inx then there existsε > 0 such that for everyn∈N there existsxn ∈B(x, 1

n)
with f (xn) 6∈B( f (x),ε). By construction, limn→∞ xn= x. Sincef is sequentially con-
tinuous, limn→∞ f (xn) = f (x). But this is a contradiction tof (xn) 6∈ B( f (x),ε), and
thereforef is continuous.

Lemma 0.18.A function f : M1 → M2 between two metric spaces is continuous if
and only if preimages of open sets are open, that is, if and only if for every open set
O⊆ M2 the preimage f−1(O) is open in M1.

Proof. Let f : M1 → M2 be continuous and letO ⊆ M2 be open. Letx ∈ f−1(O).
SinceO is open, there existsε > 0 such thatB( f (x),ε) ⊆ O. Sincef is continuous,
there existsδ > 0 such that for everyy∈ B(x,δ ) one hasf (y) ∈ B( f (x),ε). Hence,
B(x,δ )⊆ f−1(O) so thatf−1(O) is open.

On the other hand, if the preimage of every open set is open, then for every
x∈ M1 and everyε > 0 the preimagef−1(B( f (x),ε)) is open. Clearly,x belongs to
this preimage, and therefore there existsδ > 0 such thatB(x,δ )⊆ f−1(B( f (x),ε)).
This proves continuity.

Lemma 0.19.Let f : K → M be a continuous function from a compact metric space
K into a metric space M. Then:

a) The image f(K) is compact.
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b) The function f is uniformly continuous.

Proof. (a) Let(Oi)i∈I be an open covering off (K). Sincef is continuous,f−1(Oi)
is open inK. Moreover,( f−1(Oi))i∈I is an open covering ofK. SinceK is compact,
there exists a finite subcovering:K =

⋃
i∈I0 f−1(Oi) for some finiteI0 ⊆ I . Hence,

(Oi)i∈I0 is a finite subcovering off (K).
(b) Letε > 0. Sincef is continuous, for everyx∈ K there existsδx > 0 such that

for all y∈ B(x,δx) one hasf (y) ∈ B( f (x),ε). By compactness, there exists a finite
family (xi)1≤i≤n ⊆K such thatK =

⋃n
i=1B(xi ,δxi/2). Letδ =min{δxi/2 : 1≤ i ≤ n}

and letx, y∈ K such thatd(x,y)< δ . Sincex∈ B(xi ,δxi/2) for some 1≤ i ≤ n, we
find thaty∈ B(xi ,δxi ). By construction,f (x), f (y) ∈ B( f (xi),ε) so that the triangle
inequality impliesd( f (x), f (y)) < 2ε.

Lemma 0.20.Any Lipschitz continuous function f: M1 → M2 between two metric
spaces is uniformly continuous.

Proof. Let L > 0 be a Lipschitz constant forf and letε > 0. Defineδ := ε/L. Then,
for everyx, y∈ M such thatd1(x,y)≤ δ one has

d2( f (x), f (y)) ≤ Ld1(x,y)≤ ε,

and thereforef is uniformly continuous.

0.5 Completion of a metric space

We say that a subsetD ⊆ M of a metric space(M,d) is dense inM if D̄ = M.
Equivalently,D is dense inM if for every x ∈ M there exists(xn) ⊆ D such that
limn→∞ xn = x.

Lemma 0.21 (Completion).Let (M,d) be a metric space. Then there exists a com-
plete metric space(M̂, d̂) and a continuous, injective j: M → M̂ such that

d(x,y) = d̂( j(x), j(y)), x, y∈ M,

and such that the image j(M) is dense inM̂.

Let (M,d) be a metric space. A complete metric space(M̂, d̂) fulfilling the prop-
erties from Lemma 0.21 is called acompletionof M.

Proof (Proof of Lemma 0.21).Let

M̄ := {(xn)⊆ M : (xn) is a Cauchy sequence}.

We say that two Cauchy sequences(xn), (yn) ⊆ M̄ are equivalent (and we write
(xn)∼ (yn)) if lim n→∞ d(xn,yn) = 0. Clearly,∼ is an equivalence relation on̄M.
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We denote by[(xn)] the equivalence class in̄M of a Cauchy sequence(xn), and
we let

M̂ := M̄/∼= {[(xn)] : (xn) ∈ M̄}
be the set of all equivalence classes. If we define

d̂([(xn)], [(yn)]) := lim
n→∞

d(xn,yn),

thend̂ is well defined (the definition is independent of the choice ofrepresentatives)
and it is a metric onM̂. The fact thatd̂ is a metric and also that(M̂, d̂) is a complete
metric space are left as exercises.

One also easily verifies thatj : M → M̂ defined byj(x) = [(x)] (the equivalence
class of the constant sequence(x)) is continuous, injective and in fact isometric, i.e.

d(x,y) = d̂( j(x), j(y))

for everyx, y∈ M. The proof is here complete.

Lemma 0.22.Let (M̂i , d̂i) (i = 1, 2) be two completions of a metric space(M,d).
Then there exists a bijection b: M̂1 → M̂2 such that for every x, y∈ M̂1

d̂1(x,y) = d̂2(b(x),b(y)).

Lemma 0.22 shows that up to isometric bijections there exists only one comple-
tion of a given metric space and it allows us to speak ofthecompletion of a metric
space.

Lemma 0.23.Let f : M1 → M2 be a uniformly (!) continuous function between two
metric spaces. Let̂M1 andM̂2 be the completions of M1 and M2, respectively. Then
there exists a unique continuous extensionf̂ : M̂1 → M̂2 of f .

Proof. Since f is uniformly continuous, it maps equivalent Cauchy sequences into
equivalent Cauchy sequences (equivalence of Cauchy sequences is defined as in the
proof of Lemma 0.21). Hence, the functionf̂ ([(xn)]) := [( f (xn))] is well defined. It
is easy to check that̂f is an extension off and thatf̂ is continuous (even uniformly
continuous).

The assumption of uniform continuity in Lemma 0.23 is necessary in general.
The functionsf (x) = sin(1/x) and f (x) = 1/x on the open interval(0,1) do not
admit continuous extensions to the closed interval[0,1] (which is the completion of
(0,1)).





Chapter 1
Banach spaces and bounded linear operators

Throughout, letK ∈ {R,C}.

1.1 Normed spaces

Let X be a vector space overK. A function‖ · ‖ : X → R+ is called anorm if for
everyx, y∈ X and everyλ ∈K

(i) ‖x‖= 0 if and only if x= 0,

(ii) ‖λx‖= |λ |‖x‖, and

(iii) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ (triangle inequality).

A pair (X,‖ · ‖) of a vector spaceX and a norm‖ · ‖ is called anormed space.
Often, we will speak of a normed spaceX if it is clear which norm is given onX.

Example 1.1. 1. (Finite dimensional spaces) LetX =Kd. Then

‖x‖p :=

(
d

∑
i=1

|xi |p
)1/p

, 1≤ p< ∞,

and
‖x‖∞ := sup

1≤i≤d
|xi |

are norms onX.
2. (Sequence spaces) Let 1≤ p< ∞, and let

l p := {(xn)⊆K : ∑
n
|xn|p < ∞}

with norm

11



12 1 Banach spaces and bounded linear operators

‖x‖p :=

(
∑
n
|xn|p

)1/p

.

Then(l p,‖ · ‖p) is a normed space.
3. (Sequence spaces) LetX be one of the spaces

l∞ := {(xn)⊆K : sup
n
|xn|< ∞},

c := {(xn)⊆K : lim
n→∞

xn exists}, or

c0 := {(xn)⊆K : lim
n→∞

xn = 0}, or

c00 := {(xn)⊆K : the set{n : xn 6= 0} is finite},

and let
‖x‖∞ := sup

n
|xn|.

Then(X,‖ · ‖∞) is a normed space.
4. (Function spaces: continuous functions) LetC([a,b]) be the space of all continu-

ous,K-valued functions on a compact interval[a,b]⊂ R. Then

‖ f‖p :=

(∫ b

a
| f (x)|p dx

)1/p

, 1≤ p< ∞,

and
‖ f‖∞ := sup

x∈[a,b]
| f (x)|

are norms onC([a,b]).
5. (Function spaces: continuous functions) LetK be a compact metric space and let

C(K) be the space of all continuous,K-valued functions onK. Then

‖ f‖∞ := sup
x∈K

| f (x)|

is a norm onC(K).
6. (Function spaces: integrable functions) Let(Ω ,A ,µ) be a measure space and let

Xp = Lp(Ω) (1≤ p≤ ∞). Let

‖ f‖p :=

(∫

Ω
| f |p dµ

)1/p

, 1≤ p< ∞,

or
‖ f‖∞ := ess sup| f (x)| := inf{c∈R+ : µ({| f |> c}) = 0}.

Then(Xp,‖ · ‖p) is a normed space.
7. (Function spaces: differentiable functions) Let

C1([a,b]) := { f ∈C([a,b]) : f is continuously differentiable}.
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Then‖ · ‖∞ and
‖ f‖C1 := ‖ f‖∞ + ‖ f ′‖∞

are norms onC1([a,b]).

We will see more examples in the sequel.

Lemma 1.2.Every normed space(X,‖ · ‖) is a metric space for the metric

d(x,y) := ‖x− y‖, x, y∈ X.

By the above lemma, also every subset of a normed space becomes a metric space
in a natural way. Moreover, it is natural to speak of closed oropen subsets (or linear
subspaces!) of normed spaces, or of closures and interiors of subsets.

Exercise 1.3Show that in a normed space X, for every x∈ X and every r> 0 the
closed ballB̄(x, r) coincides with closureB(x, r) of the open ball.

Also the notion of continuity of functions between normed spaces (or between a
metric space and a normed space) makes sense. The following is a first example of
a continuous function.

Lemma 1.4.Given a normed space, the norm is a continuous function.

This lemma is a consequence of the following lemma.

Lemma 1.5 (Triangle inequality from below). Let X be a normed space. Then,
for every x, y∈ X,

‖x− y‖ ≥
∣∣‖x‖−‖y‖

∣∣.

Proof. The triangle inequality implies

‖x‖= ‖x− y+ y‖
≤ ‖x− y‖+ ‖y‖,

so that
‖x‖−‖y‖≤ ‖x− y‖.

Changing the role ofx andy implies

‖y‖−‖x‖≤ ‖y− x‖= ‖x− y‖,

and the claim follows.

A notion which can not really be defined in metric spaces but innormed spaces
is the following. A subsetB of a normed spaceX is calledbounded if

sup{‖x‖ : x∈ B}< ∞.

It is easy to check that ifX is a normed space, andM is a metric space, then the set
C(M;X) of all continuous functions fromM into X is a vector space for the obvious
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addition and scalar multiplication. IfM is in addition compact, thenf (M) ⊆ X is
also compact for every such function, and hencef (M) is necessarily bounded (every
compact subset of a normed space is bounded!). So we can give anew example of a
normed space.

Example 1.6. 8. (Function spaces: vector-valued continuous functions)Let (X,‖ ·
‖) be a normed space and letK be a compact metric space. LetE =C(K;X) be
the space of allX-valued continuous functions onK. Then

‖ f‖∞ := sup
x∈K

‖ f (x)‖

is a norm onC(K;X).

Also the notions of Cauchy sequences and convergent sequences make sense in
normed spaces. In particular, one can speak of acomplete normed space, that is,
a normed space in which every Cauchy sequence converges. A complete normed
space is called aBanach space.

Example 1.7.The finite dimensional spaces, the sequence spacesl p (1≤ p≤ ∞), c,
andc0, and the function spaces(C([a,b]),‖ ·‖∞), (Lp(Ω),‖ ·‖p) are Banach spaces.

The spaces(c00,‖ · ‖∞), (C([a,b]),‖ · ‖p) (1≤ p< ∞) are not Banach spaces.
If X is a Banach space, then also(C(K;X),‖ · ‖∞) is a Banach space.

We say that two norms‖ · ‖1 and‖ · ‖2 on a real or complex vector spaceX are
equivalent if there exist two constantsc, C> 0 such that for everyx∈ X

c‖x‖1 ≤ ‖x‖2 ≤C‖x‖1.

Lemma 1.8.Let ‖ · ‖1, ‖ · ‖2 be two norms on a vector space X (overK). The fol-
lowing are equivalent:

(i) The norms‖ · ‖1, ‖ · ‖2 are equivalent.

(ii) A set O⊆ X is open for the norm‖ · ‖1 if and only if it is open for the norm
‖ · ‖2 (and similarly for closed sets).

(iii) A sequence(xn) ⊆ X converges to0 for the norm‖ · ‖1 if and only if it con-
verges to0 for the norm‖ · ‖2.

In other words, if two norms‖ ·‖1, ‖ ·‖2 on a vector spaceX are equivalent, then
the open sets, the closed sets and the null sequences are the same. We also say that
the two norms define the sametopology. In particular, ifX is a Banach space for
one norm then it is also a Banach space for the other (equivalent) norm.

Exercise 1.9The norms‖ · ‖∞ and‖ · ‖p are not equivalent on C([0,1]).

Theorem 1.10.Any two norms on a finite dimensional real or complex vector space
are equivalent.
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Proof. We may without loss of generality considerKd. Let ‖ · ‖ be a norm onKd

and let(ei)1≤i≤d be the canonical basis ofKd. For everyx∈Kd

‖x‖= ‖
d

∑
i=1

xiei‖

≤
d

∑
i=1

|xi |‖ei‖

≤C‖x‖1,

whereC := sup1≤i≤d ‖ei‖ < ∞ and‖ · ‖1 is the norm from Example 1.1.1. By the
triangle inequality from below, for everyx, y∈Kd,

|‖x‖−‖y‖| ≤ ‖x− y‖ ≤C‖x− y‖1.

Hence, the norm‖ · ‖ : (Kd,‖ · ‖1) → R+ is continuous (onKd equipped with the
norm‖ ·‖1). If S:= {x∈Kd : ‖x‖1 = 1} denotes the unit sphere for the norm‖ ·‖1,
thenS is compact. As a consequence

c := inf{‖x‖ : x∈ S}> 0,

since the infimum is attained by the continuity of‖ · ‖. This implies

c‖x‖1 ≤ ‖x‖ for everyx∈Kd.

We have proved that every norm onKd is equivalent to the norm‖ · ‖1. Hence, any
two norms onKd are equivalent.

Corollary 1.11. Any finite dimensional normed space is complete. Any finite dimen-
sional subspace of a normed space is closed.

Proof. The space(Kd,‖ ·‖1) is complete (exercise!). If‖ ·‖ is a second norm onKd

and if (xn) is a Cauchy sequence for that norm, then it is also a Cauchy sequence
in (Kd,‖ · ‖1) (use that the norms‖ · ‖1 and‖ · ‖ are equivalent), and therefore con-
vergent in(Kd,‖ · ‖1). By equivalence of norms again, the sequence(xn) is also
convergent in(Kd,‖ · ‖), and therefore(Kd,‖ · ‖) is complete.

LetY be a finite dimensional subspace of a normed spaceX, and let(xn)⊆Y be a
convergent sequence withx= limn→∞ xn ∈ X. Since(xn) is also a Cauchy sequence,
and sinceY is complete, we find (by uniqueness of the limit) thatx∈Y, and therefore
Y is closed (Lemma 0.11).

Let (xn) be a sequence in a normed spaceX. We say that the series∑n xn is
convergent if the sequence(∑ j≤nx j) of partial sums is convergent. We say that the
series∑nxn is absolutely convergent if ∑n‖xn‖< ∞.

Lemma 1.12.Let (xn) be a sequence in a normed space X. If the series∑nxn is
convergent, then necessarilylimn→∞ xn = 0.
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Note that in a normed space not every absolutely convergent series is convergent.
In fact, the following is true.

Lemma 1.13.A normed space X is a Banach space if and only if every absolutely
convergent series converges.

Proof. Assume thatX is a Banach space, and let∑nxn be absolutely convergent. It
follows easily from the triangle inequality that the corresponding sequence of partial
sums is a Cauchy sequence, and sinceX is complete, the series∑nxn is convergent.

On the other hand, assume that every absolutely convergent series is convergent.
Let (xn)n≥1 ⊆ X be a Cauchy sequence. From this Cauchy sequence, one can ex-
tract a subsequence(xnk)k≥1 such that‖xnk+1 − xnk‖ ≤ 2−k, k ≥ 1. Lety0 = xn1 and
yk = xnk+1 − xnk, k ≥ 1. Then the series∑k≥0 yk is absolutely convergent. By as-
sumption, it is also convergent. But by construction,(∑k

l=0yl ) = (xnk), so that(xnk)
is convergent. Hence, we have extracted a subsequence of theCauchy sequence
(xn) which converges. As a consequence,(xn) is convergent, and since(xn) was an
arbitrary Cauchy sequence,X is complete.

Lemma 1.14 (Riesz).Let X be a normed space and let Y⊆ X be a closed linear
subspace. If Y6= X, then for everyδ > 0 there exists x∈ X \Y such that‖x‖= 1 and

dist(x,Y) = inf{‖x− y‖ : y∈Y} ≥ 1− δ .

Proof. Let z∈ X \Y. SinceY is closed,

d := dist(z,Y)> 0.

Let δ > 0. By definition of the infimum, there existsy∈Y such that

‖z− y‖ ≤ d
1− δ

.

Let x := z−y
‖z−y‖ . Thenx∈ X \Y, ‖x‖= 1, and for everyu∈Y

‖x−u‖= ‖z− y‖−1‖z− (y+ ‖z− y‖u)‖
≥ ‖z− y‖−1d ≥ 1− δ ,

since(y+ ‖z− y‖u)∈Y.

Theorem 1.15.A normed space is finite dimensional if and only if every closed
bounded set is compact.

Proof. If the normed space is finite dimensional, then every closed bounded set
is compact by the Theorem of Heine-Borel. Note that by Theorem 1.10 it is not
important which norm on the finite dimensional space is considered. By Lemma
1.8, the closed and bounded sets do not change.

On the other hand, if the normed space is infinite dimensional, then, by the
Lemma of Riesz, one can construct inductively a sequence(xn) ⊆ X such that
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‖xn‖ = 1 and dist(xn+1,Xn) ≥ 1
2 for everyn∈ N, whereXn = span{xi : 1≤ i ≤ n}

(note thatXn is closed by Corollary 1.11). By construction,(xn) belongs to the closed
unit ball, but it can not have a convergent subsequence (evennot a Cauchy subse-
quence). Hence, the closed unit ball is not compact. We statethis result separately.

Theorem 1.16.In an infinite dimensional Banach space the closed unit ball is not
compact.

Lemma 1.17 (Completion of a normed space).For every normed space X there
exists a Banach spacêX and a linear injective j: X → X̂ such that‖ j(x)‖ = ‖x‖
(x∈ X) and j(X) is dense inX̂. Up to isometry, the Banach spacêX is unique (up
to isomorphism). It is called thecompletionof X.

Proof. It suffices to repeat the proof of Lemma 0.21 and to note that the completion
X̂ of X (considered as a metric space) carries in a natural way a linear structure:
addition of - equivalence classes of - Cauchy sequences is their componentwise
addition, and also multiplication of - an equivalence class- of a Cauchy sequence
and a scalar is done componentwise. Moreover, for every[(xn)], one defines the
norm

‖[(xn)]‖ := lim
n→∞

‖xn‖.

Uniqueness of̂X follows from Lemma 0.22.

1.2 Product spaces and quotient spaces

Lemma 1.18 (Product spaces).Let (Xi)i∈I be a finite (!) family of normed spaces,
and letX :=

⊗
i∈I Xi be the cartesian product. Then

‖x‖p :=

(
∑
i∈I

‖xi‖p
Xi

)1/p

(1≤ p< ∞),

and
‖x‖∞ := sup

i∈I
‖xi‖Xi

define equivalent norms onX . In particular, the cartesian product is a normed
space.

Proof. The easy proof is left to the reader.

Lemma 1.19.Let (Xi)i∈I be a finite family of normed spaces, and letX :=
⊗

i∈I Xi

be the cartesian product equipped with one of the equivalentnorms‖ · ‖p from
Lemma 1.18. Then a sequence(xn) = ((xn

i )i)⊆X converges (is a Cauchy sequence)
if and only if(xn

i )⊆ Xi is convergent (is a Cauchy sequence) for every i∈ I.
As a consequence,X is a Banach space if and only if all the Xi are Banach

spaces.
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Proposition 1.20 (Quotient space).Let X be a vector space (!) overK, and let
Y ⊆ X be a linear subspace. Define, for every x∈ X, the affine subspace

x+Y := {x+ y : y∈Y},

and define thequotient spaceor factor space

X/Y := {x+Y : x∈ X}.

Then X/Y is a vector space for the addition

(x+Y)+ (z+Y) := (x+ z+Y),

and the scalar multiplication

λ (x+Y) := (λx+Y).

The neutral element is Y.

For the definition of quotient spaces, it is not important that we consider real or
complex vector spaces.

Examples of quotient spaces are already known. In fact,Lp is such an example.
Usually, one defines

L p(Ω ,A ,µ)

to be the space ofall mesurable functionsf : Ω → K such that
∫

Ω | f |p dµ < ∞.
Moreover,

N := { f ∈ L p(Ω ,A ,µ) :
∫

Ω
| f |p = 0}.

Note thatN is a linear subspace ofL p(Ω ,A ,µ), and thatN is the space of all
functions f ∈ L p which vanish almost everywhere. Then

Lp(Ω ,A ,µ) := L p(Ω ,A ,µ)/N.

Proposition 1.21.Let X be a normed space and let Y⊆ X be a linear subspace.
Then

‖x+Y‖ := inf{‖x− y‖ : y∈Y}
defines a norm on X/Y if and only if Y is closed in X. If X is a Banach space and
Y ⊆ X closed, then X/Y is also a Banach space.

Proof. We have to check that‖ · ‖ satisfies all properties of a norm. Recall that
0X/Y =Y, and that for allx∈ X
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‖x+Y‖= 0

⇔ inf{‖x− y‖ : y∈Y}= 0

⇔∃(yn)⊆Y : lim
n→∞

yn = x

⇔ (⇒ if Y closed) : x∈Y

⇔ x+Y =Y.

Second, for everyx∈ X and everyλ ∈K \ {0},

‖λ (x+Y)‖= ‖λx+Y‖
= inf{‖λx− y‖ : y∈Y}
= inf{‖λ (x− y)‖ : y∈Y}
= |λ | inf{‖x− y‖ : y∈Y}
= |λ |‖x+Y‖.

Third, for everyx, z∈ X,

‖(x+Y)+ (z+Y)‖= ‖(x+ z)+Y‖
= inf{‖x+ z− y‖ : y∈Y}
= inf{‖x+ z− y1− y2‖ : y1, y2 ∈Y}
≤ inf{‖x− y1‖+ ‖z− y2‖ : y1, y2 ∈Y}
≤ inf{‖x− y‖ : y∈Y}+ inf{‖z− y‖ : y∈Y}
= ‖x+Y‖+ ‖z+Y‖.

Hence,X/Y is a normed space ifY is closed.
Assume next thatX is a Banach space. Let(xn) ⊆ X be such that the series

∑n≥1xn+Y converges absolutely, that is,∑n≥1‖xn+Y‖ < ∞. By definition of the
norm in X/Y, we find (yn) ⊆ Y such that‖xn− yn‖ ≤ ‖xn+Y‖+ 2−n. Replacing
(xn) by (x̂n) = (xn − yn), we find thatxn +Y = x̂n +Y and that the series∑n≥0 x̂n

is absolutely convergent. SinceX is complete, by Lemma 1.13, the limit∑n≥1 x̂n =
x∈ X exists. As a consequence,

‖(x+Y)−
n

∑
k=1

(x̂k+Y)‖ = ‖(x−
n

∑
k=1

x̂k)+Y‖

≤ ‖x−
n

∑
k=1

x̂k‖ → 0,

that is, the series∑n≥1xn+Y converges. By Lemma 1.13,X/Y is complete.
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1.3 Bounded linear operators

In the following a linear mapping between two normed spacesX andY will also
be called alinear operator or justoperator. If Y = K, then we call linear opera-
tors alsolinear functionals. If T : X →Y is a linear operator between two normed
spaces, then we denote by

kerT := {x∈ X : Tx= 0}

its kernel or null space, and by

ranT := {Tx : x∈ X}

its rangeor image. Observe that we simply writeTx instead ofT(x), meaning that
T is applied tox∈ X. The identity operatorX → X, x 7→ x is denoted byI .

Lemma 1.22.Let T : X → Y be a linear operator between two normed spaces X
and Y. Then the following are equivalent

(i) T is continuous.

(ii) T is continuous at0.

(iii) TB is bounded in Y, where B= B(0,1) denotes the unit ball in X.

(iv) There exists a constant C≥ 0 such that for every x∈ X

‖Tx‖ ≤C‖x‖.

Proof. The implication (i)⇒(ii) is trivial.
(ii)⇒(iii). If T is continuous at 0, then there exists someδ > 0 such that for every

x ∈ B(0,δ ) one hasTx∈ B(0,1) (so theε from theε-δ definition of continuity is
chosen to be 1 here). By linearity, for everyx∈ B= B(0,1)

‖Tx‖ = 1
δ
‖T(δx)‖ ≤ 1

δ
,

and this means thatTB is bounded.
(iii)⇒(iv). The setTBbeing bounded inY means that there exists some constant

C≥ 0 such that for everyx∈B one has‖Tx‖≤C. By linearity, for everyx∈X\{0},

‖Tx‖= ‖T
x

‖x‖‖‖x‖ ≤C‖x‖.

(iv)⇒(i). Let x∈ X, and assume that limn→∞ xn = x. Then

‖Txn−Tx‖= ‖T(xn− x)‖ ≤C‖xn− x‖→ 0 asn→ ∞,

so that limn→∞ Txn = Tx.
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We call a continuous linear operatorT : X → Y between two normed spacesX
andY also abounded operator(since it maps the unit ball ofX to a bounded subset
of Y). The set of all bounded linear operators is denoted byL (X,Y). Special cases:
If X =Y, then we writeL (X,X) =: L (X). If Y =K, then we writeL (X,K) =: X′.

Lemma 1.23.The setL (X,Y) is a vector space and

‖T‖ := inf{C≥ 0 : ‖Tx‖ ≤C‖x‖ for all x ∈ X} (1.1)

= sup{‖Tx‖ : ‖x‖ ≤ 1}
= sup{‖Tx‖ : ‖x‖= 1}

is a norm onL (X,Y).

Proof. We first show that the three quantities on the right-hand sideof (1.1) are
equal. In fact, the equality

sup{‖Tx‖ : ‖x‖ ≤ 1}= sup{‖Tx‖ : ‖x‖= 1}

is easy to check so that it remains only to show that

A := inf{C≥ 0 : ‖Tx‖ ≤C‖x‖ for all x∈ X}= sup{‖Tx‖ : ‖x‖= 1}=: B.

If C > A, then for everyx ∈ X \ {0}, ‖Tx‖ ≤ C‖x‖ or ‖T x
‖x‖‖ ≤ C. Hence,C ≥ B

which implies thatA ≥ B. If C > B, then for everyx ∈ X \ {0}, ‖T x
‖x‖‖ ≤ C, and

therefore‖Tx‖ ≤C‖x‖. Hence,C≥ A which implies thatA≤ B.
Now we check that‖ · ‖ is a norm onL (X,Y). First, for everyT ∈ L (X,Y),

‖T‖= 0⇔ sup{‖Tx‖ : ‖x‖ ≤ 1}= 0

⇔∀x∈ X, ‖x‖ ≤ 1 : ‖Tx‖= 0

⇔ (‖ · ‖ is a norm onY)∀x∈ X, ‖x‖ ≤ 1 : Tx= 0

⇔ (⇒ linearity ofT)∀x∈ X : Tx= 0

⇔ T = 0.

Second, for everyT ∈ L (X,Y) and everyλ ∈K

‖λT‖= sup{‖(λT)x‖ : ‖x‖ ≤ 1}
= sup{|λ |‖Tx‖ : ‖x‖ ≤ 1}
= |λ |‖T‖.

Finally, for everyT, S∈ L (X,Y),

‖T +S‖= sup{‖(T +S)x‖ : ‖x‖ ≤ 1}
≤ sup{‖Tx‖+ ‖Sx‖ : ‖x‖ ≤ 1}
≤ ‖T‖+ ‖S‖.



22 1 Banach spaces and bounded linear operators

The proof is complete.

Remark 1.24.(a) Note that the infimum on the right-hand side of (1.1) in Lemma
1.23 is always attained. Thus, for every operatorT ∈ L (X,Y) and everyx∈ X,

‖Tx‖ ≤ ‖T‖‖x‖.

This inequality shall be frequently used in the sequel! Notethat on the other hand
the suprema on the right-hand side of (1.1) are not always attained. (b) From Lemma
1.23 we can learn how to show that some operatorT : X →Y is bounded and how to
calculate the norm‖T‖. Usually (in most cases), one should prove in thefirst step
some inequality of the form

‖Tx‖ ≤C‖x‖, x∈ X,

because this inequality shows on the one hand thatT is bounded, and on the other
hand it shows the estimate‖T‖ ≤ C. In thesecond stepone should prove that the
estimateC was optimal by finding somex∈ X of norm‖x‖= 1 such that‖Tx‖=C,
or by finding some sequence(xn)⊆ X of norms‖xn‖ ≤ 1 such that limn→∞ ‖Txn‖=
C, because this shows that‖T‖=C. Of course, the second step only works if one has
not lost anything in the estimate of the first step. There are in fact many examples
of bounded operators for which it is difficult to estimate their norm.

Example 1.25.1. (Shift-operator). Onl p(N) consider theleft-shift operator

Lx= L(xn) = (xn+1).

Then

‖L(xn)‖p =

(
∑
n
|xn+1|p

)1/p

≤
(

∑
n
|xn|p

)1/p

,

so thatL is bounded and‖L‖ ≤ 1. On the other hand, forx= (0,1,0,0, . . .) one
computes that‖x‖p = 1 and‖Lx‖p = ‖(1,0,0, . . .)‖p = 1, and one concludes that
‖L‖= 1.

2. (Shift-operator). Similarly, one shows that theright-shift operator Ron l p(N)
defined by

Rx= R(xn) = (0,x0,x1, . . . )

is bounded and‖R‖= 1. Note that actually‖Rx‖p = ‖x‖p for everyx∈ l p.
3. (Multiplication operator). Letm∈ l∞ and consider onl p themultiplication op-

erator
Mx= M(xn) = (mnxn).

4. (Functionals onC). Consider the linear functionalϕ : C([0,1])→K defined by

ϕ( f ) :=
∫ 1

2

0
f (x) dx.

Then
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|ϕ( f )| ≤
∫ 1

2

0
| f (x)| dx≤ 1

2
‖ f‖∞,

so thatϕ is bounded and‖ϕ‖ ≤ 1
2. On the other hand, for the constant function

f = 1 one has‖ f‖∞ = 1 and|ϕ( f )|= 1
2, so that‖ϕ‖= 1

2.

Lemma 1.26.Let X, Y, Z be three Banach spaces, and let T∈ L (X,Y) and S∈
L (Y,Z). Then ST∈ L (X,Z) and

‖ST‖ ≤ ‖S‖‖T‖.

Proof. The boundedness ofST is clear since compositions of continuous functions
are again continuous. To obtain the bound onST, we calculate

‖ST‖= sup
‖x‖≤1

‖STx‖

≤ sup
‖x‖≤1

‖S‖‖Tx‖

≤ ‖S‖‖T‖.

Lemma 1.27.If Y is a Banach space thenL (X,Y) is a Banach space.

Proof. Assume thatY is a Banach space and let(Tn) be a Cauchy sequence in
L (X,Y). By the estimate

‖Tnx−Tmx‖= ‖(Tn−Tm)x‖ ≤ ‖Tn−Tm‖‖x‖,

the sequence(Tnx) is a Cauchy sequence inY for everyx∈ X. SinceY is complete,
the limit limn→∞ Tnx exists for everyx ∈ X. DefineTx := limn→∞ Tnx. Clearly,T :
X →Y is linear. Moreover, since any Cauchy sequence is bounded, we find that

‖Tx‖ ≤ sup
n
‖Tnx‖ ≤C‖x‖

for some constantC ≥ 0, that is,T is bounded. Moreover, for everyn∈ N we have
the estimate

‖T −Tn‖= sup
‖x‖≤1

‖Tx−Tnx‖

≤ sup
‖x‖≤1

sup
m≥n

‖Tmx−Tnx‖

≤ sup
m≥n

‖Tm−Tn‖.

Since that right-hand side of this inequality becomes arbitrarily small for largen,
we see that limn→∞ Tn = T exists, and so we have proved thatL (X,Y) is a Banach
space.

Remark 1.28.The converse of the statement in Lemma 1.27 is also true, thatis,
if L (X,Y) is a Banach space then necessarilyY is a Banach space. For the proof,
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however, one has to know that there are nontrivial operatorsin L (X,Y) as soon as
Y is nontrivial (that is,Y 6= {0}). For this, we need the Theorem of Hahn-Banach
and its consequences discussed in Chapter 3.

Corollary 1.29. The space X′ = L (X,K) of all bounded linear functionals on X is
always a Banach space. The space X′ is called thedual spaceof X.

Let X, Y be two normed spaces. We callT ∈ L (X,Y) an isomorphism if T is
bijective andT−1 ∈ L (Y,X). We callT ∈ L (X,Y) anisometry if ‖Tx‖= ‖x‖ for
everyx ∈ X. We say that spaceX andY areisomorphic (and we writeX ∼= Y) if
there exists an isomorphismT ∈ L (X,Y). We say thatX andY areisometrically
isomorphic if there exists an isometric isomorphismT ∈ L (X,Y).

Remark 1.30. 1. Two norms‖ · ‖1, ‖ · ‖2 on aK vector spaceX are equivalent if
and only if the identity operatorI : (X,‖ · ‖1)→ (X,‖ · ‖2) is an isomorphism.

2. Saying that twonormedspacesX andY are isomorphic means that they are
not only ’equal’ as vector spaces (in the sense that we find a bijective linear
operator) but also as normed spaces (that is, the bijection is continuous as well
as its inverse).

3. If T ∈ L (X,Y) andS∈ L (Y,Z) are isomorphisms, thenST∈ L (X,Z) is an
isomorphism and(ST)−1 = T−1S−1.

4. Every isometryT ∈ L (X,Y) is clearly injective. If it is also surjective, then
T is an isometric isomorphism, that is, the inverseT−1 is also bounded (even
isometric).

5. Clearly, ifT ∈ L (X,Y) is isometric, then it is an isometric isomorphism fromX
onto ranT, and we may say thatX is isometrically embeddedinto Y (via T).

Example 1.31.The right-shift operator from Example 1.25 (2) is isometric, but not
surjective. In particular,l p is isometrically isomorphic to a proper subspace ofl p.

Exercise 1.32Show that the spaces(c,‖ · ‖∞) of all convergent sequences and
(c0,‖ · ‖∞) of all null sequences are isomorphic.

Exercise 1.33Show that(c0,‖ · ‖∞) is (isometrically) isomorphic to a linear sub-
space of(C([0,1]),‖ · ‖∞), that is, find an isometry T: c0 →C([0,1]).

Lemma 1.34 (Neumann series).Let X be a Banach space and let T∈ L (X) be
such that‖T‖< 1. Then I−T is boundedly invertible, that is, it is an isomorphism.
Moreover,(I −T)−1 = ∑n≥0Tn.

Proof. SinceX is a Banach space,L (X) is also a Banach space by Lemma 1.27.
By assumption on‖T‖, the series∑n≥0Tn is absolutely convergent, and hence, by
Lemma 1.13, it is convergent to some elementS∈ L (X). Moreover,

(I −T)S= lim
n→∞

(I −T)
n

∑
k=0

Tk = lim
n→∞

(I −Tk+1) = I ,

and similarly,S(I −T) = I .
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Corollary 1.35. Let X and Y be two Banach spaces. Then the setI (X,Y) of all
isomorphisms inL (X,Y) is open, and the mapping T7→ T−1 is continuous from
I (X,Y) ontoI (Y,X).

Proof. Let I ⊆ L (X,Y) be the set of all isomorphisms, and assume thatI is not
empty (if it is empty, then it is also open). LetT ∈I . Then for everyS∈B(T, 1

‖T−1‖ )

we have
S= T +S−T = T(I +T−1(S−T)),

and since‖T−1(S−T)‖≤ ‖T−1‖‖S−T‖< 1, the operatorI +T−1(S−T)∈L (X)
is an isomorphism by Lemma 1.34. As a composition of two isomorphisms,S∈ I ,
and henceI is open. The continuity is also a direct consequence of the above
representation ofS(and thus of its inverse), using the Neumann series.

1.4 The Arezl̀a-Ascoli theorem

It is a consequence of Riesz’ Lemma (Lemma 1.14) that the unitball in an infinite
dimensional Banach space is not compact; see also Theorem 1.16. But compact sets
play an important role in many theorems from analysis, in particular when one wants
to prove the existence of some fixed point, the existence of a solution to an algebraic
equation, the existence of a solution of a differential equation, the existence of a
solution of a partial differential equation etc. It is therefore important to identify
the compact sets in Banach spaces, in particular in the classical Banach spaces. The
Arezlà-Ascoli theorem characterizes the compact subsetsof C(K;X), where(K,d)
is a compact metric space andX is a Banach space.

We say that a subsetB ⊆ C(K;X) is equicontinuous at some pointx ∈ K if
for everyε > 0 there existsδ > 0 such that for everyy ∈ K and everyf ∈ B the
implication

d(x,y)< δ ⇒ ‖ f (x)− f (y)‖< ε

holds.

Theorem 1.36 (Arezl̀a-Ascoli). Let (K,d) be a compact metric space, X be a Ba-
nach space and consider the Banach space C(K;X) of all continuous functions
K → X equipped with the supremum norm‖ f‖∞ = supx∈K ‖ f (x)‖. For a subset
B⊆C(K;X), the following assertions are equivalent:

(i) The set B is relatively compact.

(ii) The set B is equicontinuous at every x∈ K and there exists a dense set D⊆ K
such that for every x∈ D the set Bx = { f (x) : f ∈ B} is relatively compact.

We point out that, by the Heine-Borel theorem, the conditionof pointwise relative
compactness ofB can be replaced by mere pointwise or global boundedness as soon
as the spaceX is finite dimensional.
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Corollary 1.37 (Arezlà-Ascoli). Let (K,d) be a compact metric space, and con-
sider the Banach space C(K;Rd) of all continuous functions K→Rd equipped with
the supremum norm‖ f‖∞ = supx∈K ‖ f (x)‖. For a subset B⊆C(K;Rd), the follow-
ing assertions are equivalent:

(i) The set B is compact.

(ii) The set B is closed, equicontinuous at every x∈ K and pointwise bounded in
the sense that for every x∈ K the set Bx = { f (x) : f ∈ B} is bounded.

Proof (Proof of Theorem 1.36).The proof of the Arezlà-Ascoli theorem is a nice
application of Cantor’s diagonal sequence argument which we see here for the
first time, but which we will see again below when we prove thatevery bounded
sequence in a reflexive Banach space admits a weakly convergent subsequence.
Given a sequence, Cantor’s argument allows us to construct asubsequence which
satisfies a countable number of properties. It is instructive to learn the idea of
Cantor’s argument since it can be help in various situations.

We first assume thatB⊆ C(K;X) is relatively compact. Any relatively compact
subset of a Banach space is bounded, and thereforeB is bounded, too. For every
x∈ K, the point evaluationC(K;X)→ X, f 7→ f (x) is linear and continuous. Since
continuous images of relatively compact sets are relatively compact, the image ofB
under the point evaluation, that is the setBx = { f (x) : f ∈ B}, is relatively compact.

We show thatB is equicontinuous at everyx. Assume that this was not the case.
Then there existx ∈ K andε > 0 such that for everyn≥ 1 there existyn ∈ K and
fn ∈B such thatd(x,yn)<

1
n and‖ fn(x)− fn(yn)‖≥ ε. SinceB is relatively compact,

there exists a subsequence of( fn) (which we denote for simplicity again by( fn))
such that limn→∞ fn = f in C(K;X). Then, by the triangle inequality from below,

liminf
n→∞

‖ f (x)− f (yn)‖= lim inf
n→∞

‖ f (x)− fn(x)+ fn(x)− fn(yn)+ fn(yn)− f (yn)‖

≥ lim inf
n→∞

(
‖ fn(x)− fn(yn)‖−2‖ f − fn‖∞

)

≥ ε.

This inequality, however, contradicts to the continuity off (note that limn→∞ yn = x),
and therefore,B is equicontinuous at everyx∈ K.

Assume now thatB satisfies the properties from assertion (ii). In order to show
thatB is relatively compact, it suffices to show that every sequence( fn)⊆B admits a
convergent subsequence, that is,B is relatively sequentially compact. So let( fn)⊆B
be an arbitrary sequence.

Recall that every compact metric space is separable. Moreover, every subset of a
separable space is separable. Hence, there exists a sequence (xm)m≥1 ⊆ D which is
dense inK.

Consider the sequence( fn(x1))⊆ Bx1 ⊆ X. SinceBx1 is compact by assumption,
there exists a subsequence( fϕ1(n)) of ( fn) such that limn→∞ fϕ1(n)(x1) exists.
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Consider next the sequence( fϕ1(n)(x2)) ⊆ Bx2 ⊆ X. SinceBx2 is compact by as-
sumption, there exists a subsequence( fϕ2(n)) of ( fϕ1(n)) such that limn→∞ fϕ2(n)(x2)
exists. Note that we have also the existence of the limit limn→∞ fϕ2(n)(x1).

Iterating this argument, we obtain for everym≥ 2 a subsequence( fϕm(n)) of
( fϕm−1(n)) such that limn→∞ fϕm(n)(xi) exists for every 1≤ i ≤ m. These subse-
quences converge therefore pointwise at a finite number of elements ofK.

We now consider thediagonal subsequence( fϕ(n)) = ( fϕn(n)). This diagonal sub-
sequence has the property of being a subsequence of( fϕm(n)) for everym≥ 1, up
to a finite number of initial elements perhaps. It enjoys therefore the property that
limn→∞ fϕ(n)(xm) exists for everym≥ 1, that is, it converges pointwise on a dense
subset ofK. We will show that( fϕ(n)) converges everywhere and uniformly onK.
SinceC(K;X) is complete, it suffices to show that( fϕ(n)) is a Cauchy sequence in
C(K;X).

Let ε > 0. SinceB is equicontinuous at everyx∈ K, for everyx∈ K there exists
δx > 0 such that for everyy∈ K and everyf ∈ B the implication

d(x,y)< δ ⇒ ‖ f (x)− f (y)‖< ε (1.2)

is true. We clearly haveK =
⋃

x∈K B(x,δx), and sinceK is compact, we find finitely
many pointsx′1, . . . , x′k such thatK =

⋃k
i=1B(x′i ,δi) (with δi = δx′i

). Since the se-
quence(xm) is dense inK, for every 1≤ i ≤ k there existsmi ≥ 1 such that
xmi ∈ B(x′i ,δi). Since the sequence( fϕ(n)) converges pointwise on(xm), there ex-
istsn0 ≥ 0 such that

for everyn, n′ ≥ n0 and every 1≤ i ≤ k ‖ fϕ(n)(xmi )− fϕ(n′)(xmi )‖ < ε.

Let nowx∈ K be arbitrary. Thenx∈ B(xi ,δi) for some 1≤ i ≤ k. Hence, for every
n, n′ ≥ n0, by the preceding estimate and by the implication (1.2),

‖ fϕ(n)(x)− fϕ(n′)(x)‖ ≤ ‖ fϕ(n)(x)− fϕ(n)(x
′
i)‖+

+ ‖ fϕ(n)(x
′
i)− fϕ(n)(xmi )‖+

+ ‖ fϕ(n)(xmi )− fϕ(n′)(xmi )‖+
+ ‖ fϕ(n′)(xmi )− fϕ(n′)(x

′
i)‖+

+ ‖ fϕ(n′)(x
′
i)− fϕ(n′)(x)‖

≤ 5ε.

Sincen0 ≥ 0 did not depend onx ∈ K, and sinceε > 0 was arbitrary, this proves
that ( fϕ(n)) is a Cauchy sequence inC(K;X). We have therefore proved that every
sequence inB admits a convergent subsequence. SinceB is closed, we obtain thatB
is sequentially compact, and hence compact.





Chapter 2
Hilbert spaces

Let H be a vector space overK.

2.1 Inner product spaces

A function〈·, ·〉 : H ×H →K is called aninner product if for everyx, y, z∈ H and
everyλ ∈K

(i) 〈x,x〉 ≥ 0 for everyx∈ H and〈x,x〉 = 0 if and only if x= 0,

(ii) 〈x,y〉= 〈y,x〉,
(iii) 〈λx+ y,z〉= λ 〈x,z〉+ 〈y,z〉.
A pair (H,〈·, ·〉) of a vector space overK and a scalar product is called aninner
product space.

Example 2.1. 1. On the spaceH =Kd,

〈x,y〉 :=
d

∑
i=1

xi ȳi

defines an inner product.
2. On the spaceH = l2 := {(xn)⊆K : ∑ |xn|2 < ∞},

〈x,y〉 := ∑
n

xnȳn

defines an inner product.
3. On the spaceH =C([0,1]), the Riemann integral

〈 f ,g〉 :=
∫ 1

0
f (x)g(x) dx

29
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defines an inner product.
4. On the spaceH = L2(Ω), the integral

〈 f ,g〉 :=
∫

Ω
f ḡ dµ

defines an inner product.

Lemma 2.2.Let 〈·, ·〉 be an inner product on a vector space H. Then, for every x, y,
z∈ H andλ ∈K

(iv) 〈x,λy+ z〉= λ̄〈x,y〉+ 〈x,z〉.
Proof.

〈x,λy+ z〉= 〈λy+ z,x〉= λ̄ 〈y,x〉+ 〈z,x〉= λ̄ 〈x,y〉+ 〈x,z〉.

In the following, if H is an inner product space, then we put

‖x‖ :=
√
〈x,x〉, x∈ H.

Lemma 2.3 (Cauchy-Schwarz inequality). Let H be an inner product space.
Then, for every x, y∈ H,

|〈x,y〉| ≤ ‖x‖‖y‖,
and equality holds if and only if x and y are colinear.

Proof. Let λ ∈K. Then

0≤ 〈x+λy,x+λy〉
= 〈x,x〉+ 〈λy,x〉+ 〈x,λy〉+ |λ |2〈y,y〉
= 〈x,x〉+λ 〈x,y〉+ λ̄〈x,y〉+ |λ |2〈y,y〉,

that is,
0≤ ‖x+λy‖2 = ‖x‖2+2Reλ̄〈x,y〉+ |λ |2‖y‖2. (2.1)

Assuming thaty 6= 0 (for y = 0 the Cauchy-Schwarz inequality is trivial), we may
putλ :=−〈x,y〉/‖y‖2. Then

0≤ 〈x− 〈x,y〉
‖y‖2 y,x− 〈x,y〉

‖y‖2 y〉

= ‖x‖2− |〈x,y〉|2
‖y‖2 ,

which is the Cauchy-Schwarz inequality. The calculation also shows that equality
holds if and only ifx= λy, that is, ifx andy are colinear.

Lemma 2.4.Every inner product space H is a normed linear space for the norm

‖x‖=
√
〈x,x〉, x∈ H.
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Proof. Properties (i) and (ii) in the definition of a norm follow fromthe properties
(i) and (iii) (together with Lemma 2.2) in the definition of aninner product. The only
difficulty is to show that‖ ·‖ satisfies the triangle inequality. This, however, follows
from puttingλ = 1 in (2.1) and estimating with the Cauchy-Schwarz inequality:

‖x+ y‖2 ≤ (‖x‖+ ‖y‖)2.

A complete inner product space is called aHilbert space.

Example 2.5.The spacesKd (with Euclidean inner product),l2 and L2(Ω) are
Hilbert spaces. More examples are given by the Sobolev spaces defined below.

Lemma 2.6 (Completion of an inner product space).Let H be an inner product
space. Then there exists a Hilbert space K and a bounded linear operator j : H →K
such that for every x, y∈ H

〈x,y〉H = 〈 j(x), j(y)〉K ,

and such that j(H) is dense in K. The Hilbert space K is uniqueup to isometry. It
is called thecompletionof H.

Lemma 2.7 (Parallelogram identity). Let H be an inner product space. Then for
every x, y∈ H

‖x+ y‖2+ ‖x− y‖2 = 2(‖x‖2+ ‖y‖2).

Proof. The parallelogram identity follows immediately from (2.1)by puttingλ =
±1 and adding up.

Exercise 2.8 (von Neumann)Show that a norm satisfying the parallelogram iden-
tity comes from a scalar product. That means, the parallelogram identity charac-
terises inner product spaces.

A subsetK of a real or complex vector spaceX is convex if for every x, y∈ K
and everyt ∈ [0,1] one hastx+(1− t)y∈ K.

Theorem 2.9 (Projection onto closed, convex sets).Given a nonempty closed,
convex subset K of a Hilbert space H, and given a point x∈ H, there exists a unique
y∈ K such that

‖x− y‖= inf{‖x− z‖ : z∈ K}.

Proof. Let d := inf{‖x− z‖ : z∈ K}, and choose(yn) ∈ K such that

lim
n→∞

‖x− yn‖= d. (2.2)

Applying the parallelogram identity to(x− yn)/2 and(x− ym)/2, we obtain

‖x− yn+ ym

2
‖2+

1
4
‖yn− ym‖2 =

1
2
(‖x− yn‖2+ ‖x− ym‖2).
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SinceK is convex,yn+ym
2 ∈ K and hence‖x− yn+ym

2 ‖2 ≥ d2. Using this and (2.2),
the last identity implies that(yn) is a Cauchy sequence. SinceH is complete,y :=
limn→∞ yn exists. SinceK is closed,y∈K. Moreover,‖x−y‖= limn→∞ ‖x−yn‖=d,
so thaty is a minimizer for the distance tox. To see that there is only on such
minimizer, suppose thaty′ ∈ K is a second one, and apply the parallelogram identity
to x− y andx− y′.

Let H be an inner product space. We say that two vectorsx, y∈H areorthogonal
(and we writex⊥ y), if 〈x,y〉= 0. Given a subsetS⊆ H, we define theorthogonal
spaceS⊥ := {y∈ H : x⊥ y for all x∈ S}. If S= K is a linear subspace ofH, then
we callK⊥ also theorthogonal complementof K.

Theorem 2.10.Let H be a Hilbert space, S⊆ H be a subset and K a closed linear
subspace. Then:

a) S⊥ is a closed linear subspace of H,

b) K and K⊥ are complementary subspaces, i.e. every x∈ H can be decomposed
uniquely as a sum of an x0 ∈ K and an x1 ∈ K⊥,

c) (K⊥)⊥ = K and(S⊥)⊥ = spanS.

d) spanS is dense in H if and only if S⊥ = {0}.

Proof. (a) It follows from the bilinearity of the inner product thatS⊥ is a linear
subspace ofH. Let (yn) ∈ S⊥ be convergent to somey∈ H. Then, for everyx ∈ S,
by the Cauchy-Schwarz inequality,

〈x,y〉= lim
n→∞

〈x,yn〉= 0,

that is,y∈ S⊥ and thereforeS⊥ is closed.
(b) For everyx∈ H we letx0 ∈ K be the unique element (Theorem 2.9) such that

‖x− x0‖= inf{‖x− y‖ : y∈ K}.

Putx1 = x− x0. For everyy∈ K and everyλ ∈K, by the minimum property ofx0,

‖x1‖2 ≤ ‖x1−λy‖2

= ‖x1‖2−2Reλ̄ 〈x1,y〉+ |λ |2‖y‖2.

This implies that〈x1,y〉= 0, that is,x1 ∈ K⊥. Every decompositionx= x0+x1 with
x0 ∈ K andx1 ∈ K⊥ is unique sincex∈ K ∩K⊥ implies〈x,x〉 = 0, that is,x= 0.

(c) and (d) follow immediately from (a) and (b).

Lemma 2.11 (Pythagoras).Let H be an inner product space. Whenever x, y∈ H
are orthogonal, then

‖x+ y‖2 = ‖x‖2+ ‖y‖2.

Proof. The claim follows from (2.1) and puttingλ = 1.
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We call an operatorP : X → X on a linear spaceX a projection if P2 = P.

Lemma 2.12.Let X be a normed space and let P∈L (X) be a bounded projection.
Then the following are true:

a) Q= I −P is a projection.

b) Either P= 0 or ‖P‖ ≥ 1.

c) The kernelkerP and the rangeranP are closed in X.

d) Every x∈ X can be decomposed uniquely as a sum of an x0 ∈ kerP and an
x1 ∈ ranP, and X∼= kerP⊕ ranP.

Proof. (a)Q2 = (I −P)2 = I −2P+P2 = I −P= Q.
(b) follows from‖P‖= ‖P2‖ ≤ ‖P‖2.
(c) Since{0} is closed inX and sinceP is continuous, kerP=P−1({0}) is closed.

Similarly, ranP= ker(I −P) is closed.
(d) For everyx∈ X we can writex= Px+(I −P)x= x1+x2 with x1 ∈ ranP and

x2 ∈ kerP. The decomposition is unique since ifx∈ kerP∩ ranP, thenx= Px= 0.
This proves that thevectorspacesX and kerP⊕ ranP are isomorphic. That they are
also isomorphic as normed spaces follows from the continuity of P.

Lemma 2.13.Let H be a Hilbert space and K⊆H be a closed linear subspace. For
every x∈ H we let x1 = Px be the unique element in K which minimizes the distance
to x (Theorem 2.9). Then P: H → H is a bounded projection satisfyingranP= K.
Moreover,kerP= K⊥. We call P theorthogonal projectiononto K.

2.2 Orthogonal decomposition

We call a metric spaceseparable if there exists a countable dense subset.

Example 2.14.The spaceRd (orCd) is separable: one may takeQd as an example
of a dense countable subset. It is not too difficult to see thatsubsets of separable
metric spaces are separable (note, however, that in generalthe dense subset has to
be constructed carefully), and that finite products of separable metric spaces are
separable.

Lemma 2.15.A normed space X is separable if and only if there exists a sequence
(xn) ⊆ X such thatspan{xn : n ∈ N} is dense in X (such a sequence is in general
called atotalsequence).

Proof. If X is separable, then there exists a sequence(xn)⊆X such that{xn : n∈N}
is dense. In particular, the larger set span{xn : n∈N} is dense.

If, one the other hand, there exists a total sequence(xn)⊆X, and if we putD=Q

in the caseK= R andD =Q+ iQ in the caseK= C, then the set

{
m

∑
i=1

λixni : m∈N, λi ∈ D, ni ∈ N}
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is dense inX (in fact, the closure contains all finite linear combinations of thexn, that
is, it contains span{xn : n∈ N}). It is an exercise to show that this set is countable.
The claim follows.

Corollary 2.16. The space(C([0,1]),‖ · ‖∞) is separable.

Proof. By Weierstrass’ theorem, the subspace of all polynomials isdense in
C([0,1]) (Weierstrass’ theorem says that every continuous functionf : [0,1] → R

can be uniformly approximated by polynomials). The polynomials, however, are the
linear span of the monomialsfn(t) = tn. The claim therefore follows from Lemma
2.15.

Corollary 2.17. The space lp is separable if1≤ p< ∞. The space c0 is separable.

Proof. Let en = (δnk)k ∈ l p be then-th unit vector inl p (hereδnk denotes the Kro-
necker symbol:δnk= 1 if n= k andδnk= 0 otherwise). Thenspan{en : n∈N}= c00

(the space of all finite sequences) is dense inl p if 1 ≤ p< ∞. The claim forl p fol-
lows from Lemma 2.15. The argument forc0 is similar.

Lemma 2.18.The space l∞ is not separable.

Proof. The set{0,1}N ⊆ l∞ of all sequences taking only values 0 or 1 is uncount-
able. Moreover, wheneverx, y∈ {0,1}N, x 6= y, then

‖x− y‖∞ = 1.

Hence, the ballsB(x, 1
2) with centersx∈ {0,1}N and radius1

2 are mutually disjoint.
If l∞ was separable, that is, if there exists a dense countable setD ⊆ l∞, then in each
B(x, 1

2) there exists at least one elementy∈ D, a contradiction.

Definition 2.19.Let H be an inner product space. A family(el )l∈I ⊆ H is called

a) anorthogonal systemif (el ,ek) = 0 wheneverl 6= k,

b) anorthonormal systemif it is an orthogonal system and‖el‖ = 1 for every
l ∈ I , and

c) anorthonormal basisif it is an orthonormal system and span{el : l ∈ I} is
dense inH.

Lemma 2.20 (Gram-Schmidt process).Let (xn) be a sequence in an inner prod-
uct space H. Then there exists an orthonormal system(en) such thatspan{xn} =
span{en}.

Proof. Passing to a subsequence, if necessary, we may assume that the (xn) are
linearly independent.

Let e1 := x1/‖x1‖. Thene1 andx1 span the same linear subspace. Next, assume
that we have constructed an orthonormal system(ek)1≤k≤n such that

span{xk : 1≤ k≤ n}= span{ek : 1≤ k≤ n}.



2.2 Orthogonal decomposition 35

Let e′n+1 := xn+1 − ∑n
k=1〈xn+1,ek〉ek. Since thexn are linearly independent, we

find e′n+1 6= 0. Let en+1 := e′n+1/‖e′n+1‖. By construction, for every 1≤ k ≤ n,
〈en+1,ek〉= 0, and

span{xk : 1≤ k≤ n+1}= span{ek : 1≤ k≤ n+1}.

Proceeding inductively, the claim follows.

Corollary 2.21. Every separable inner product space admits an orthonormal basis.

Example 2.22.Consider the inner product spaceC([−1,1]) equiped with the scalar
product〈 f ,g〉= ∫ 1

−1 f (t)g(t) dt and resulting norm‖ ·‖2. Let fn(t) := tn (n≥ 0), so
that span{ fn} is the space of all polynomials on the interval[−1,1]. Applying the
Gram-Schmidt process to the sequence( fn) yields a orthonormal sequence(pn) of
polynomials. Thepn are calledLegendre polynomials.

Recall that the space of all polynomials is dense inC([−1,1]) by Weierstrass’
theorem (even for the uniform norm;a fortiori also for the norm‖ · ‖2). Hence, the
Legendre polynomials form an orthonormal basis inC([−1,1]).

Lemma 2.23 (Bessel’s inequality).Let H be an inner product space,(en)n∈N ⊆ H
an orthonormal system. Then, for every x∈ H,

∑
n∈N

|〈x,en〉|2 ≤ ‖x‖2.

Proof. Let N ∈ N. PutxN = x−∑N
n=1〈x,en〉en so thatxN ⊥ en for every 1≤ n≤ N.

By Pythagoras (Lemma 2.11),

‖x‖2 = ‖xN‖2+ ‖
N

∑
n=1

〈x,en〉en‖2

= ‖xN‖2+
N

∑
n=1

|〈x,en〉|2

≥
N

∑
n=1

|〈x,en〉|2.

SinceN was arbitrary, the claim follows.

Lemma 2.24.Let H be a (separable) Hilbert space,(en)n∈N ⊆ H an orthonormal
system. Then:

a) For every x∈ H, the series∑n∈N〈x,en〉en converges.

b) P : H → H, x 7→ ∑n∈N〈x,en〉en is the orthogonal projection ontospan{en : n∈
N}.

Proof. (a) Letx∈ H. Since(en) is an orthonormal system, by Pythagoras (Lemma
2.11), for everyl > k≥ 1,
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‖
l

∑
n=1

〈x,en〉en−
k

∑
n=1

〈x,en〉en‖2 = ‖
l

∑
n=k+1

〈x,en〉en‖2

=
l

∑
n=k+1

|〈x,en〉|2.

Hence, by Bessel’s inequality, the sequence(∑l
n=1〈x,en〉en) of partial sums forms a

Cauchy sequence. SinceH is complete, the series∑n∈N〈x,en〉en converges.
(b) is an exercise.

Theorem 2.25.Let H be a (separable) Hilbert space,(en)n∈N an orthonormal sys-
tem. Then the following are equivalent:

(i) (en)n∈N is an orthonormal basis.

(ii) If x ⊥ en for every n∈ N, then x= 0.

(iii) x= ∑n∈N〈x,en〉en for every x∈ H.

(iv) 〈x,y〉= ∑n∈N〈x,en〉〈en,y〉 for every x, y∈ H.

(v) (Parseval’s identity) For every x∈ H,

‖x‖2 = ∑
n∈N

|〈x,en〉|2.

Proof. (i)⇒(ii) follows from Theorem 2.10.
(ii)⇒(iii) follows from Lemma 2.24 (i). In fact, letx0 = ∑n∈N〈x,en〉en (which

exists by Lemma 2.24 (i)). Then〈x−x0,en〉= 0 for everyn∈N, and by assumption
(ii), this impliesx= x0.

(iii)⇒(iv) follows when multiplyingx scalarly withy, applying also the Cauchy-
Schwarz inequality for the sequences(〈x,el 〉), (〈el ,y〉) ∈ l2.

(iv)⇒(v) follows from puttingx= y.
(v)⇒(i). Let x ∈ span{en : n∈ N}⊥. Then Parseval’s identity implies‖x‖2 = 0,

that is,x= 0. By Theorem 2.10, span{en : n∈ N} is dense inH, that is,(en) is an
orthonormal basis.

A bounded linear operatorU ∈ L (H,K) between two Hilbert spaces is called a
unitary operator if it is invertible and for everyx, y∈ H,

〈x,y〉H = 〈Ux,Uy〉K .

Two Hilbert spacesH andK areunitarily equivalent if there exists a unitary oper-
atorU ∈ L (H,K).

Corollary 2.26. Every infinite dimensional separable Hilbert space H is unitarily
equivalent to l2.

Proof. Choose an orthonormal basis(en)n∈N of H (which exists by Corollary 2.21),
and defineU : H → l2 by U(x) = (〈x,en〉)n∈N. Then〈x,y〉H = 〈U(x),U(y)〉l2 by
Theorem 2.25; in particular,U is bounded, isometric and injective. The fact thatU
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is surjective, that is, that∑ncnen converges for everyc= (cn) ∈ l2, follows as in the
proof of Lemma 2.24 (i).

Clearly, if a sequence(en) in a Hilbert spaceH is an orthonormal basis, then
necessarilyH is separable by Lemma 2.15. Hence, the equivalent statements of
Theorem 2.25 are only satisfied in separable Hilbert spaces.In most of the applica-
tions (if not all!), we will only deal with separable Hilbertspaces so that Theorem
2.25 is sufficient for our purposes.

However, what is true in general Hilbert spaces? The following sequence of re-
sults generalizes the preceeding results to arbitrary Hilbert spaces.

Let X be a normed space,(xi)i∈I be a family. We say that the series∑i∈I xi con-
vergesunconditionally if the setI0 := {i ∈ I : xi 6= 0} is countable, and for every
bijectiveϕ : N→ I0 the series∑∞

n=1xϕ(n) converges.

Corollary 2.27 (Bessel’s inequality, general case).Let H be an inner product
space,(el )l∈I ⊆ H an orthonormal system. Then, for every x∈ H, the set{l ∈ I :
〈x,el 〉 6= 0} is countable and

∑
l∈I

|〈x,el 〉|2 ≤ ‖x‖2. (2.3)

Proof. By Bessel’s inequality, the sets{l ∈ I : |〈x,el 〉| ≥ 1/n} must be finite for
everyn∈N. The countability of{l ∈ I : 〈x,el 〉 6= 0} follows. The inequality (2.3) is
then a direct consequence of Bessel’s inequality.

Lemma 2.28.Let H be a Hilbert space,(el )l∈I ⊆ H an orthonormal system. Then:

a) For every x∈ H, the series∑l∈I 〈x,el 〉el converges unconditionally.

b) P : H →H, x 7→∑l∈I 〈x,el 〉el is the orthogonal projection ontospan{el : l ∈ I}.

Corollary 2.29. Every Hilbert space admits an orthonormal basis.

Proof. If H is separable, the claim follows directly from the Gram-Schmidt process
and has already been stated in Corollary 2.21. In general, one may argue as follows:

The set of all orthonormal systems inH forms a partially ordered set by inclu-
sion. Given a totally ordered collection of orthonormal systems, the union of all
vectors contained in all systems in this collection forms a supremum. By Zorn’s
lemma, there exists an orthonormal system(el )l∈I which is maximal. It follows
from Bessel’s inequality (2.3) that this system is actuallyan orthonormal basis.

Theorem 2.25 remains true for arbitrary Hilbert spaces whenreplacing the count-
able orthonormal system(en)n∈N by an arbitrary orthonormal system(el )l∈I .

2.3 * Fourier series

In the following we will identify the spaceL1(0,2π) with
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L1
2π(R) := { f : R→ C measurable, 2π-periodic :

∫ 2π

0
| f | dλ < ∞}.

Similarly, we identifyL2(0,2π) with L2
2π(R), and we define

C2π(R) := { f ∈C(R) : f is 2π-periodic}.

For everyf ∈ L1(0,2π) = L1
2π(R) and everyn∈ Z we call

f̂ (n) :=
1

2π

∫ 2π

0
f (t)e−int dt

the n-th Fourier coefficient of f . The sequencêf = ( f̂ (n)) is called theFourier
transform of f . The formal series 1√

2π ∑n∈Z f̂ (n)ein· is called theFourier series of
f .

Lemma 2.30.For every f∈ L1(0,2π) = L1
2π(R) we havef̂ ∈ l∞(Z) and theFourier

transformˆ:L1(0,2π)→ l∞ is a bounded, linear operator. More precisely,

‖ f̂‖∞ ≤ 1
2π

‖ f‖1, f ∈ L1(0,2π).

Proof. For everyf ∈ L1(0,2π) and everyn∈ Z,

| f̂ (n)|= 1
2π

|
∫ 2π

0
f (t)e−int dt| ≤ 1

2π

∫ 2π

0
| f (t)|dt.

This proves that̂f ∈ l∞ and the required bound on‖ f̂ ‖∞. Linearity ofˆis clear.

Lemma 2.31 (Riemann-Lebesgue).For every f∈ L1(0,2π)= L1
2π(R) we havef̂ ∈

c0(Z), i.e.
lim
|n|→∞

| f̂ (n)|= 0.

Proof. Let f ∈ L1(0,2π) = L1
2π(R) andn∈ Z, n 6= 0. Then

f̂ (n) =
1

2π

∫ 2π

0
f (t)e−int dt

=
1

4π

∫ 2π

0
f (t)e−int(1−eiπ n

n ) dt

=
1

4π

∫ 2π

0
f (t)(e−int −e−in(t− π

n )) dt

=
1

4π

∫ 2π

0
( f (t)− f (t +

π
n
))e−int dt,

so that

| f̂ (n)| ≤ 1
4π

∫ 2π

0
| f (t)− f (t +

π
n
)| dt.
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Hence, if f = 1O ∈ L1(0,2π) for some open setO ⊆ [0,2π ], then f̂ ∈ c0(Z) by
Lebesgue dominated convergence theorem. On the other hand,since span{1O : O⊆
[0,2π ] open} is dense inL1(0,2π), since the Fourier transform is bounded with
values inl∞(Z) (Lemma 2.30), and sincec0(Z) is a closed subspace ofl∞(Z), we
find that f̂ ∈ c0(Z) for every f ∈ L1(0,2π).

Remark 2.32.At the end of the proof of the Lemma of Riemann-Lebesgue, we
used the following general principle: ifT ∈ L (X,Y) is a bounded linear operator
between two normed linear spacesX, Y, and ifM ⊆ X is dense, then ranT ⊆ T(M).
We used in addition thatc0(Z) is closed inl∞(Z).

Theorem 2.33.Let f ∈C2π(R) be differentiable in some point s∈ R. Then

f (s) = ∑
n∈Z

f̂ (n)eins.

Proof. Note that forfs(t) := f (s+ t),

f̂s(n) =
1

2π

∫ 2π

0
f (s+ t)e−int dt =

1
2π

∫ 2π

0
f (t)e−in(t−s) dt = eins f̂ (n).

Hence, replacingf by fs, if necessary, we may without loss of generality assume
thats= 0. Moreover, replacingf by f − f (0), if necessary, we may without loss of
generality assume thatf (0) = 0. We hence have to show that iff is differentiable in
0 and if f (0) = 0, then∑n∈Z f̂ (n) = 0.

Let g(t) := f (t)
1−eit . Since f is differentiable in 0,f (0) = 0, and sincef is 2π-

periodic, the functiong belongs toC2π(R). By the Lemma of Riemann-Lebesgue,
ĝ∈ c0(Z). Note that

f̂ (n) =
1

2π

∫ 2π

0
g(t)(1−eit )e−int dt = ĝ(n)− ĝ(n−1).

Hence,

n

∑
k=−n

f̂ (k) =
n

∑
k=−n

ĝ(k)− ĝ(k−1)

= ĝ(n)− ĝ(−n−1)→ 0 (n→ ∞).

This is the claim.

Corollary 2.34. For every f∈C1
2π(R) :=C2π(R)∩C1(R) and every t∈R

f (t) = ∑
n∈Z

f̂ (n)eint .

Remark 2.35.We will see that the convergence in the preceeding corollaryis even
uniform in t ∈R.



40 2 Hilbert spaces

Throughout the following, we equip the spaceL2(0,2π)= L2
2π(R) with the scalar

product given by

〈 f ,g〉 :=
1

2π

∫ 2π

0
f (t)g(t) dt,

which differs from the usual scalar product by the factor1
2π .

Lemma 2.36.The space C12π(R) is dense in L22π(R).

Proof. We first prove thatC([0,2π ]) is dense inL2(0,2π) = L2
2π(R). For this, con-

sider first a characteristic functionf = 1(a,b) ∈ L2(0,2π). Let (gn) ⊆ C([0,2π ]) be
defined by

gn(t) :=





1, t ∈ [a,b],

1+n(t−a), t ∈ [a−1/n,a),

1−n(t−b), t ∈ (b,b+1/n],

0, else.

It is then easy to see that limn→∞ ‖ f −gn‖L2 = 0, so thatf = 1(a,b) ∈C([0,2π ])
‖·‖L2 .

In the second step, consider a characteristic functionf = 1A of an arbitrary
Borel setA ∈ B([0,2π ]), and letε > 0. By outer regularity of the Lebesgue mea-
sure, there exists an open setO ⊃ A such thatλ (O\A) < ε2. Recall thatO is the
countable union of mutually disjoint intervals. SinceO has finite measure, there ex-
ist finitely many (mutually disjoint) intervals(an,bn) ⊆ O (1 ≤ n ≤ N) such that
λ (O\⋃N

n=1(an,bn))≤ ε2. By the preceeding step, for every 1≤ n≤ N there exists
gn ∈C([0,2π ]) such that‖1(an,bn)−gn‖2 ≤ ε

N . Let g := ∑N
n=1gn ∈C([0,2π ]). Then

‖ f −g‖2 ≤ ‖1A−1O‖2+ ‖1O−1⋃N
n=1(an,bn)

‖2+ ‖1⋃N
n=1(an,bn)

−g‖2

≤ ε + ε + ‖
N

∑
n=1

(1(an,bn)−gn)‖2

≤ 3ε.

This proves 1A ∈C([0,2π ])
‖·‖L2 for every Borel setA∈B([0,2π ]). Sincespan{1A :

A∈ B([0,2π ])}= L2(0,2π), we find thatC([0,2π ]) is dense inL2(0,2π).
It remains to show thatC1

2π(R) is dense inC([0,2π ]) for the norm‖ · ‖2. So
let f ∈ C([0,2π ]) and letε > 0. By Weierstrass’ theorem, there exists a function
g0 ∈C∞([0,2π ]) (even a polynomial!) such that‖ f −g0‖∞ ≤ ε. Letg1 ∈C1([0,2π ])
be such thatg1(2π) = g′1(2π) = 0, g1(0) = g0(2π)−g0(0) andg′1(0) = g′0(2π)−
g′0(0) and‖g1‖2 ≤ ε. Such a functiong1 exists: it suffices for example to consider
functions for which the derivative is of the form

g′1(t) =





g0(2π)−g0(0)+ ct, t ∈ [0,h1],

g0(2π)−g0(0)+ ch1+d(t−h1), t ∈ (h1,h2),

0, t ∈ [h2,2π ],
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with appropriate constants 0≤ h1 ≤ h2 and c, d ∈ C. Having choseng1, we let
g= g0+g1 and we calculate that

‖ f −g‖2 ≤ ‖ f −g0‖2+ ‖g1‖2 ≤ 2ε.

Sinceg extends to a function inC1
2π(R), we have thus proved thatC1

2π(R) is dense
in L2

2π(R).

Remark 2.37.An adaptation of the above proof actually shows that for every 1≤
p< ∞ and every compact interval[a,b]⊆R, the spaceC([a,b]) is dense inLp(a,b).
A further application of Weierstrass’ theorem actually shows that the space of all
polynomials is dense inLp(a,b). In particular, we may obtain the following result.

Corollary 2.38. The space Lp(a,b) is separable if1≤ p< ∞. The space L∞(a,b) is
notseparable.

Corollary 2.39. Let en(t) := eint , n∈Z, t ∈R. Then(en)n∈Z is an orthonormal basis
in L2

2π(R).

Proof. The fact that(en)n∈Z is an orthonormal system inL2
2π(R) is an easy calcu-

lation. We only have to prove that span{en : n∈ Z} is dense inL2
2π(R). Note that

f̂ (n) = ( f ,en) for every f ∈ L2
2π(R) and everyn ∈ Z. By Lemma 2.24, we know

that for everyf ∈ L2
2π(R)

g := ∑
n∈Z

f̂ (n)en exists inL2
2π(R).

In particular, a subsequence of(∑k
n=−k f̂ (n)en) converges almost everywhere tog.

But by Corollary 2.34 we know that(∑k
n=−k f̂ (n)en) converges pointwise every-

where tof if f ∈C1
2π(R). As a consequence, for everyf ∈C1

2π(R),

lim
k→∞

k

∑
n=−k

f̂ (n)en = f in L2
2π(R),

so that span{en : n ∈ Z} is dense in(C1
2π(R),‖ · ‖L2

2π
). SinceC1

2π(R) is dense in

L2
2π(R) by Lemma 2.36, we find that(en)n∈Z is an orthonormal basis inL2

2π(R).

Theorem 2.40 (Plancherel).For every f ∈ L2
2π(R) we have f̂ ∈ l2(Z) and the

Fourier transform̂ : L2
2π(R) → l2(Z) is an isometric isomorphism. Moreover, for

every f∈ L2
2π(R),

∑
n∈Z

f̂ (n)en = f in L2
2π(R),

that is, the Fourier series of f converges to f in the L2 sense.

Proof. By Corollary 2.39, the sequence(en)n∈Z is an orthonormal basis inL2
2π(R).

Moreover, recall that for everyf ∈ L2
2π(R) and everyn∈ Z, f̂ (n) = 〈 f ,en〉. Hence,

by Theorem 2.25,̂f ∈ l2(Z), f =∑n∈Z f̂ (n)en, and‖ f‖L2
2π
= ‖ f̂‖l2 (the last property

being Parseval’s identity).
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Corollary 2.41. Let f ∈C2π(R) be such that̂f ∈ l1(Z). Then

∑
n∈Z

f̂ (n)en = f in C2π(R),

that is, the Fourier series of f converges uniformly to f .

Proof. Note that for everyn ∈ Z, ‖en‖∞ = 1. The assumption̂f ∈ l1(Z) therefore
implies that the series∑n∈Z f̂ (n)en converges absolutely inC2π(R), i.e. for the uni-
form norm‖ · ‖∞. Since(C2π(R),‖ · ‖∞) is complete, the series∑n∈Z f̂ (n)en con-
verges uniformly to some elementg∈C2π(R). By Plancherel,g= f .

Remark 2.42.The assumption̂f ∈ l1(Z) in Corollary 2.41 is essential. For general
f ∈C2π(R), the Fourier series∑n∈Z f̂ (n)en need not not converge uniformly. Ques-
tions regarding the convergence of Fourier series (which type of convergence? for
which function?) can go deeply into the theory of harmonic analysis and answers are
sometimes quite involved. TheL2 theory gives in this context satisfactory answers
with relatively easy proofs (see Plancherel’s theorem). For continuous functions we
state the following result without giving a proof.

Theorem 2.43 (F́ejer). For every f∈C2π(R) one has

lim
K→∞

1
K

K

∑
k=1

k

∑
n=−k

f̂ (n)en = f in C2π(R),

that is, the Fourier series of f converges in theCésaro meanuniformly to f .

2.4 Linear functionals on Hilbert spaces

In this section, we discuss bounded functionals on Hilbert spaces. Compared to the
case of bounded linear functionals on general Banach spaces, the case of bounded
linear functionals on Hilbert spaces is considerably easy but it has far reaching con-
sequences.

Theorem 2.44 (Riesz-Fŕechet). Let H be a Hilbert space. Then for every bounded
linear functionalϕ ∈ H ′ there exists a unique y∈ H such that

ϕ(x) = 〈x,y〉 for every x∈ H.

Proof. Uniqueness.Let y1, y2 ∈ H be two elements such that

ϕ(x) = 〈x,y1〉= 〈x,y2〉 for everyx∈ H.

Then〈x,y1−y2〉= 0 for everyx∈ H, in particular also forx= y1−y2. This implies
‖y1− y2‖2 = 0, that is,y1 = y2.
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Existence.We may assume thatϕ 6= 0 since the caseϕ = 0 is trivial. Let ỹ ∈
(kerϕ)⊥ \ {0}. SinceH 6= kerϕ and since kerϕ is closed, such a ˜y exists. Next, let

y := ϕ(ỹ)/‖ỹ‖2 ỹ.

Note thatϕ(y) = ‖y‖2 = 〈y,y〉. Recall that everyx∈ H can be uniquely written as
x= x0+λy with x0 ∈ kerϕ andλ ∈K so thatλy∈ (kerϕ)⊥. Note that(kerϕ)⊥ is
one-dimensional. Hence, for everyx∈ H,

ϕ(x) = ϕ(x0+λy)

= ϕ(x0)+λ ϕ(y)
= λ ϕ(y)
= λ 〈y,y〉
= 〈λy,y〉
= 〈x0,y〉+ 〈λy,y〉
= 〈x,y〉.

The claim is proved.

Corollary 2.45. Let J : H → H ′ be the mapping which maps to every y∈ H the
functional Jy∈ H ′ given by Jy(x) = 〈x,y〉. Then J is antilinear ifK= C and linear
if K= R. Moreover, J is isometric and bijective.

Proof. The fact thatJ is isometric follows from the Cauchy-Schwarz inequality.
Antilinearity (or linearity in caseK = R) follows from the sesquilinearity (resp.
bilinearity) of the scalar product onH. SinceJ is isometric, it is injective. The
surjectivity ofJ follows from Theorem 2.44.

Remark 2.46.The theorem of Riesz-Fréchet allows us to identify any (real) Hilbert
spaceH with its dual spaceH ′. Note, however, that there are situations in which one
does not identifyH ′ with H. This is for example the case whenV is a second Hilbert
space which embeds continuously and densely intoH, that is, for which there exists
a bounded, injectiveJ : V → H with dense range.

2.5 Weak convergence in Hilbert spaces

Let H be a Hilbert space. We say that a sequence(xn) ⊆ H converges weakly to
some elementx ∈ H if for every y ∈ H one has limn→∞〈xn,y〉 = 〈x,y〉. We write

xn ⇀ x or xn
weak
→ x if (xn) converges weakly tox.

Theorem 2.47.Every bounded sequence(xn) in a Hilbert space H admits a weakly
convergent subsequence, that is, there exists x∈ H and there exists a subsequence

(xnk) of (xn) such that xnk

weak
→ x.
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In the proof of this theorem, we will use the following general result.

Lemma 2.48.Let X and Y be two normed spaces, let(Tn) ∈L (X,Y) be a bounded
sequence of bounded operators. Assume that there exists a dense set M⊆ X such
that limn→∞ Tnx exists for every x∈M. Thenlimn→∞ Tnx=: Tx exists for every x∈X
and T∈ L (X,Y).

Proof. DefineTx := limn→∞ Tnx for everyx∈ spanM. Then

‖Tx‖= lim
n→∞

‖Tnx‖ ≤ sup
n
‖Tn‖‖x‖,

that is.T : spanM →Y is a bounded linear operator. SinceM is dense inX, T admits
a unique bounded extensionT : X →Y.

Let x∈X andε > 0. SinceM is dense inX, there existsy∈M such that‖x−y‖≤
ε. By assumption, there existsn0 such that for everyn≥ n0 we have‖Tny−Ty‖≤ ε.
Hence, for everyn≥ n0,

‖Tnx−Tx‖ ≤ ‖Tnx−Tny‖+ ‖Tny−Ty‖+ ‖Ty−Tx‖
≤ sup

n
‖Tn‖‖x− y‖+ ε+ ‖T‖‖x− y‖

≤ ε(sup
n
‖Tn‖+1+ ‖T‖),

and therefore limn→∞ Tnx= Tx.

Proof (Proof of Theorem 2.47).As in the proof of the Arzela-Ascoli theorem (The-
orem 1.36), we use Cantor’s diagonal sequence argument. Let(xn) be a bounded
sequence inH. We first assume thatH is separable, and we let(ym)⊆ H be a dense
sequence.

Since(〈xn,y1〉) is bounded by the boundedness of(xn), there exists a subse-
quence(xϕ1(n)) of (xn) (ϕ1 : N→ N is increasing, unbounded) such that

lim
n→∞

〈xϕ1(n),y1〉 exists.

Similarly, there exists a subsequence(xϕ2(n)) of (xϕ1(n)) such that

lim
n→∞

〈xϕ2(n),y2〉 exists.

Note that for this subsequence, we also have that

lim
n→∞

〈xϕ2(n),y1〉 exists.

Iterating this argument, we find a subsequence(xϕ3(n)) of (xϕ2(n)) and finally for
everym∈ N, m≥ 2, a subsequence(xϕm(n)) of (xϕm−1(n)) such that

lim
n→∞

〈xϕm(n),y j〉 exists for every 1≤ j ≤ m.
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Let (x′n) := (xϕn(n)) be the ’diagonal sequence’. Then(x′n) is a subsequence of
(xn) and

lim
n→∞

〈x′n,ym〉 exists for everym∈ N.

By Lemma 2.48 and the Riesz-Fréchet representation theorem (Theorem 2.44),
there existsx∈ H such that

lim
n→∞

〈x′n,y〉= 〈x,y〉 for everyy∈ H,

and the claim is proved in the case whenH is separable.
If H is not separable as we first assumed, then one may replaceH by H̃ :=

span{xn : n∈ N} which is separable. By the above, there existsx∈ H̃ and a subse-
quence of(xn) (which we denote again by(xn)) such that for everyy∈ H̃,

lim
n→∞

〈xn,y〉= 〈x,y〉,

that is,(xn) converges weakly iñH. On the other hand, for everyy∈ H̃⊥ and every
n,

〈xn,y〉= 〈x,y〉= 0.

The decompositionH = H̃ ⊕ H̃⊥ therefore yields that(xn) converges weakly inH.





Chapter 3
Dual spaces and weak convergence

3.1 The theorem of Hahn-Banach

Given a normed spaceX, we denote byX′ := L (X,K) the space of all bounded
linear functionals onX. It is called thedual spaceof X. Recall thatX′ is always a
Banach space by Corollary 1.29 of Chapter 1.

However,a priori it is not clear whether there exists any bounded linear func-
tional on a normed spaceX (apart from the zero functional). This fundamental ques-
tion and the analysis of dual spaces (analysis of functionals) shall be developed in
this chapter.

The existence of nontrivial bounded functionals is guaranteed by the Hahn-
Banach theorem which actually admits several versions. However, before stating
the first version, we need the following definition.

LetX be a real or complex vector space. A functionp : X →R is calledsublinear
if

(i) p(λx) = λ p(x) for everyλ > 0, x∈ X, and

(ii) p(x+ y)≤ p(x)+ p(y) for everyx, y∈ X.

Example 3.1.On a normed spaceX, the norm‖ · ‖ is sublinear. Every linearp :
X →R is sublinear.

Theorem 3.2 (Hahn-Banach; version of linear algebra, real case). Let X be a
real vector space, U⊆ X a linear subspace, and p: X →R sublinear. Letϕ : U →R

be linear such that
ϕ(x)≤ p(x) for all x ∈U.

Then there exists a linear̃ϕ : X →R such thatϕ̃(x) = ϕ(x) for every x∈U (that is,
ϕ̃ is an extension ofϕ) and

ϕ̃(x)≤ p(x) for all x ∈ X. (3.1)

47
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The following lemma asserts that this version of Hahn-Banach is true in the spe-
cial case whenX/U has dimension 1. It is an essential step in the proof of Theorem
3.2.

Lemma 3.3.Take the assumptions of Theorem 3.2 and assume in addition that
dimX/U = 1. Then the assertion of Theorem 3.2 is true.

Proof. If dim X/U = 1, then there existsx0 ∈ X \U such that everyx ∈ X can be
uniquely written in the formx = u+ λx0 with u ∈ U and λ ∈ R. So we define
ϕ̃ : X →R by

ϕ̃(x) := ϕ̃(u+λx0) := ϕ(u)+λ r,

wherer ∈ R is a parameter which has to be chosen such that (3.1) holds, that is,
such that for everyu∈U , λ ∈R,

ϕ(u)+λ r ≤ p(u+λx0). (3.2)

If λ = 0, then this condition clearly holds for everyu∈U by the assumption onϕ .
If λ > 0, then (3.2) holds for everyu∈U if and only if

λ r ≤ p(u+λx0)−ϕ(u) for everyu∈U

⇔ r ≤ p(
u
λ
+ x0)−ϕ(

u
λ
) for everyu∈U

⇔ r ≤ inf
v∈U

p(v+ x0)−ϕ(v).

Similarly, if λ < 0, then (3.2) holds for everyu∈U if and only if

λ r ≤ p(u+λx0)−ϕ(u) for everyu∈U

⇔−r ≤ p(
u
−λ

− x0)−ϕ(
u
−λ

) for everyu∈U

⇔ r ≥ sup
w∈U

ϕ(w)− p(w− x0).

So it is possible to find an appropriater ∈ R in the definition ofϕ̃ if and only if

ϕ(w)− p(w− x0)≤ p(v+ x0)−ϕ(v) for all v, w∈U,

or, equivalently, if

ϕ(w)+ϕ(v)≤ p(v+ x0)+ p(w− x0) for all v, w∈U.

However, by the assumptions onϕ andp, for everyv, w∈U ,

ϕ(w)+ϕ(v) = ϕ(w+v)≤ p(w+v) = p(v+x0+w−x0)≤ p(v+x0)+ p(w−x0).

For the second step in the proof of Theorem 3.2, we need the Lemma of Zorn.

Lemma 3.4 (Zorn).Let (M,≤) be a ordered set. Assume that every totally ordered
subset T⊆ M (i.e. for every x, y∈ T one either has x≤ y or y≤ x) admits an
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upper bound. Then for every x∈ M there exists a maximal element m≥ x (that is,
an element m such that m≤ m̃ implies m= m̃ for everym̃∈ M).

Proof (Proof of Theorem 3.2).Define the following set

M := {(V,ϕV) : V ⊆ X linear subspace,U ⊆V, ϕV : V →R linear, s.t.

ϕ(x) = ϕV(x)(x∈U) andϕV(x)≤ p(x)(x∈V)},

and equip it with the order relation≤ defined by

(V1,ϕV1)≤ (V2,ϕV2) :⇔V1 ⊆V2 andϕV1(x) = ϕV2(x) for all x∈V1.

Then(M,≤) is an ordered set. LetT = ((Vi ,ϕVi ))i∈I ⊆M be a totally ordered subset.
Then the element(V,ϕV) ∈ M defined by

V :=
⋃

i∈I

Vi andϕV(x) = ϕVi (x) for x∈Vi

is an upper bound ofT. By the Lemma of Zorn, the setM admits a maximal element
(X0,ϕX0). Assume thatX0 6=X. Then, by Lemma 3.3, we could construct an element
which is strictly larger than(X0,ϕX0), a contradiction to the maximality of(X0,ϕX0).
Hence,X = X0, andϕ̃ := ϕX0 is an element we are looking for.

The complex version of the Hahn-Banach theorem reads as follows.

Theorem 3.5 (Hahn-Banach; version of linear algebra, complex case).Let X be
a complex vector space, U⊆ X a linear subspace, and p: X → R sublinear. Let
ϕ : U →C be linear such that

Reϕ(x)≤ p(x) for all x ∈U.

Then there exists a linear̃ϕ : X → C such thatϕ̃(x) = ϕ(x) for every x∈U (that is
ϕ̃ is an extension ofϕ) and

Reϕ̃(x)≤ p(x) for all x ∈ X. (3.3)

Proof. We may considerX also as a real vector space. Note thatψ(x) := Reϕ(x) is
anR-linear functional onX. By Theorem 3.2, there exists an extensionψ̃ : X → R

of ψ satisfying
ψ̃(x)≤ p(x) for everyx∈ X.

Let
ϕ̃(x) := ψ̃(x)− iψ̃(ix), x∈ X.

It is an exercise to show thatϕ̃ is C-linear, thatϕ(x) = ϕ̃(x) for everyx∈U and it
is clear from the definition that Rẽϕ(x) = ψ̃(x). Thus,ϕ̃ is a possible element we
are looking for.

Theorem 3.6 (Hahn-Banach; extension of bounded linear functionals). Let X
be a normed space and U⊆ X a linear subspace. Then for every bounded linear
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u′ : U → K there exists a bounded linear extension x′ : X → K (that is, x′|U = u′)
such that‖x′‖= ‖u′‖.

Proof. We first assume thatX is a real normed space. The functionp : X → R

defined byp(x) := ‖u′‖‖x‖ is sublinear and

u′(x)≤ p(x) for everyx∈U.

By the first Hahn-Banach theorem (Theorem 3.2), there existsa linearx′ : X → R

extendingu′ such that

x′(x)≤ p(x) = ‖u′‖‖x‖ for everyx∈ X.

Replacingx by−x, this implies that

|x′(x)| ≤ ‖u′‖‖x‖ for everyx∈ X.

Hence,x′ is bounded and‖x′‖ ≤ ‖u′‖. On the other hand, one trivially has

‖x′‖= sup
x∈X
‖x‖≤1

|x′(x)| ≥ sup
x∈U
‖x‖≤1

|x′(x)|= sup
x∈U
‖x‖≤1

|u′(x)|= ‖u′‖.

If X is a complex normed space, then the second Hahn-Banach theorem (Theorem
3.5) implies that there exists a linearx′ : X →C such that

Rex′(x)≤ p(x) = ‖u′‖‖x‖ for everyx∈ X.

In particular,

|x′(x)|= sup
θ∈[0,2π ]

Rex′(eiθ x)≤ ‖u′‖‖x‖ for everyx∈ X,

so that againx′ is bounded and‖x′‖ ≤ ‖u′‖. The inequality‖x′‖ ≥ ‖u′‖ follows as
above.

Corollary 3.7. If X is a normed space, then for every x∈ X\{0} there exists x′ ∈X′

such that
‖x′‖= 1 and x′(x) = ‖x‖.

In particular, X′ separates the pointsof X, i.e. for every x1, x2 ∈ X, x1 6= x2, there
exists x′ ∈ X′ such that x′(x1) 6= x′(x2).

Proof. By the Hahn-Banach theorem (Theorem 3.6), there exists an extensionx′ ∈
X′ of the functionalu′ : span{x} → K defined byu′(λx) = λ‖x‖ such that‖x′‖ =
‖u′‖= 1.

For the proof of the second assertion, setx := x1− x2.

Corollary 3.8. If X is a normed space, then for every x∈ X
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‖x‖= sup
x′∈X′
‖x′‖≤1

|x′(x)|. (3.4)

Proof. For everyx′ ∈ X′ with ‖x′‖ ≤ 1 one has

|x′(x)| ≤ ‖x′‖‖x‖ ≤ ‖x‖,

which proves one of the required inequalities. The other inequality follows from
Corollary 3.7.

Remark 3.9.The equality (3.4) should be compared to the definition of thenorm
of an elementx′ ∈ X′:

‖x′‖= sup
x∈X
‖x‖≤1

|x′(x)|.

From now on, it will be convenient to use the following notation. Given a normed
spaceX and elementsx∈ X, x′ ∈ X′, we write

〈x′,x〉 := 〈x′,x〉X′×X := x′(x).

For the bracket〈·, ·〉, we note the following properties. The function

〈·, ·〉 : X′×X →K,

(x′,x) 7→ 〈x′,x〉= x′(x)

is bilinear and for everyx′ ∈ X′, x∈ X,

|〈x′,x〉| ≤ ‖x′‖‖x‖.

The bracket〈·, ·〉 thus appeals to the notion of the scalar product on inner product
spaces, and the last inequality appeals to the Cauchy-Schwarz inequality, but note,
however, that the bracket isnot a scalar product since it is defined on a pair of
two different spaces. Moreover, even ifX = H is a complex Hilbert space, then the
bracket differs from the scalar product in that it is bilinear instead of sesquilinear.

Corollary 3.10. Let X be a normed space, U⊆ X a closed linear subspace and
x∈ X \U. Then there exists x′ ∈ X′ such that

x′(x) 6= 0 and x′(u) = 0 for every u∈U.

Proof. Let π : X → X/U be the quotient map (π(x) = x+U). Sincex 6∈U , we have
π(x) 6= 0. By Corollary 3.7, there existsϕ ∈ (X/U)′ such thatϕ(π(x)) 6= 0. Then
x′ := ϕ ◦π ∈ X′ is a functional we are looking for.

A linear operatorP : X → X on a linear spaceX is called aprojection if P2 = P.
A linear subspaceU of a normed spaceX is calledcomplemented if there exists a
projectionP∈ L (X) such that ranP=U .
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Remark 3.11.If P is a projection, thenQ= I −P is also a projection and ranP=
kerQ. Hence, ifP is a bounded projection on a normed space, then ranP is neces-
sarily closed. Thus, a necessary condition forU to be complemented is thatU is
closed.

Corollary 3.12. Every finite dimensional subspace of a normed space is comple-
mented.

Proof. Let U be a finite dimensional subspace of a normed spaceX. Let (bi)1≤i≤N

be a basis ofU . By Corollary 3.10, there exist functionalsx′i ∈ X′ such that

〈x′i ,b j〉=
{

1 if i = j,

0 otherwise.

Let P : X → X be defined by

Px :=
N

∑
i=1

〈x′i ,x〉bi , x∈ X.

Then Pbi = bi for every 1≤ i ≤ N, and thusP2 = P, that is,P is a projection.
Moreover, ranP=U by construction. By the estimate

‖Px‖ ≤
N

∑
i=1

|〈x′i ,x〉|‖bi‖

≤
( N

∑
i=1

‖x′i‖‖bi‖
)
‖x‖,

the projectionP is bounded.

The following lemma which does not depend on the Hahn-Banachtheorem is
stated for completeness.

Lemma 3.13.In a Hilbert space every closed linear subspace is complemented.

Proof. Take the orthogonal projection onto the closed subspace as apossible pro-
jection.

Corollary 3.14. If X is a normed space such that X′ is separable, then X is separa-
ble, too.

Proof. Let D′ = {x′n : n∈ N} be a dense subset of the unit sphere ofX′. For every
n∈N we choose an elementxn ∈ X such that‖xn‖ ≤ 1 and|〈x′n,xn〉| ≥ 1

2. We claim
thatD := span{xn : n ∈ N} is dense inX. If this was not true, i.e. ifD̄ 6= X, then,
by Corollary 3.10, we find an elementx′ ∈ X′ \ {0} such thatx′(xn) = 0 for every
n∈N. We may without loss of generality assume that‖x′‖= 1. SinceD′ is dense in
the unit sphere ofX′, we findn0 ∈ N such that‖x′− x′n0

‖ ≤ 1
4. But then
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1
2
≤ |〈x′n0

,xn0〉|= |〈x′n0
− x′,xn0〉| ≤ ‖x′n0

− x′‖‖xn0‖ ≤
1
4
,

which is a contradiction. Hence,̄D= X andX is separable by Lemma 2.15 of Chap-
ter 2.

3.2 Weak∗ convergence and the theorem of Banach-Alaoglu

Let X be a Banach space. We say that a sequence(x′n) ⊆ X′ converges weak∗ to
some elementx′ ∈ X′ if for every x ∈ X one has limn→∞〈x′n,x〉 = 〈x′,x〉. We write

x′n
weak∗
→ x′ if (x′n) converges weak∗ to x′.

Theorem 3.15 (Banach-Alaoglu).Let X be a separable Banach space. Then every
bounded sequence(x′n)⊆ X′ admits a weak∗ convergent subsequence, that is, there

exists x′ ∈ X′ and there exists a subsequence(x′nk
) of (x′n) such that x′nk

weak∗
→ x′.

Proof. As in the proof of the Arzelá-Ascoli theorem (Theorem 1.36)and the theo-
rem about weak sequential compactness of the unit ball in Hilbert spaces (Theorem
2.47), we use Cantor’s diagonal sequence argument. Let(x′n) be a bounded sequence
in X′.

SinceX is separable by assumption, we can choose a dense sequence(xm) ⊆ X.
Since(〈x′n,x1〉) is bounded by the boundedness of(x′n), there exists a subsequence
(x′ϕ1(n)

) of (x′n) (ϕ1 : N→N is increasing, unbounded) such that

lim
n→∞

〈x′ϕ1(n)
,x1〉 exists.

Similarly, there exists a subsequence(x′ϕ2(n)
) of (x′ϕ1(n)

) such that

lim
n→∞

〈x′ϕ2(n)
,x2〉 exists.

Note that for this subsequence, we also have that

lim
n→∞

〈x′ϕ2(n)
,x1〉 exists.

Iterating this argument, we find a subsequence(x′ϕ3(n)
) of (x′ϕ2(n)

) and finally for

everym∈ N, m≥ 2, a subsequence(x′ϕm(n)
) of (x′ϕm−1(n)

) such that

lim
n→∞

〈x′ϕm(n)
,x j〉 exists for every 1≤ j ≤ m.

Let (y′n) := (x′ϕn(n)
) be the ’diagonal sequence’. Then(y′n) is a subsequence of

(x′n) and
lim
n→∞

〈y′n,xm〉 exists for everym∈ N.
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By Lemma 2.48 of Chapter 2, there existsx′ ∈ X′ such that

lim
n→∞

〈y′n,x〉= 〈x′,x〉 for everyx∈ X.

This is the claim.

3.3 Weak convergence and reflexivity

Given a normed spaceX, we callX′′ := (X′)′ = L (X′,K) thebidual of X.

Lemma 3.16.Let X be a normed space. Then the mapping

J : X → X′′,

x 7→ (x′ 7→ 〈x′,x〉),

is well defined and isometric.

Proof. The linearity ofx′ 7→ 〈x′,x〉 is clear, and from the inequality

|Jx(x′)|= |〈x′,x〉| ≤ ‖x′‖‖x‖,

follows thatJx∈ X′′ (that is,J is well defined) and‖Jx‖ ≤ ‖x‖. The fact thatJ is
isometric follows from Corollary 3.7.

A normed spaceX is calledreflexive if the isometryJ from Lemma 3.16 is
surjective, i.e. ifJX= X′′. In other words: a normed spaceX is reflexive if for every
x′′ ∈ X′′ there existsx∈ X such that

〈x′′,x′〉= 〈x′,x〉 for all x′ ∈ X′.

Remark 3.17.If a normed space is reflexive thenX andX′′ are isometrically iso-
morphic (via the operatorJ). SinceX′′ is always complete, a reflexive space is nec-
essarily a Banach space.

Note that it can happen thatX andX′′ are isomorphic withoutX being reflexive
(the example of such a Banach space is however quite involved). We point out that
reflexivity means that the special operatorJ is an isomorphism.

Lemma 3.18.Every Hilbert space is reflexive.

Proof. By the Theorem of Riesz-Fréchet, we may identifyH with its dualH ′ and
thus alsoH with its bidualH ′′. The identification is done via the scalar product. It is
an exercise to show that this identification ofH with H ′′ coincides with the mapping
J from Lemma 3.16.

Remark 3.19.It should be noted that for complex Hilbert spaces, the identification
of H with its dualH ′ is only antilinear, but after the second identification (H ′ with
H ′′) it turns out that the identification ofH with H ′′ is linear.
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Lemma 3.20.Every finite dimensional Banach space is reflexive.

Proof. It suffices to remark that ifX is finite dimensional, then

dimX = dimX′ = dimX′′ < ∞.

Surjectivity of the mappingJ (which is always injective) thus follows from linear
algebra.

Theorem 3.21.The space Lp(Ω) is reflexive if1 < p < ∞ ((Ω ,A ,µ) being an
arbitrary measure space).

We will actually only prove the following special case.

Theorem 3.22.The spaces lp are reflexive if1< p< ∞.

The proof of Theorem 3.22 is based on the following lemma.

Lemma 3.23.Let 1 ≤ p < ∞ and let q:= p
p−1 be the conjugate exponent so that

1
p +

1
q = 1. Then the operator

T : lq → (l p)′,

(an) 7→ ((xn) 7→ ∑
n

anxn),

is an isometric isomorphism, that is,(l p)′ = lq.

Proof. Linearity of T is obvious. Assume firstp > 1, so thatq< ∞. Note that for

everya := (an) ∈ lq \ {0} the sequence(xn) := (cān|an|q−2) (c= ‖a‖−q/p
q ) belongs

to l p and
‖x‖p

p = ‖a‖−q
q ∑

n
|an|(q−1)p = 1.

This particularx∈ l p shows that

‖Ta‖(l p)′ ≥ ∑
n

anxn = ‖a‖−q/p
q ∑

n
|an|q = ‖a‖q(p−1)/p

q = ‖a‖q.

On the other hand, by Hölder’s inequality,

‖Ta‖(l p)′ = sup
‖x‖p≤1

|∑
n

anxn| ≤ ‖a‖q,

so thatT is isometric in the casep∈ (1,∞). The casep= 1 is very similar and will
be omitted.

In order to show thatT is surjective, letϕ ∈ (l p)′. Denote byen the n-th unit
vector inl p, and letan := ϕ(en). If p= 1, then(an) ∈ l∞ = lq by the trivial estimate

|an|= |ϕ(en)| ≤ ‖ϕ‖‖en‖1 = ‖ϕ‖.
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If p> 1, then we may argue as follows. For everyN ∈ N,

N

∑
n=1

|an|q =
N

∑
n=1

an ān |an|q−2

= ϕ(
N

∑
n=1

ān |an|q−2en)

≤ ‖ϕ‖
( N

∑
n=1

|an|(q−1)p) 1
p

= ‖ϕ‖
( N

∑
n=1

|an|q
) 1

p ,

which is equivalent to

( N

∑
n=1

|an|q
)1− 1

p =
( N

∑
n=1

|an|q
) 1

q ≤ ‖ϕ‖.

Since the right-hand side of this inequality does not dependon N ∈ N, we obtain
thata := (an) ∈ lq and‖a‖q ≤ ‖ϕ‖.

Next, observe that for everyx∈ l p one has

x= ∑
n

xnen = lim
N→∞

N

∑
n=1

xnen,

the series converging inl p (here we need the restrictionp< ∞!). Hence, for every
x∈ l p, by the boundedness ofϕ ,

ϕ(x) = lim
N→∞

ϕ(
N

∑
n=1

xnen)

= lim
N→∞

N

∑
n=1

xnan

= ∑
n

xnan

= Ta(x).

Hence,T is surjective.

Proof (Proof of Theorem 3.22).By Lemma 3.23, we may identify(l p)′ with lq and,
if 1 < p< ∞ (!), also(l p)′′ = (lq)′ with l p. One just has to notice that this identifi-
cation of l p with (l p)′′ = l p (the identity map onl p) coincides with the operatorJ
from Lemma 3.16, so thatl p is reflexive if 1< p< ∞.

Lemma 3.24.The spaces l1, L1(Ω) (Ω ⊆ RN) and C([0,1]) are not reflexive.

Proof. For everyt ∈ [0,1], let δt ∈C([0,1])′ be defined by
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〈δt , f 〉 := f (t), f ∈C([0,1]).

Then‖δt‖= 1 and whenevert 6= s, then

‖δt − δs‖= 2.

In particular, the uncountably many ballsB(δt ,
1
2) (t ∈ [0,1]) are mutually disjoint

so thatC([0,1])′ is not separable.
Now, if C([0,1]) were reflexive, thenC([0,1])′′ = C([0,1]) would be separable

(sinceC([0,1]) is separable), and then, by Corollary 3.14,C([0,1])′ would be sepa-
rable; a contradiction to what has been said before. This proves thatC([0,1]) is not
reflexive.

The cases ofl1 and L1(Ω) are proved similarly. They are separable Banach
spaces with nonseparable dual.

Theorem 3.25.Every closed subspace of a reflexive Banach space is reflexive.

Proof. Let X be a reflexive Banach space, and letU ⊆ X be a closed subspace. Let
u′′ ∈U ′′. Then the mappingx′′ : X′ →K defined by

〈x′′,x′〉= 〈u′′,x′|U〉, x′ ∈ X′,

is linear and bounded, i.e.x′′ ∈ X′′. By reflexivity of X, there existsx∈ X such that

〈x′,x〉= 〈u′′,x′|U〉, x′ ∈ X′. (3.5)

Assume thatx 6∈U . Then, by Corollary 3.8, there existsx′ ∈ X′ such thatx′|U = 0
and〈x′,x〉 6= 0; a contradiction to the last equality. Hence,x∈U . We need to show
that

〈u′′,u′〉= 〈u′,x〉,∀u′ ∈U ′. (3.6)

However, ifu′ ∈U ′, then, by Hahn-Banach we can choose an extensionx′ ∈ X′, i.e.
x′|U = u′. The equation (3.6) thus follows from (3.5).

Corollary 3.26. The Sobolev spaces Wk,p(Ω) (Ω ⊆ RN open) are reflexive if1 <
p< ∞, k∈N.

Proof. For example, fork= 1, the operator

T : W1,p(Ω)→ Lp(Ω)1+N,

u 7→ (u,
∂u
∂x1

, . . . ,
∂u

∂xN
),

is isometric, so that we may considerW1,p(Ω) as a closed subspace ofLp(Ω)1+N

which is reflexive by Theorem 3.21. The claim follows from Theorem 3.25.

Corollary 3.27. A Banach space is reflexive if and only if its dual is reflexive.
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Proof. Assume that the Banach spaceX is reflexive. Letx′′′ ∈ X′′′ (the tridual!).
Then the mappingx′ : X →K defined by

〈x′,x〉 := 〈x′′′,JX(x)〉, x∈ X,

is linear and bounded, i.e.x′ ∈ X′ (hereJX denotes the isometryX → X′′). Let x′′ ∈
X′′ be arbitrary. SinceX is reflexive, there existsx∈ X such thatJXx= x′′. Hence,

〈x′′′,x′′〉= 〈x′′′,JXx〉= 〈x′,x〉= 〈x′′,x′〉,

which proves thatJX′x′ = x′′′, i.e. the isometryJX′ : X′ → X′′′ is surjective. Hence,
X′ is reflexive.

On the other hand, assume thatX′ is reflexive. ThenX′′ is reflexive by the pre-
ceeding argument, and thereforeX (considered as a closed subspace ofX′′ via the
isometryJ) is reflexive by Theorem 3.25.

Let X be a normed space. We say that a sequence(xn)⊆ X converges weaklyto
somex∈ X if

lim
n→∞

〈x′,xn〉= 〈x′,x〉 for everyx′ ∈ X′.

Notations: if(xn) converges weakly tox, then we writexn ⇀ x, w− limn→∞ xn = x,
xn → x in σ(X,X′), or xn → x weakly.

Theorem 3.28.In a reflexive Banach space every bounded sequence admits a
weakly convergent subsequence.

Proof. Let (xn) be a bounded sequence in a reflexive Banach spaceX. We first
assume thatX is separable. ThenX′′ is separable by reflexivity, andX′ is separable
by Corollary 3.14. Let(x′m)⊆ X′ be a dense sequence.

Since(〈x′1,xn〉) is bounded by the boundedness of(xn), there exists a subse-
quence(xϕ1(n)) of (xn) (ϕ1 : N→ N is increasing, unbounded) such that

lim
n→∞

〈x′1,xϕ1(n)〉 exists.

Similarly, there exists a subsequence(xϕ2(n)) of (xϕ1(n)) such that

lim
n→∞

〈x′2,xϕ2(n)〉 exists.

Note that for this subsequence, we also have that

lim
n→∞

〈x′1,xϕ2(n)〉 exists.

Iterating this argument, we find a subsequence(xϕ3(n)) of (xϕ2(n)) and finally for
everym∈ N, m≥ 2, a subsequence(xϕm(n)) of (xϕm−1(n)) such that

lim
n→∞

〈x′j ,xϕm(n)〉 exists for every 1≤ j ≤ m.
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Let (yn) := (xϕn(n)) be the ’diagonal sequence’. Then(yn) is a subsequence of
(xn) and

lim
n→∞

〈x′m,yn〉 exists for everym∈ N.

By Lemma 2.48 of Chapter 2, there existsx′′ ∈ X′′ such that

lim
n→∞

〈x′,yn〉= 〈x′,x′′〉 for everyx′ ∈ X′.

SinceX is reflexive, there existsx ∈ X such thatJx= x′′. For thisx, we have by
definition ofJ

lim
n→∞

〈x′,yn〉= 〈x′,x〉 exists for everyx′ ∈ X′,

that is,(yn) converges weakly tox.
If X is not separable as we first assumed, then one may replaceX by X̃ :=

span{xn : n ∈ N} which is separable. By the above, there existsx ∈ X̃ and a sub-
sequence of(xn) (which we denote again by(xn)) such that for every ˜x′ ∈ X̃′,

lim
n→∞

〈x̃′,xn〉= 〈x̃′,x〉,

that is,(xn) converges weakly iñX. If x′ ∈ X′, thenx′|X̃ ∈ X̃′, and it follows easily
that the sequence(xn) also converges weakly inX to the elementx.

3.4 * Minimization of convex functionals

Recall from page 31 that subsetK of a real or complex vector space isconvexif for
everyx, y∈ K and everyt ∈ [0,1] one hastx+(1− t)y∈ K.

Theorem 3.29 (Hahn-Banach; separation of convex sets).Let X be a Banach
space, K⊆ X a closed, nonempty, convex subset, and x0 ∈ X \K. Then there exists
x′ ∈ X′ andε > 0 such that

Re〈x′,x〉+ ε ≤ Re〈x′,x0〉, x∈ K.

Lemma 3.30.Let K be an open, nonempty, convex subset of a Banach space X such
that0∈ K. Define theMinkowski functional p : X → R by

p(x) = inf{λ > 0 :
x
λ

∈ K}.

Then p is sublinear, there exists M≥ 0 such that

p(x)≤ M ‖x‖, x∈ X,

and K= {x∈ X : p(x)< 1}.

Proof. SinceB(0, r)⊆ K for somer > 0, we find that
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p(x)≤ 1
r
‖x‖ for everyx∈ X.

The propertyp(αx) = α p(x) for everyα > 0 and everyx∈ X is obvious.
Next, if p(x) < 1, then there existsλ ∈ (0,1) such thatx/λ ∈ K. Hence, by

convexity,x= λ x
λ = λ x

λ +(1−λ )0∈K. On the other hand, ifx∈K, then(1+ε)x∈
K, sinceK is open. Hence,p(x)≤ (1+ ε)−1 < 1, so thatK = {x∈ X : p(x)< 1}.

Let finally x, y∈X. Then for everyε > 0,x/(p(x)+ε)∈K andy/(p(y)+ε)∈K.
In particular, for everyt ∈ [0,1],

t
p(x)+ ε

x+
1− t

p(y)+ ε
y∈ K.

Settingt = (p(x)+ ε)/(p(x)+ p(y)+2ε), one finds that

x+ y
p(x)+ p(y)+2ε

∈ K,

so thatp(x+ y)≤ p(x)+ p(y)+2ε. Sinceε > 0 was arbitrary, we findp(x+ y)≤
p(x)+ p(y). The claim is proved.

Proof (Proof of Theorem 3.29).We prove the theorem for the case whenX is a real
Banach space. The complex case is proved similarly.

We may without loss of generality assume that 0∈ K; it suffices to translateK
andx0 for this. Sincex0 6∈ K and sinceK is closed, we find thatd := dist(x0,K)> 0.
Put

Kd := {x∈ X : dist(x,K)< d/2},
so thatKd is an open, convex subset such that 0∈ Kd. Let p be the corresponding
Minkowski functional (see Lemma 3.30).

Define on the one-dimensional subspaceU := {λx0 : λ ∈ R} the functionalu′ :
U →R by 〈u′,λx0〉= λ . Then

〈u′,u〉 ≤ p(u), u∈U.

By the Hahn-Banach theorem 3.2, there exists a linear extension x′ : X → R such
that

〈x′,x〉 ≤ p(x), x∈ X. (3.7)

In particular, by Lemma 3.30,

|〈x′,x〉| ≤ M ‖x‖,

so thatx′ ∈ X′ and‖x′‖ ≤ M. By construction,〈x′,x0〉 = 1. Moreover, by (3.7) and
Lemma 3.30,〈x′,x〉< 1 for everyx∈ K ⊆ Kd, so that

〈x′,x〉 ≤ 〈x′,x0〉(= 1), x∈ Kd.
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Replacing the above argument with(1− ε ′)x0 instead ofx0 (whereε ′ > 0 is chosen
so small that(1− ε ′)x0 6∈ Kd), we find that

〈x′,x〉+ ε ′〈x′,x0〉 ≤ 〈x′,x0〉, x∈ K ⊆ Kd,

and puttingε := ε ′ = ε ′〈x′,x0〉> 0 yields the claim.

Corollary 3.31. Let X be a Banach space and K⊆X a closed, convex subset (closed
for the norm topology). If(xn)⊆ K converges weakly to some x∈ X, then x∈ K.

Proof. Assume the contrary, that is,x 6∈ K. By the Hahn-Banach theorem (Theorem
3.29), there existx′ ∈ X′ andε > 0 such that

Re〈x′,xn〉+ ε ≤ Re〈x′,x〉 for everyn∈ N,

a contradiction to the assumption thatxn ⇀ x.

A function f : K →R on a convex subsetK of a Banach spaceX is calledconvex
if for everyx, y∈ K, and everyt ∈ [0,1],

f (tx+(1− t)y)≤ t f (x)+ (1− t) f (y). (3.8)

Corollary 3.32. Let X be a Banach space, K⊆ X a closed, convex subset, and f:
K → R a continuous, convex function. If(xn)⊆ K converges weakly to x∈ K, then

f (x)≤ lim inf
n→∞

f (xn).

Proof. For everyl ∈ R, the setKl := {x∈ K : f (x) ≤ l} is closed (by continuity of
f ) and convex (by convexity off ). After extracting a subsequence, if necessary, we
may assume thatl := lim infn→∞ f (xn) = limn→∞ f (xn). Then for everyε > 0 the
sequence(xn) is eventually inKl+ε , i.e. except for finitely manyxn, the sequence
(xn) lies inKl+ε . Hence, by Corollary 3.31,x∈Kl+ε , which means thatf (x)≤ l +ε.
Sinceε > 0 was arbitrary, the claim follows.

Let K ⊆ X be a convex subset of a real or complex vector space. A function
f : K → R is calledconvex if for everyx, y∈ K and everyt ∈ [0,1] one has

f (tx+(1− t)y)≤ t f (x)+ (1− t) f (y).

It is calledstrictly convex if for everyx, y∈ K, x 6= y and everyt ∈ (0,1) the above
inequality is strict.

Theorem 3.33.Let X be a reflexive Banach space, K⊆ X a closed, convex,
nonempty subset, and f: K →R a continuous, convex function such that

lim
‖x‖→∞

x∈K

f (x) = +∞ (coercivity).

Then there exists x0 ∈ K such that
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f (x0) = inf{ f (x) : x∈ K}>−∞.

Proof. Let (xn)⊆ K be such that limn→∞ f (xn) = inf{ f (x) : x∈ K}. By the coerciv-
ity assumption onf , the sequence(xn) is bounded. SinceX is reflexive, there exists
a weakly convergent subsequence (Theorem 3.28); we denote by x0 the limit. By
Corollary 3.31,x0 ∈ K. By Corollary 3.32,

f (x0)≤ lim
n→∞

f (xn) = inf{ f (x) : x∈ K}.

The claim is proved.

Remark 3.34.Theorem 3.33 remains true iff is only lower semicontinuous, i.e. if

liminf
n→∞

f (xn)≥ f (x)

for every convergent(xn) ⊆ K with x = lim xn. In fact, already Corollary 3.32 re-
mains true if f is only lower semicontinuous (and then Corollary 3.32 says that
lower semicontinuity of a convex function in the norm topology implies lower semi-
continuity in the weak topology). It suffices for example to remark that the sets
Kl := { f ≤ l} (l ∈R) are closed as soon asf is lower semicontinuous.

3.5 * The von Neumann minimax theorem

In the following theorem, we call a functionf : K → R on a convex subsetK of a
Banach spaceX concave if − f is convex, or, equivalently, if for everyx, y∈ K and
everyt ∈ [0,1],

f (tx+(1− t)y)≥ t f (x)+ (1− t) f (y). (3.9)

A function f : K → R is calledstrictly convex(resp.strictly concave) if for everyx,
y∈ K, x 6= y, f (x) = f (y) the inequality in (3.8) (resp. (3.9)) is strict fort ∈ (0,1).

Theorem 3.35 (von Neumann minimax theorem).Let K and L be two closed,
bounded, nonempty, convex subsets of reflexive Banach spaces X and Y, respec-
tively. Let f : K ×L →R be a continuous function such that

x 7→ f (x,y) is strictly convex for every y∈ L, and

y 7→ f (x,y) is concave for every x∈ K.

Then there exists(x̄, ȳ) ∈ K ×L such that

f (x̄,y)≤ f (x̄, ȳ)≤ f (x, ȳ) for every x∈ K, y∈ L. (3.10)

Remark 3.36.A point (x̄, ȳ) ∈ K×L satisfying (3.10) is called asaddle pointof f .
A saddle point is a point ofequilibrium in a two-person zero-sum game in the

following sense: If the player controlling the strategyx modifies his strategy when
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the second player plays ¯y, he increases his loss; hence, it is his interest to play ¯x.
Similarly, if the player controlling the strategyy modifies his strategy when the
first player plays ¯x, he diminishes his gain; thus it is in his interest to play ¯y. This
property of equilibrium of saddle points justifies their useas a (reasonable) solution
in a two-person zero-sum game ([Aubin (1979)]).

Proof. Define the functionF : L→R by F(y) := infx∈K f (x,y) (y∈ L). By Theorem
3.33, for everyy∈ L there existsx∈ K such thatF(y) = f (x,y). By strict convexity,
this elementx is uniquely determined. We denotex := Φ(y) and thus obtain

F(y) = inf
x∈K

f (x,y) = f (Φ(y),y), y∈ L. (3.11)

By concavity of the functiony 7→ f (x,y) and by the definition ofF , for everyy1,
y2 ∈ L and everyt ∈ [0,1],

F(ty1+(1− t)y2) = f (Φ(ty1+(1− t)y2), ty1+(1− t)y2)

≥ t f (Φ(ty1+(1− t)y2),y1)+ (1− t) f (Φ(ty1+(1− t)y2),y2)

≥ t F(y1)+ (1− t)F(y2),

so thatF is concave. Moreover,F is upper semicontinuous: let(yn)⊆ L be conver-
gent toy∈ L. For everyx∈ K and everyn∈N one hasF(yn)≤ f (x,yn), and taking
the limes superior on both sides, we obtain, by continuity off ,

limsup
n→∞

F(yn)≤ limsup
n→∞

f (x,yn) = f (x,y).

Sincex∈ K was arbitrary, this inequality implies limsupn→∞ F(yn)≤ F(y), i.e.F is
upper semicontinuous.

By Theorem 3.33 (applied to−F; use also Remark 3.34), there exists ¯y∈ L such
that

f (Φ(ȳ), ȳ) = F(ȳ) = sup
y∈L

F(y).

We putx̄= Φ(ȳ) and show that(x̄, ȳ) is a saddle point. Clearly, for everyx∈ K,

f (x̄, ȳ)≤ f (x, ȳ). (3.12)

Therefore it remains to show that for everyy∈ L,

f (x̄, ȳ)≥ f (x̄,y). (3.13)

Let y ∈ L be arbitrary and putyn := (1− 1
n)ȳ+

1
ny andxn = Φ(yn). Then, by

concavity,
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F(ȳ)≥ F(yn) = f (xn,yn)

≥ (1− 1
n
) f (xn, ȳ)+

1
n

f (xn,y)

≥ (1− 1
n
)F(ȳ)+

1
n

f (xn,y),

or
F(ȳ)≥ f (xn,y) for everyn∈ N.

SinceK is bounded and closed, the sequence(xn) ⊆ K has a weakly convergent
subsequence which converges to some elementx0 ∈K (Theorem 3.28 and Corollary
3.31). By the preceeding inequality and Corollary 3.32,

F(ȳ)≥ f (x0,y).

This is just the remaining inequality (3.13) if we can prove thatx0 = x̄. By concavity,
for everyx∈ K and everyn∈ N,

f (x,yn)≥ f (xn,yn)

≥ (1− 1
n
) f (xn, ȳ)+

1
n

f (xn,y)

≥ (1− 1
n
) f (xn, ȳ)+

1
n

F(y).

Letting n→ ∞ in this inequality and using Corollary 3.32 again, we obtainthat for
everyx∈ K,

f (x, ȳ)≥ f (x0, ȳ).

Hence,x0 = Φ(ȳ) = x̄ and the theorem is proved.



Chapter 4
Uniform boundedness, bounded inverse and
closed graph

This chapter is devoted to the other fundamental theorems infunctional analysis;
other than the Hahn-Banach theorem which has been discussedin the previous chap-
ter. These fundamental results are

• the uniform boundedness principle or the Banach-Steinhaustheorem,
• the bounded inverse theorem (and the related open mapping theorem), and
• the closed graph theorem.

All these fundamental results rely on an abstract lemma for metric spaces.

4.1 The lemma of Baire

Lemma 4.1 (Baire). Let (M,d) be a complete metric space, and let(On) be a
sequence of open and dense subsets of M. Then

⋂
nOn is dense in M.

Proof. We can assume thatM is not empty since the statement is trivial otherwise.
Let x0 ∈ M andε > 0 be arbitrary. We have to prove that

⋂
nOn ∩B(x0,ε) is not

empty.
SinceO1 is dense and open inM, the intersectionB(x0,ε)∩ O1 is open and

nonempty. Hence, there existsε1 > 0 (w.l.o.g.ε1 ≤ ε/2) andx1 ∈B(x0,ε)∩O1 such
that

B(x1,ε1)⊆ B(x0,ε)∩O1.

Choosingε1 a little bit smaller, if necessary, we can even assume that

B(x1,ε1)⊆ B(x0,ε)∩O1.

SinceO2 is dense and open inM, the intersectionB(x1,ε1)∩O2 is open and
nonempty. Hence, there existsε2 > 0 (w.l.o.g.ε2 ≤ ε1/2) andx2 ∈ B(x1,ε1)∩O2

such that
B(x2,ε2)⊆ B(x1,ε1)∩O2 ⊆ B(x0,ε)∩O1∩O2.

65
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Proceeding inductively, we can construct sequences(εn)⊆ (0,∞) and(xn) ⊆ M
such that

(i) εn ≤ εn−1/2 and

(ii) for everyn∈ N

B(xn,εn)⊆ B(xn−1,εn−1)∩On ⊆ B(x0,ε)∩
n⋂

j=1

O j .

In particular,xm∈B(xn,εn) for everym≥ n and limn→∞ εn = 0. Hence, the sequence
(xn) is a Cauchy sequence inM. SinceM is complete, there existsx := limn→∞ xn ∈
M. By the above,

x∈ B(xn,εn) for everyn∈ N,

or
x∈

⋂

n

B(xn,εn)⊆ B(x0,ε)∩
⋂

n

On.

The claim is proved.

Lemma 4.2 (Baire). Let (M,d) be a complete, nonempty, metric space, and let
(An) be a sequence of closed subsets in M such that M=

⋃
nAn. Then there exists

n0 ∈ N such that An0 has nonempty interior.

Proof. Assume the contrary, i.e. that everyAn has empty interior. In this case, the
setsOn := M \An are open and dense. By assumption,

/0= M \
⋃

n

An =
⋂

n

On,

a contradiction to Lemma 4.1 and the assumption thatM is nonempty.

Remark 4.3.The assumption in Lemma 4.1 or Lemma 4.2 thatM is complete is
necessary in general. For example,

Q=
⋃

x∈Q
{x},

and this union is countable. Each one point set{x} is closed but in this example,
none of these sets has nonempty interior.

Remark 4.4.As a corollary to the lemma of Baire one obtains for example that
there exists a continuous functionf ∈C([0,1]) which is nowhere differentiable. In
fact, the set of such functions is dense inC([0,1]); see [Werner (1997)].
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4.2 The uniform boundedness principle

Theorem 4.5 (Uniform boundedness principle; Banach-Steinhaus). Let X, Y be
Banach spaces and let(Ti)i∈I ⊆ L (X,Y) be a family of bounded linear operators
such that

sup
i∈I

‖Tix‖< ∞ for every x∈ X.

Then
sup
i∈I

‖Ti‖< ∞.

Remark 4.6.Theorem 4.5 is in general not true ifX is only a normed space. For
example, letX = c00(= Y) be the space of all finite sequences equipped with the
supremum norm (or any other reasonable norm). Let

Tnx= Tn(xm) = (anmxm)

with

anm=

{
m if m≤ n,

0 if m> n.

Then supn‖Tnx‖ is finite for everyx∈ X, but‖Tn‖= n is unbounded.

Remark 4.7.The fact that in Theorem 4.5 we suppose alsoY to be a Banach space is
not important. In fact, ifY is not complete, then we may embedY into its completion
Ỹ and consider every operatorTi ∈ L (X,Y) also as an operator inL (X,Ỹ).

Proof (Proof of Theorem 4.5).Let An := {x∈ X : supi∈I ‖Tix‖ ≤ n}. Since arbitrary
intersections of closed sets are closed, and by the boundedness of theTi , the setsAn

are closed for everyn∈ N. By assumption,X =
⋃

nAn.
Hence, by the lemma of Baire (Lemma 4.2), there existsn0 ∈N such thatAn0 has

nonempty interior, i.e. there existn0 ∈N, x0 ∈ X andε > 0 such that

sup
i∈I

‖Tix‖ ≤ n0 for everyx∈ B(x0,ε),

or, in other words, there existsn0 ∈ N, x0 ∈ X andε > 0 such that

‖Ti(x0+ εx)‖ ≤ n0 for everyx∈ B(0,1), i ∈ I .

This implies, by the triangle inequality,

ε ‖Tix‖ ≤ n0+ ‖Tix0‖ ≤ 2n0 for everyx∈ B(0,1), i ∈ I .

The claim is proved.

Corollary 4.8. Let X, Y be Banach spaces and let(Tn) ⊆ L (X,Y) be astrongly
convergentsequence of bounded linear operators, i.e.
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Tx := lim
n→∞

Tnx exists for every x∈ X.

Thensupn∈N ‖Tn‖=: M < ∞ and T∈ L (X,Y).

Proof. Linearity ofT is clear. Since(Tn) is strongly convergent, the sequence(Tnx)
is bounded for everyx ∈ X. By the uniform bounded principle (Theorem 4.5),
supn∈N ‖Tn‖=: M < ∞. As a consequence, for everyx∈ X,

‖Tx‖= lim
n→∞

‖Tnx‖ ≤ M ‖x‖,

so thatT is bounded.

Corollary 4.9. Every weakly convergent sequence in a Banach space is bounded.

Proof. Let X be a Banach space and(xn) ⊆ X be weakly convergent. Considering
the xn as elements inX′′ = L (X′,K) by the embeddingJ : X → X′′, the claim
follows from Corollary 4.8.

4.3 Open mapping theorem, bounded inverse theorem

Theorem 4.10 (Open mapping theorem).Let X, Y be two Banach spaces and let
T ∈ L (X,Y) be surjective. Then there exists r> 0 such that

TBX(0,1)⊇ BY(0, r). (4.1)

Proof. First step:We show that there existsr > 0 such that

B(0,2r)⊆ TB(0,1). (4.2)

For this, we remark first that by surjectivity,

Y = TX =
⋃

n

TB(0,n) =
⋃

n

TB(0,n).

By the Lemma of Baire, there existsn0 such thatTB(0,n0) has nonempty interior,
i.e. there existx∈ TB(0,n0) andε > 0 such that

B(x,ε)⊆ TB(0,n0).

By symmetry,
B(−x,ε)⊆ TB(0,n0),

and adding both ’inequalities’ together, we obtain

B(0,ε)⊆ TB(0,n0),

which implies the required inclusion (4.2) if we putr = ε
2n0

.
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Second step:We prove (4.1). Lety∈ B(0, r), wherer > 0 is as in (4.2) from the
first step. Then, by (4.2), for everyε > 0 there existsx ∈ B(0, 1

2) such that‖y−
Tx‖ < ε. In particular, if we chooseε = r

2, then there existsx1 ∈ B(0, 1
2) such that

‖y−Tx1‖< r
2.

Similarly, sincey− Tx1 ∈ B(0, r
2), there existsx2 ∈ B(0, 1

4) such that‖(y−
Tx1)− Tx2‖ ≤ r

4. Iterating this construction, we find a sequence(xn) such that
xn ∈ B(0,2−n) and such that‖y− ∑n

j=1Txn‖ ≤ 2−nr. SinceX is complete and
since∑nxn is absolutely convergent with∑n‖xn‖ < 1, the limit x = ∑nxn exists
andx∈ B(0,1). By the preceeding estimates,‖y−Tx‖= 0 orTx= y. Thus we have
proved (4.1).

Remark 4.11.It is not difficult to prove that if an operatorT ∈ L (X,Y) satisfies
(4.1), thenTO is open for every openO⊆ X. A function which maps open sets into
open sets is calledopen; whence the name of the open mapping theorem.

Corollary 4.12 (Bounded inverse theorem).Let X, Y be two Banach spaces and
let T ∈ L (X,Y) be bijective. Then T−1 ∈ L (Y,X).

Proof. Linearity ofT−1 is clear. By the open mapping theorem (Theorem 4.10), we
have

T−1BY(0,1)⊆ BX(0,
1
r
)

for somer > 0. Hence,T−1 is bounded.

Corollary 4.13. Let ‖ · ‖1 and ‖ · ‖2 be two norms on a vector space X such that
(X,‖ · ‖1) and(X,‖ · ‖2) are complete. If there exists a constant C> 0 such that

‖x‖2 ≤C‖x‖1 for every x∈ X,

then the two norms are equivalent.

Proof. It suffices to consider the identityI : (X,‖·‖1)→ (X,‖·‖2). It is bounded by
assumption, and clearly it is bijective. By the bounded inverse theorem (Corollary
4.12), the inverseI−1 : (X,‖·‖2)→ (X,‖·‖1) is bounded, i.e. there existsc> 0 such
that

‖x‖1 ≤ c‖x‖2 for everyx∈ X.

4.4 Closed graph theorem

Let X, Y be two Banach spaces, and let domT ⊆ X be a linear subspace. A linear
operatorT : domT →Y is called aclosed operator if the graph

GraphT := {(x,Tx) : x∈ domT}

is closed inX×Y.
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Lemma 4.14.A linear operator T: X ⊇ domT →Y is closed if and only if

domT ∋ xn → x in X and

Txn → y in Y

}
⇒ x∈ domT and Tx= y. (4.3)

Proof. Exercise.

Lemma 4.15.Every bounded linear operator T∈ L (X,Y) (X, Y Banach spaces)
is closed.

Proof. This is an immediate consequence of Lemma 4.14.

Lemma 4.16.A linear operator T: X ⊇ domT →Y is closed if and only if the space
domT equipped with thegraph norm

‖x‖domT := ‖x‖X + ‖Tx‖Y, x∈ X,

is complete.

Proof. ⇒ Assume thatT is closed. Let(xn) be a Cauchy sequence in(domT,‖ ·
‖domT). Then(xn) is a Cauchy sequence inX and(Txn) is a Cauchy sequence in
Y. SinceX andY are complete, there existx ∈ X andy ∈ Y such thatxn → x and
Txn → y. SinceT is closed, and by Lemma 4.14, this impliesx∈ domT andTx= y.
Moreover,

‖xn− x‖domT = ‖xn− x‖X + ‖Txn−Tx‖Y → 0,

so that(xn) converges in(domT,‖ · ‖domT). Hence, domT equipped with the graph
norm is complete.

⇐ Assume that(domT,‖ ·‖domT) is complete. Assume that domT ∋ xn → x∈ X
and Txn → y ∈ Y. Then (xn) and (Txn) are Cauchy sequences inX andY, re-
spectively. By the definition of‖ · ‖domT , this implies that(xn) is a Cauchy se-
quence in(domT,‖ · ‖domT). By completeness, there exists ¯x ∈ domT such that
xn → x̄ in domT (with respect to the graph norm). Since convergence of(xn) in
domT implies the convergence of(xn) in X, and since(xn) converges tox in X,
we find x = x̄ ∈ domT by the uniqueness of the limit. Moreover, sinceT is al-
ways bounded from domT (when equipped with the graph norm) intoY, we have
Tx= limn→∞ Txn = y. Hence, by Lemma 4.14,T is closed.

Example 4.17.Let X =Y =C([0,1]) be equipped with the supremum norm, and let
domT :=C1([0,1])⊆ X. Let T f := f ′ for f ∈ domT. ThenT is a closed operator.
In fact, the graph norm‖ · ‖domT coincides with the canonical norm onC1([0,1]),
i.e.

‖ f‖C1 := ‖ f‖∞ + ‖ f ′‖∞,

and(C1([0,1]),‖ · ‖C1) is complete.

Theorem 4.18 (Closed graph theorem).Let X, Y be two Banach spaces and let
T : X →Y be a closed operator. Then T is bounded.
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Remark 4.19.The important assumption in Theorem 4.18, besides the assump-
tion thatT is closed, is the assumption that domT = X! The Example 4.17 shows
that closed operators need not be bounded in general; when considered from
(domT,‖ · ‖X) with values inY. Note that in Example 4.17, domT is not complete
when equipped with the norm coming fromX.

Proof (Proof of Theorem 4.18).By assumption(X,‖ · ‖X) is a Banach space, and
by closedness ofT and Lemma 4.16, also(X,‖ · ‖domT) is a Banach space, where
‖ · ‖domT denotes the graph norm. Moreover, trivially,

‖x‖X ≤ ‖x‖domT for everyx∈ X.

By Corollary 4.13, the two norms‖ · ‖X and‖ · ‖domT are equivalent, that is, there
exists a constantC≥ 0 such that

‖x‖X + ‖Tx‖Y ≤C‖x‖X for everyx∈ X.

As a consequence,T is bounded.

Example 4.20 (Sobolev embedding).Let−∞ < a< b< ∞. Then the embedding

J : W1,p(a,b)→C([a,b]),

u 7→ u

is well defined and bounded, that is, there exists a constantC≥ 0 such that

‖u‖∞ ≤C‖u‖W1,p for everyu∈W1,p(a,b).

Recall that this embedding is well defined since every functionu∈W1,p(a,b) is
continuous on[a,b] by Theorem 8.8 of Chapter 8.

In order to see thatJ is also bounded, we apply the closed graph theorem together
with the characterization in Lemma 4.14: let(un) ⊆ W1,p(a,b) be such thatu =
limn→∞ un exists inW1,p(a,b) and such thatv = limn→∞ un exists inC([a,b]). The
convergence inW1,p ⊆ Lp implies thatun → u almost everywhere if we extract a
subsequence. The convergence inC implies thatun → v everywhere. Henceu= v
almost everyhwere, and since both functions are continuous, we obtainu= v. Hence,
the embedding is closed. By the closed graph theorem, the embeddingW1,p →C is
bounded.

Exercise 4.21Let T : X ⊇ domT →Y be a closed, injective operator. Define

domT−1 := ranT = {Tx : x∈ domT} ⊆Y,

T−1y :=x where x∈ domT is the unique element such that Tx= y.

Then T−1 is a closed operator.
If in addition T is surjective, then T−1 : Y → X is bounded.
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4.5 * Vector-valued analytic functions

Let X be a complex Banach space and letΩ ⊆ C be an open subset. We say that a
function f : Ω → X is analytic (or: holomorphic) if

f ′(z0) := lim
z→z0

f (z)− f (z0)

z− z0
exists for everyz0 ∈ Ω .

We say thatf : Ω → X is weakly analytic (or: weakly holomorphic) if x′ ◦ f :
Ω →C is analytic for everyx′ ∈ X′.

Theorem 4.22.A function f : Ω → X is analytic if and only if it is weakly analytic.

Proof. Cleary, if f is analytic, thenf is weakly analytic. So we only have to prove
the other direction.

By consideringX as a closed subspace ofX′′ (via the embeddingJ), and by
replacing thenX by X′′ (so that the functionf becomesX′′-valued), we can assume
thatX is a dual space. But doing this, we no longer assume thatf is weakly analytic.
The assertion which we have to prove is then the following:

Let X be a complex Banach space, and letX′ be its dual. Letf : Ω → X′ be such
that〈 f ,x〉 : Ω →C is analytic for everyx∈ X. Then f is analytic.

In fact, it suffices to prove that for fixedz0 ∈ Ω there existsM ≥ 0 such that for
everyy, z∈ Ω \ {z0} ’close’ toz0,

∥∥∥∥
f (z)− f (z0)

z− z0
− f (y)− f (z0)

y− z0

∥∥∥∥≤ M |z− y|. (4.4)

Let K := B(z0, r)\ {z0}, wherer > 0 is chosen so small thatK ⊆ Ω . Let

K̃ = (K ×K)\ {(z,z) : z∈ K}

be the cartesian product ofK andK from which we take out the ’diagonal’.
By assumption, for everyx∈ X, the function〈 f ,x〉 is analytic. Hence, for every

x∈ X we have

sup
(y,z)∈K̃

∣∣∣∣∣∣

〈 f (z)− f (z0)
z−z0

− f (y)− f (z0)
y−z0

y− z
,x

〉∣∣∣∣∣∣
< ∞.

By the uniform boundedness principle, this implies

sup
(y,z)∈K̃

∥∥∥∥∥∥

f (z)− f (z0)
z−z0

− f (y)− f (z0)
y−z0

y− z

∥∥∥∥∥∥
=: M < ∞,

which actually implies (4.4) for everyy, z∈ K.

By Theorem 4.22, many important properties of ’classical’ analytic functions
Ω →C carry over to vector-valued analytic functionsΩ → X. For example:
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• Every analytic functionf : Ω → X is infinitely many times differentiable.
• Every analytic functionf : Ω → X can be locally developed into a power series

of the form∑∞
n=0an(z− z0)

n with an ∈ X. In fact:an =
1
n! f (n)(z0).

• Cauchy’s integral formulaf (z) = 1
2π i

∫
γ

f (y)
z−y dyholds true for appropriate pathsγ.

Note, however, that we have not yet defined integrals of vector-valued functions.

An important example of a vector-valued analytic function will be the resolvent of
an operatorT ∈ L (X); see the Chapter 5.





Chapter 5
Spectral theory of operators on Banach spaces,
compact operators, nuclear operators

5.1 Spectrum of closed operators

Let X be a Banach space. Alinear operator between two Banach spacesX andY
is a pair(A,domA) where domA ⊆ X is a linear subspace andA : domA→ Y is a
linear mapping. We call domA thedomain of A. Furthermore, we define thekernel,
therange, and thegraph of A respectively by

kerA := {x∈ X : Ax= 0},
ranA := {y∈Y : ∃x∈ domA s.t.Ax= y} and

graphA := {(x,y) ∈ X×Y : x∈ domA andAx= y}.

We say that a linear operator fromX into Y is densely definedif its domain is
dense inX. If the domain is clear from the context, then we simply speakof a
linear operatorA on X. For a bounded, linear operatorA we always assume, unless
otherwise stated, that domA = X. Recall that an operatorA on X is closed if its
graph graphA is closed inX ×X. We recall that an operatorA on X is closed if
and only if its domain, equipped with the graph norm, is complete. We also recall
the Closed Graph Theorem (Theorem 4.18) which says that every closed operatorA
with domain domA= X is automatically bounded.

For everyλ ∈K we writeλ −A := λ I −A, whereI is the identity operator onX
and dom(λ −A) := domA. We define theresolvent setof A by

ρ(A) := {λ ∈K : λ −A : domA→ X is bijective and

(λ −A)−1 is bounded onX}.

We emphasize that the inverse(λ −A)−1 is considered as an operator fromX into X,
and not as an operator fromX into domA, although it effectively maps into domA.
For everyλ ∈ ρ(A) we write

R(λ ,A) := (λ −A)−1,

75
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and we callR(λ ,A) the resolvent of A at λ . The mappingρ(A) → L (X), λ 7→
R(λ ,A) is called theresolventof A.

The set
σ(A) :=K \ρ(A)

is called thespectrumof A. Moreover, we define thepoint spectrum, theapprox-
imative point spectrum, thecontinuous spectrum and theresidual spectrum,
respectively, by

σp(A) := {λ ∈K : λ −A is not injective}
= {λ ∈K : ∃x∈ X \ {0} s.t.Ax= λx}

σap(A) := {λ ∈K : ∃(xn)⊆ domA s.t.‖xn‖= 1 and(λ −A)xn → 0},
σc(A) := {λ ∈K : λ −A is injective, has dense range, but

(λ −A)−1 : ranA→ X is not bounded}, and

σr(A) := {λ ∈K : ran(λ −A) is not dense inX}.

Our first lemma shows that if we look for operators with non-empty resolvent
set, then we necessarily have to search in the class of closedoperators.

Lemma 5.1.If the resolvent set of a linear operator A on a Banach space X is non-
empty, then A is closed.

Proof. Let A be a linear operator on a Banach spaceX. Assume that the resolvent set
is non-empty, and letλ ∈ ρ(A). Thenλ −A is bijective and(λ −A)−1 is a bounded,
linear operator onX. In particular,(λ −A)−1 is closed. This means that

graph(λ −A)−1 = {(y,x) ∈ X×X : (λ −A)−1y= x}

is closed inX×X. Hence,

graph(λ −A) = {(x,y) ∈ X×X : x∈ domA and(λ −A)x= y}

is closed inX×X. This easily implies thatA has closed graph.

Lemma 5.2 (Resolvent identity).For everyλ , µ ∈ ρ(A) one has

R(λ ,A)−R(µ ,A) = (µ −λ )R(µ ,A)R(λ ,A).

Proof. For everyλ , µ ∈ ρ(A)

µ −λ = (µ −A)− (λ −A).

Multiplying both sides byR(µ ,A) andR(λ ,A), one obtains the claim.

Lemma 5.3 (The resolvent is analytic).The resolvent setρ(A) is open inK and the
resolventρ(A)→ L (X), λ 7→ R(λ ,A) is analytic, which means that it can locally
near every pointλ ∈ ρ(A) be developped into a power series which converges to
the resolvent itself.
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Proof. Let λ ∈ ρ(A) andµ ∈K. Then

µ −A= µ −λ +λ −A= ((µ −λ )R(λ ,A)+ I)(λ −A),

and the right-hand side is invertible if|µ−λ |< 1/‖R(λ ,A)‖ by the Neumann series.
Hence,ρ(A) is open inK. The Neumann series precisely yields

R(µ ,A) =
∞

∑
n=0

(−1)nR(λ ,A)n+1(µ −λ )n,

so that the functionλ 7→ R(λ ,A) can be locally developped into a power series. As
a consequence, this function is analytic.

Remark 5.4.One may also employ the resolvent identity in order to prove that the
functionλ 7→R(λ ,A) is analytic; but in this case one should at least prove continuity
of the resolventR(·,A).

Lemma 5.5 (Growth of the resolvent near the spectrum).For everyλ ∈ ρ(A)
one has

‖R(λ ,A)‖ ≥ dist(λ ,σ(A))−1.

Proof. As we have seen in the proof of the preceding Lemma 5.3, forλ ∈ ρ(A) the
condition

|µ −λ |‖R(λ ,A)‖< 1

impliesµ ∈ ρ(A). The claim follows.

Lemma 5.6 (The topological boundary of the spectrum belongsto the approxi-
mative point spectrum).For every linear operator A one has

∂σ(A)⊆ σap(A).

Proof. If λ ∈ ∂σ(A), then there exists(λn) ⊆ ρ(A) such that limn→∞ λn = λ . By
Lemma 5.5, limn→∞ ‖R(λn,A)‖ = ∞. By the definition of the operator norm, there
exists a sequence(yn)⊆ X, ‖yn‖= 1, such that

lim
n→∞

‖R(λn,A)yn‖= ∞.

Putxn := R(λn,A)yn
‖R(λn,A)yn‖ , so thatxn ∈ domA and‖xn‖= 1. Then

λxn−Axn = (λ −λn)xn+
yn

‖R(λn,A)yn‖
→ 0 (n→ ∞).

As a consequence,λ ∈ σap(A).

Lemma 5.7.For a bounded, linear operator T∈ L (X) one has

{λ ∈C : |λ |> ‖T‖} ⊆ ρ(T),
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and

R(λ ,T) =
∞

∑
n=0

Tn

λ n+1 , |λ |> ‖T‖.

Proof. Use the identity

λ −T = λ (I − T
λ
)

and the Neumann series.

Remark 5.8. In fact,λ ∈ ρ(T) as soon as

|λ |> lim inf
n→∞

‖Tn‖ 1
n =: r(T).

The numberr(T)≥ 0 is called thespectral radiusof T.

Lemma 5.9.For every bounded, linear operator T∈L (X)with X 6= {0} a complex
Banach space, the spectrumσ(T) is nonempty and compact.

Proof. The compactness ofσ(T) follows Lemma 5.3 and 5.7. Ifσ(T) was empty,
then, by Lemma 5.3, the resolventλ 7→ R(λ ,T) is an entire function. On the other
hand, by Lemma 5.7,

lim
|λ |→∞

‖R(λ ,T)‖= 0.

By Liouville’s theorem, this impliesR(λ ,T)≡ 0, which is only possible ifX = {0}
is the trivial space.

Let (A,domA) be a densely defined, linear operator between two Banach spaces
X andY. We defined theadjoint operator or dual operator (A′,domA′) between
Y′ andX′ by

domA′ := {y′ ∈Y′ : ∃x′ ∈ X′∀x∈ domA : 〈x′,x〉X′,X = 〈y′,Ax〉Y′,Y} and

A′y′ := x′.

Lemma 5.10.For every linear operator(A,domA) between X and Y, the adjoint
operator(A′,domA′) between Y′ and X′ is closed.

Proof. Let (y′n) be any sequence in domA′ such thaty′n → y′ in Y′ andA′y′n → x′ in
X′. Then, for everyx∈ domA,

〈x′,x〉X′ ,X = lim
n
〈A′y′n,x〉X′ ,X

= lim
n
〈y′n,Ax〉Y′,Y

= 〈y′,Ax〉Y′,Y.

By definition of the adjoint operator, this equality impliesy′ ∈ domA′ andA′y′ = x′.
As a consequence,(A′,domA′) is closed.
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Lemma 5.11.For every linear operator(A,domA) on a Banach space X, one has
dom(λ −A)′ = domA′ and(λ −A)′ = λ −A′

Proof. Exercise.

If T ∈ L (X,Y) is a bounded, linear operator between two Banach spacesX and
Y, then, forevery y′ ∈ Y′, the linear mappingX → K, x 7→ 〈y′,Tx〉 is bounded on
X. We denote this linear mapping byT ′y′ ∈ X′. The resulting operatorT ′ : Y′ → X′

is just the adjoint operator as defined above; its domain domT ′ is equal toY′. For
everyx∈ X and everyy′ ∈Y′,

〈y′,Tx〉Y′,Y = 〈T ′y′,x〉X′ ,X.

Lemma 5.12.For every bounded, linear operator T∈ L (X,Y), the adjoint T′ :
Y′ → X′ is bounded and‖T‖= ‖T ′‖.

Proof. For everyy′ ∈Y′,

‖T ′y′‖= sup
‖x‖≤1

|〈T ′y′,x〉|= sup
‖x‖≤1

|〈y′,Tx〉| ≤ ‖T‖‖y′‖,

which proves thatT ′ is bounded and that‖T ′‖ ≤ ‖T‖. On the other hand, by Hahn-
Banach (Corollary 3.8 of Chapter 3),

‖T ′‖= sup
‖y′‖≤1

‖T ′y′‖

= sup
‖y′‖≤1

sup
‖x‖≤1

|〈T ′y′,x〉|

= sup
‖x‖≤1

sup
‖y′‖≤1

|〈y′,Tx〉|

= sup
‖x‖≤1

‖Tx‖

= ‖T‖,

and the claim is proved.

Lemma 5.13.For every closed, densely defined, linear operator(A,domA) one has
σ(A) = σ(A′). For everyλ ∈ ρ(A) one has

R(λ ,A)′ = R(λ ,A′).

Proof. Let λ ∈ ρ(A). For everyx′ ∈ domA′ and everyx∈ X we have

〈R(λ ,A)′(λ −A′)x′,x〉= 〈(λ −A′)x′,R(λ ,A)x〉
= 〈x′,(λ −A)R(λ ,A)x〉
= 〈x′,x〉,

so thatR(λ ,A)′ is a right-inverse ofλ −A′. Moreover, for everyx′ ∈ X′ and every
x∈ domA we have
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〈(λ −A′)R(λ ,A)′x′,x〉= 〈R(λ ,A)′x′,(λ −A)x〉
= 〈x′,R(λ ,A)(λ −A)x〉
= 〈x′,x〉.

Since domA is dense inX, this equality implies thatR(λ ,A)′ is also a left-inverse
of λ −A′. Hence,λ ∈ ρ(A′) andR(λ ,A′) = R(λ ,A)′.

Let X be a Banach space andX′ its dual. For every subsetM ⊆ X we define the
annihilator

M⊥ := {x′ ∈ X′ : 〈x′,x〉= 0∀x∈ M}.
For every subsetM′ ⊆ X′, we define thepreannihilator

M′
⊥ := {x∈ X : 〈x′,x〉= 0∀x′ ∈ M′}.

It is easy to show thatM⊥ andM′
⊥ are closed linear subspaces ofX′ andX, respec-

tively.

Lemma 5.14.Let X be a Banach space and let(A,domA) be a closed, linear oper-
ator on X. Then:

a) (ranA)⊥ = kerA′.

b) ranA= (kerA′)⊥.

c) (kerA)⊥ ⊇ ranA′

d) kerA= (ranA′)⊥.

Proof. In order to prove (a), we observe

x′ ∈ (ranA)⊥ ⇔∀x∈ X : 〈x′,Ax〉= 0

⇔ x′ ∈ domA′ and∀x∈ X : 〈A′x′,x〉= 0

⇔ x′ ∈ domA′ andA′x′ = 0

⇔ x′ ∈ kerA′.

(b) If x∈ ranA, x= Ay for somey∈ domA, and ifx′ ∈ kerA′, then

〈x′,x〉= 〈x′,Ay〉= 〈A′x′,y〉= 0.

Hence, ranA ⊆ (kerA′)⊥, and since the latter space is closed, we obtainranT ⊆
(kerT ′)⊥. Assume that the inclusion is strict. Then there existsx0 ∈ (kerA′)⊥ which
does not belong toranA. By Hahn-Banach (Theorem 3.29 of Chapter 3), there exist
x′ ∈ X′ andε > 0 such that

Re〈x′,x〉+ ε ≤ Re〈x′,x0〉, x∈ ranA. (5.1)

SinceranA is a subspace ofX, in particularx∈ ranA impliesλx∈ ranA for every
λ ∈K, we deduce from this inequality that〈x′,x〉= 0 for everyx∈ ranA. Hence, by
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(a),x′ ∈ kerA′. But then〈x′,x0〉= 0, too, and this is a contradiction to (5.1). Hence,
we have proved (b).

(c) If x′ ∈ ranA′, x′ = A′y′ for somey′ ∈ domA′, and ifx∈ kerA, then

〈x′,x〉= 〈A′y′,x〉= 〈y′,Ax〉= 0.

This implies ranA′ ⊆ (kerA)⊥, and since the latter space is closed, we obtain (c).
(d) Similarly as in (a), we observe

x∈ kerA⇔ x∈ domA andAx= 0

⇔ x∈ domA and∀x′ ∈ X′ : 〈x′,Ax〉= 0

⇔ x∈ domA and∀x′ ∈ domA′ : 〈A′x′,x〉= 0

⇔ x∈ (ranA′)⊥.

Lemma 5.15.For every linear operator(A,domA) on X one has

σr(A) = σp(A
′).

Proof. Let λ ∈σr(A). Then, by definition of the residual spectrum, ran(λ −A) is not
dense inX. By the Hahn-Banach theorem (see in particular Corollary 3.10), there
exists a bounded, linear functionalx′ ∈ X′ \ {0} which vanishes on ran(λ −A), that
is,

〈x′,λx−Ax〉= 0 for everyx∈ domA.

In other words,(ran(λ −A))⊥ 6= {0}. By Lemma 5.14 (a), this means ker(λ −A′) 6=
{0}, or, by definition of the point spectrum,λ ∈ σp(A′).

Conversely, ifλ ∈σp(A′), then ker(λ −A′) 6= {0}. This implies(ker(λ −A′))⊥ 6=
X. By Lemma 5.14 (b), this means that ran(λ −A) is not dense inX. Hence,λ ∈
σr(A).

5.2 Compact operators

A linear operatorT : X →Y between two Banach spacesX andY is called acom-
pact operator if TB(0,1) is relatively compact inY. The set of all compact linear
operators fromX into Y is denoted byK (X,Y). We denoteK (X) := K (X,X).

Remark 5.16.A linear operatorT : X → Y is compact if and only if for every se-
quence(xn) ⊆ B(0,1) there exists a subsequence (again denoted by(xn)) such that
(Txn) is convergent (or Cauchy).

Since relatively compact subsets of normed spaces are necessarily bounded, ev-
ery compact operator is bounded.

Lemma 5.17.Let X, Y, Z be Banach spaces. Then:

a) The setK (X,Y) is a closed linear subspace ofL (X,Y).
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b) If T ∈ K (X,Y) and S∈ L (Y,Z), then ST∈ K (X,Z).

c) If T ∈ L (X,Y) and S∈ K (Y,Z), then ST∈ K (X,Z).

d) The setK (X) is a two-sided ideal inL (X).

Proof. (a) If T, S∈ K (X,Y), λ ∈ K, then clearlyλT ∈ K (X,Y). Moreoever, if
(xn) ⊆ B(0,1) is any sequence, then we can choose a subsequence (again denoted
by (xn)) such that(Txn) converges. From this subsequence, we extract another sub-
sequence (again denoted by(xn)) such that(Sxn) converges. Then(Txn+Sxn) con-
verges, and thereforeT +S∈ K (X,Y). Hence,K (X,Y) is a linear subspace of
L (X,Y).

In order to see thatK (X,Y) is closed inL (X,Y), let (Tn) ⊆ K (X,Y) be con-
vergent to some element inT ∈ L (X,Y). Let (x j) ⊆ B(0,1) be any sequence. A
diagonal sequence argument implies that we can choose a subsequence (again de-
noted by(x j)) such that

lim
j→∞

Tnx j exists for everyn∈ N.

Let ε > 0 be arbitrary, and choosen∈ N so large such that‖T −Tn‖ < ε. Choose
j0 ∈N so large that‖Tnx j −Tnxk‖< ε for every j, k≥ j0. Then, for everyj, k≥ j0,

‖Txj −Txk‖ ≤ ‖Txj −Tnx j‖+ ‖Tnx j −Tnxk‖+ ‖Tnxk−Txk‖< 3ε.

Hence,(Txj) is a Cauchy sequence. SinceY is complete,(Txj) is convergent. As
a consequence, for every sequence(x j) ⊆ B(0,1) we have extracted a subsequence
(again denoted by(x j)) such that(Txj) converges. This means thatT ∈ K (X,Y).
Hence,K (X,Y) is closed inL (X,Y).

(b), (c) Let T ∈ L (X,Y) and S∈ L (Y,Z). If T is compact, thenTB(0,1) is
relatively compact, and sinceS is continuous,STB(0,1) is relatively compact inZ
by Lemma 0.19 of chapter 0. Hence,ST∈ K (X,Z). If on the other handT is only
bounded andS is compact, thenTB(0,1) is bounded inY, and thereforeSTB(0,1)
is relatively compact inZ, i.e.ST∈ K (X,Z).

(d) This is an immediate consequence of (b) and (c).

Lemma 5.18.Let X, Y be Banach spaces. Then:

a) If T ∈ L (X,Y) hasfinite rank , that is, ifdimranT < ∞, then T∈ K (X,Y).

b) If (Tn)⊆K (X,Y) is a uniformly convergent sequence of finite rank operators,
then T:= limn→∞ Tn ∈ K (X,Y).

Proof. Assertion (a) follows from the Theorem of Heine-Borel, while (b) is a con-
sequence of Lemma 5.17.

Example 5.19 (Rank-1-operator). For everyx′ ∈ X′ andy∈Y we may define the
operatorT : X →Y by

Tx := 〈x′,x〉y (x∈ X).
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ThenT has rank 1 (unlessx′ = 0 or y= 0 in which caseT = 0), and it is therefore
a compact operator. Operators of the form above are also denoted byx′⊗ y. Every
rank-1-operator is of this form.

Lemma 5.20.A Banach space X is finite dimensional if and only if the identity
operator I∈ L (X) is compact.

Proof. This is an immediate consequence of Theorem 1.15 of Chapter 1which itself
was a consequence of the Lemma of Riesz (Lemma 1.14).

A difficult problem is in general to decide which operators are compact. By the
very definition of compact operators, it is thus important toknow which subsets
of (infinite dimensional) Banach spaces are relatively compact. Boundedness of the
subset alone does not suffice as the Lemma of Riesz shows (see also the preceeding
lemma). In the case when the underlying Banach space isC(K) (K a compact metric
space) we have already seen a satisfactory characterization of relatively compact
subsets; see the Theorem of Arzela-Ascoli (Theorem 1.36).

Example 5.21 (Sobolev embedding).Consider the embeddingJ : W1,p(a,b) →
C([a,b]) from Example 4.20 of Chapter 4. The closed graph theorem showed thatJ
is bounded, i.e. there existsC≥ 0 such that

‖u‖∞ ≤C‖u‖W1,p, u∈W1,p(a,b).

We can show in addition that the embedding is compact ifp> 1. Let

M := {u∈W1,p(a,b) : ‖u‖W1,p < 1}= JB(0,1)⊆C([a,b])

be the image of the unit ball underJ. By boundedness ofJ, M is bounded inC([a,b]).
Moreover, by Hölder’s inequality (we assumep> 1), for everyt, s∈ [a,b] (t ≥ s)and
everyu∈ M,

|u(t)−u(s)|= |
∫ t

s
u′(r) dr| ≤

∫ t

s
|u′(r)| dr ≤ ‖u′‖p(t − s)

p−1
p ≤ (t − s)

p−1
p .

This implies thatM is equicontinuous ifp> 1 (choose for everyε > 0 theδ equal

to ε
p

p−1 in order to check equicontinuity).
By the Arzela-Ascoli Theorem (Theorem 1.36),M is relatively compact in

C([a,b]), and therefore the embeddingW1,p(a,b) →֒C([a,b]) is compact ifp> 1.

Exercise 5.22 (Sobolev embedding)Show that the embedding W1,1(a,b) →֒
C([a,b]) is not compact.

Exercise 5.23 (Multiplication operators in sequence spaces) Let X = l p (1 ≤
p < ∞) or let X = c0. Let m∈ l∞ and define the associatedmultiplication oper-
ator M ∈ L (X) by

Mx= M(xn) = (mnxn), x∈ X.

Show that M is compact if and only if m∈ c0.
Hint: Use Lemma 5.18.
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Exercise 5.24 (Kernel operators)LetΩ ⊆Rn be a compact (!) set. Let k∈C(Ω ×
Ω), and define the associatedkernel operator K ∈ L (C(Ω)) by

K f (t) =
∫

Ω
k(t,s) f (s) ds, t ∈ Ω , f ∈C(Ω).

Then K is compact.

Theorem 5.25 (Schauder). An operator T∈ L (X,Y) is compact if and only if
T ′ ∈ L (Y′,X′) is compact.

Proof. Assume thatT ∈K (X,Y), and letK := TBX(0,1)⊆Y. ThenK is compact.
Let M := BY′(0,1) be considered as a subset ofC(K). Then clearlyM is bounded,
and it is not difficult to see thatM is also equicontinuous. By the theorem of Arzela-
Ascoli, M is relatively compact inC(K). This means that for every sequence(y′n) ∈
BY′(0,1) there exists a convergent subsequence (convergent inC(K)!). If we denote
this subsequence again by(y′n), then we obtain

0= lim
n,m→∞

‖y′n− y′m‖C(K) ≥ lim
n,m→∞

sup
‖x‖≤1

|〈y′n− y′m,Tx〉|= lim
n,m→∞

‖T ′y′n−T ′y′m‖X′ ,

which just means thatT ′ is compact.
Assume on the other hand thatT ′ ∈ K (Y′,X′). By what we have just proved,

this impliesT ′′ ∈ K (X′′,Y′′). Hence, if(xn) ∈ BX(0,1) is any sequence, then there
exists a subsequence (again denoted by(xn)) such that(T ′′xn) is convergent inY′′

(note that we have considered(xn) also as a sequence inX′′ via the embeddingJ).
However,T ′′xn = Txn, and the claim is proved.

Theorem 5.26 (Riesz-Schauder).Let X be a Banach space, and T∈ K (X).
Then:

a) ker(I −T) is finite dimensional.

b) ran(I −T) is closed andran(I −T) = ker(I −T ′)⊥.

c) ker(I −T) = {0} if and only ifran(I −T) = X.

d) dimker(I −T) = dimker(I −T ′) = dim(X/ran(I −T)).

An immediate consequence of the Riesz-Schauder Theorem is Fredholm’s alter-
native.

Corollary 5.27 (Fredholm alternative). Let X be a Banach space, and T∈K (X).
Then, either for every y∈Y the equation

x−Tx= y, (5.2)

there exists a solution x∈ X, and in this case the solution x is unique, or the homo-
geneous equation

x−Tx= 0
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has a a finite number of linearly independent solutions(xi)1≤i≤n and the equation
(5.2)has a solution if and only if y satisfies n equations of orthogonality 〈x′i ,y〉= 0,
where the x′i ∈ ker(I −T ′) are linearly independent.

Remark 5.28.If T ∈ K (X), then, by property (c) of Theorem 5.26,I −T is injec-
tive if and only ifI −T is surjective. In finite dimensions, this property of linearmap-
pings is well-known. This property of operators of the formI −T with T compact is
however not shared by arbitrary bounded operators on infinite-dimensional Banach
spaces. For example, the left-shiftL on l p(N) defined byLx = L(xn) := (xn+1) is
surjective but not injective.

Remark 5.29.An operatorS∈ L (X,Y) such that kerS is finite dimensional and
such that ranS is closed and has finite codimension (that is, dim(X/ ranS) < ∞) is
called aFredholm operator, and

indS:= dimkerS−dim(X/ ranS)

is called theFredholm index of S. By Theorem 5.26,S= I −T ∈ L (X) is a Fred-
holm operator of Fredholm index 0 ifT ∈ K (X).

Proof (of Theorem 5.26).(a) On ker(I −T) we haveT = I , and sinceT is compact,
ker(I −T) must be finite dimensional.

(b) Let (xn) ⊆ X be such thatun := xn − Txn → u ∈ X. We have to show that
u∈ ran(I −T). Since ker(I −T) is finite dimensional, for everyn∈ N there exists
yn ∈ ker(I −T) such that

dist(xn,ker(I −T)) = ‖xn− yn‖.

We show that the sequence(xn−yn) is bounded. Otherwise, after extracting a subse-
quence, we may assume that limn→∞ ‖xn− yn‖= ∞. Puttingwn := xn−yn

‖xn−yn‖ , we find

thatwn−Twn = un/‖xn−yn‖→ 0. After extracting a subsequence, we may assume
thatTwn → z (T is compact). But thenwn → z, too, and thereforez∈ ker(I −T). On
the other hand,

dist(wn,ker(I −T)) =
dist(xn,ker(I −T))

‖xn− yn‖
= 1,

a contradiction. Hence, the sequence(xn− yn) is bounded.
But then, by compactness ofT, we can extract a subsequence (again denoted by

(xn− yn)) such thatT(xn− yn)→ v. Hence,

xn− yn = un+T(xn− yn)→ u+ v.

We deduce thatT(u+ v) = v, or u = (u+ v)− T(u+ v), so thatu ∈ ran(I −T).
Hence, ran(I −T) is closed.

Since the equalityran(I −T) = ker(I −T ′)⊥ always holds true (Lemma 5.14),
we have thus proved (b).
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(c) Assume first thatI −T is injective, i.e. ker(I −T) = {0}. Assume thatX1 :=
ran(I −T) 6= X, that is,X1 is a closed (by (b)) proper subspace ofX. ThenT|X1 ∈
K (X1), so that, by (b) again,X2 = (I − T)X1 is a closed subspace ofX1. Since
I −T is injective,X2 6= X1. Iterating this argument and puttingXn = (I −T)nX, we
obtain a decreasing sequence(Xn) of closed subspaces ofX such thatXn+1 6= Xn.
By the Lemma of Riesz, for everyn≥ 1 there existsxn ∈ Xn such that‖xn‖= 1 and
dist(xn,Xn+1)≥ 1

2. For everyn> m we have

Txn−Txm =−(xn−Txn)+ (xm−Txm)+ xn− xm

and
−(xn−Txn)+ (xm−Txm)+ xn ∈ Xm+1.

Hence,‖Txn−Txm‖ ≥ 1
2 whenevern 6= m, a contradiction to the assumption thatT

is compact. Hence, ran(I −T) = X.
Assume now on the other hand that ran(I − T) = X. Then, by Lemma 5.14,

ker(I −T ′) = {0}. SinceT ′ is compact by Schauder’s theorem, this implies ran(I −
T ′) = X′ by the preceeding step. By Lemma 5.14, ker(I −T) = {0}.

(d) For every closed subspaceU of X the dual(X/U)′ is isomorphic toU⊥. In
particular, forU = ran(I −T) one obtains (using Lemma 5.14)

ker(I −T′) = (ran(I −T))⊥ ∼= (X/ ran(I −T))′ ∼= X/ ran(I −T).

The last isomorphy holds since we know by the first isomorphy that(X/ ran(I −T))′

is finite dimensional. In particular,

dimker(I −T ′) = dimX/ ran(I −T),

so that we have proved the second inequality.
It remains to prove that

dimX/ ran(I −T) = dimker(I −T).

SinceTx= x for everyx∈ ker(I −T), we see thatT leaves ker(I −T) invariant. In
particular, the operator

T̃ : X/ker(I −T)→ X/ker(I −T),

x+ ker(I −T) 7→ Tx+ ker(I −T),

is well-defined and one easily checks thatT̃ is compact sinceT is compact. By
construction, ker(I − T̃) = {0} so that, by (c), ran(I − T̃) = X/ker(I − T). This
means that for everyy∈ X there existsx∈ X andx0 ∈ ker(I −T) such that

(I −T)x= y− x0,

or
y= (I −T)x+ x0 =: x1+ x0.
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In particular, everyy∈ X can be written as a sumx1+x0 of an elementx1 ∈ ran(I −
T) and an elementx0 ∈ ker(I −T). Hence,

dimker(I −T ′) = dimX/ ran(I −T)≤ dimker(I −T).

ReplacingT by T ′ (which is compact by Schauder’s theorem), we obtain

dimker(I −T ′′)≤ dimker(I −T ′)≤ dimker(I −T).

On the other hand, sinceI −T ′′ extendsI −T, one trivially has

dimker(I −T)≤ dimker(I −T ′′).

The claim is proved

Theorem 5.30 (Spectrum of a compact operator).Let X be a Banach space and
let T ∈ K (X). Then:

a) If X is infinite-dimensional, then0∈ σ(T).

b) σ(T)\ {0}= σp(T)\ {0}.

c) Eitherσ(T) is finite orσ(T)\{0}= {λn : n∈N} for some sequence(λn)⊆C

such thatlimn→∞ λn = 0.

Proof. (a) If 0∈ ρ(T), thenT−1 exists and is bounded. Hence,I = TT−1 is com-
pact; a contradiction to the assumption thatX is infinite dimensional.

(b) Let λ ∈ σ(T) \ {0}. If λ 6∈ σp(T), then ker(λ − T) = {0}. By the Riesz-
Schauder Theorem (Theorem 5.26), this implies ran(λ −T) = X so thatλ −T is
bijective; a contradiction to the assumptionλ ∈ σ(T).

(c) It suffices to prove thatσ(T)∩{λ ∈ C : |λ | ≥ R} is finite for everyR> 0. If
this was not the case, then we find a sequence(λn)⊆ σ(T)\{0} such thatλn 6= λm

for n 6= m and|λn| ≥ R> 0. By (b), for everyn∈ N there existsxn ∈ X \ {0} such
thatλnxn−Txn = 0. Note that the family(xn) are linearly independent. Otherwise,
we find a smallestn∈ N such that the family(xi)1≤i≤n is linearly independent, but
xn+1 = ∑n

i=1 αixi for some scalarsαi . Then

n

∑
i=1

αiλn+1xi = λn+1xn+1 = Txn+1 =
n

∑
i=1

αiλixi ,

and this impliesαi(λn+1−λi) = 0 for every 1≤ i ≤ n. Sinceλn+1 6= λi for 1≤ i ≤ n,
we obtainαi = 0; a contradiction toxn+1 6= 0. LetXn := span{xi : 1≤ i ≤ n}. Then
(Xn) is an increasing sequence of closed subspaces ofX such thatXn 6= Xn+1 (the
latter by linear independence of the vectorsxn). By the Lemma of Riesz, for every
n≥ 2 there existsyn ∈ Xn such that‖yn‖= 1 and dist(yn,Xn−1)≥ 1

2. Then, for every
n> m≥ 2,
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‖Tyn−Tym‖= ‖− (λnyn−Tyn)+ (λmym−Tym)+λnyn−λmym‖
≥ dist(λnyn,Xn−1)

≥ λn

2
≥ R

2
.

This is a contradiction to the compactness ofT, and hence (c) is proved.

5.3 Nuclear operators

Let X andY be two Banach spaces. An operatorT : X →Y is callednuclear oper-
ator, if there exist sequences(x′k) in X′ and(yk) in Y such that

(i) ∑k‖x′k‖‖yk‖< ∞, and

(ii) Tx= ∑k〈x′k,x〉yk for everyx∈ X.

Taking up the notation from Example 5.19 (Rank-1-operators), the condition (ii) is
equivalent to

T = ∑
k

x′k⊗ yk,

the series converging absolutely inL (X,Y), thanks to condition (i). Note that the
representation ofT in the above form is not unique in the sense that the sequences
(x′k) and(yk) are not uniquely determined byT. We denote byN (X,Y) the space
of all nuclear operators fromX into Y; N (X) := N (X,X). When being equipped
with the norm

‖T‖N := inf{∑
k

‖x′k‖‖yk‖ : x′k ∈ X′, y∈Y, T = ∑
k

x′k⊗ yk},

the spaceN (X,Y) becomes a Banach space (sic!).

Lemma 5.31.Every nuclear operator is compact, that is, in other words,
N (X,Y) ⊆ K (X,Y). Moreover, the embeddingN (X,Y) → K (X,Y), T 7→ T,
is continuous.

Proof. Let T ∈ N (X,Y). By definition, there exist sequences(x′k)k in X′ and(yk)
in Y such that∑k‖x′k‖‖yk‖< ∞, and

T = ∑
k

x′k⊗ yk = lim
K→∞ ∑

k≤K

x′k⊗ yk,

the limit being taken with respect to the norm inL (X,Y). In particular,T is limit
in L (X,Y) of the finite rank operators∑k≤K x′k ⊗ yk, and henceT is compact by
Lemma 5.18.

Moreover,

‖T‖= ‖∑
k

x′k⊗ yk‖ ≤ ∑
k

‖x′k⊗ yk‖= ∑
k

‖x′k‖‖yk‖
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for every representation ofT. Taking the infimum over all representations ofT, we
obtain‖T‖ ≤ ‖T‖N , so that the embeddingN (X,Y)⊆ K (X,Y) is continuous.

Exercise 5.32 (Multiplication operators in sequence spaces) Let X = l p (1 ≤
p < ∞) or let X = c0. Let m∈ l∞ and define the associated multiplication opera-
tor M ∈ L (X) as in Exercise 5.23:

Mx= M(xn) = (mnxn), x∈ X.

Show that M is nuclear if and only if m∈ ℓ1.

5.4 Banach algebras

A normed spaceA is called anormed algebraif it is an algebra, and if

‖ab‖ ≤ ‖a‖‖b‖ for everya, b∈ A.

A complete, normed algebra is also calledBanach algebra.

Examples 5.33.1. Let X be a normed space. Then the spaceA = L (X) of all
bounded, linear operators onX is a normed algebra for the usual multiplication
which is the composition of operators (Lemma 1.26). It is a Banach algebra as
soon asX is a Banach space (Lemma 1.27).

2. LetX be a Banach space. Then the spaceA= K (X) of all compact, linear oper-
ators onX is a Banach algebra. Actually,K (X) is a closed ideal inL (X).

3. Let K be a compact, metric space. ThenA = C(K) is a Banach algebra for the
usual (pointwise) multiplication of functions. Similarly, if Ω is a locally compact,
metric space, then the space of continuous functionsΩ →K vanishing at infinity,
C0(Ω), is a Banach algebra. Finally, ifM is an arbitray metric space, then the
space of continuous, bounded functionsM →K, Cb(M), is a Banach algebra.

4. Let Ω be a measured space. ThenA= L∞(Ω) is a Banach algebra for the usual
(pointwise) multiplication.

5. LetA= L1(RN) be equipped with theconvolution product

f ∗g(x) :=
∫

RN
f (x− y)g(y) dy ( f , g∈ L1(RN), x∈RN).

ThenA is a Banach algebra.

Proof. Let f , g∈ L1(RN). By Tonelli’s theorem,
∫

RN

∫

RN
| f (x− y)g(y)| dy dx=

∫

RN

∫

RN
| f (x− y)g(y)| dx dy

=

∫

RN
| f (x)| dx

∫

RN
|g(y)| dy

= ‖ f‖L1 ‖g‖L1 < ∞.
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This inequality first implies thatf ∗ g(x) exists for almost everyx ∈ RN, and
second that ∫

RN
| f ∗g(x)| dx≤ ‖ f‖L1 ‖g‖L1 < ∞,

that is, f ∗ g ∈ L1(RN). In particular, the convolution product is well-defined.
However, the above inequality also implies a particular case ofYoung’s inequal-
ity

‖ f ∗g‖L1 ≤ ‖ f‖L1 ‖g‖L1,

which implies thatL1(RN) equipped with the convolution product is a Banach
algebra.

6. LetA= L1(R+) be equipped with theconvolution product

f ∗g(t) :=
∫ t

0
f (t − s)g(s) ds ( f , g∈ L1(R+), t ∈ R+).

ThenA is a Banach algebra.
7. LetA be a Banach algebra, and letI ⊆ A be a closed ideal. Then the factor space

A/I is a Banach algebra for the multiplication

(a+ I) · (b+ I) = ab+ I (a, b∈ A);

note that this product is well-defined sinceI is an ideal.

A Banach algebraA is unital if it admits a neutral element for the multiplication,
usually denoted by 1 or bye.

Remark 5.34 (Adjunction of a unit). Let A be a Banach algebra without unit. Con-
sider the product space

Ā := A×C,

equipped with the sum norm. Then̄A is a unital Banach algebra for the multiplica-
tion given by

(a,λ )(b,µ) := (ab+ µa+λb,λ µ) ((a,λ ), (b,µ) ∈ Ā).

The unit element is the element(0,1).

Given a unital Banach algebraA, we say that an elementa ∈ A is invertible
(respectively,left-invertible , right-invertible ), if there exists an elementb∈A such
that

ab= ba= 1 (respectively,ba= 1 orab= 1).

If a is invertible, then the elementb∈ A satisfyingab= ba= 1 is uniquely deter-
mined. We writeb=: a−1, and we calla−1 theinverseof a. We define theresolvent
setof an elementa∈ A by

ρ(a) := {λ ∈K : λ −a is invertible},
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and thespectrumby
σ(a) :=K \ρ(a).

For every λ ∈ ρ(a) we write R(λ ,a) := (λ − a)−1, and we callR(λ ,a) the
resolventof a at λ . The functionR(·,a) is simply called the resolvent ofa.

Several of the lemmas on the structure of the resolvent set and the spectrum of a
bounded, linear operator on a Banach space, which are statedin the first section of
this chapter, remain true in the general context of Banach algebras and elements in
Banach algebras. We start with the resolvent identity.

Lemma 5.35 (Resolvent identity).Let A be a unital Banach algebra, and a∈ A.
Then, for everyλ , µ ∈ ρ(a) one has

R(λ ,a)−R(µ ,a) = (µ −λ )R(µ ,a)R(λ ,a).

Proof. For everyλ , µ ∈ ρ(a)

µ −λ = (µ −a)− (λ −a).

Multiplying both sides byR(µ ,a) andR(λ ,a), one obtains the claim.

Lemma 5.36 (Neumann series).Let A be a unital Banach algebra, and let a∈ A
be such that‖a‖< 1. Then1−a is invertible, and

(1−a)−1 =
∞

∑
n=0

an,

the series being absolutely convergent in A.

Lemma 5.37 (The resolvent is analytic).Let A be a unital Banach algebra. For
every a∈ A the resolvent setρ(a) is open inK and the resolventρ(a)→ A, λ 7→
R(λ ,a) is analytic.

Proof. Let λ ∈ ρ(a) andµ ∈K. Then

µ −a= µ −λ +λ −a= ((µ −λ )R(λ ,a)+ I)(λ −a),

and the right-hand side is invertible if|µ−λ |< 1/‖R(λ ,a)‖ by the Neumann series.
Hence,ρ(a) is open inK. The Neumann series (Lemma 5.36) precisely yields

R(µ ,a) =
∞

∑
n=0

(−1)nR(λ ,a)n+1(µ −λ )n,

so that the functionλ 7→ R(λ ,a) can be locally developped into a power series. As
a consequence, this function is analytic.

Lemma 5.38 (Growth of the resolvent near the spectrum).For everyλ ∈ ρ(a)
one has

‖R(λ ,a)‖ ≥ dist(λ ,σ(a))−1.
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Proof. As we have seen in the proof of the preceding Lemma 5.37, forλ ∈ ρ(a) the
condition

|µ −λ |‖R(λ ,a)‖< 1

impliesµ ∈ ρ(a). The claim follows.

Lemma 5.39.For every a∈ A one has

{λ ∈ C : |λ |> ‖a‖} ⊆ ρ(a),

and

R(λ ,a) =
∞

∑
n=0

an

λ n+1 (|λ |> ‖a‖).

Proof. Use the identity

λ −a= λ (I − a
λ
)

and the Neumann series.

Remark 5.40.Similarly as in Remark 5.8, we can remark here thatλ ∈ ρ(a) as
soon as

|λ |> lim inf
n→∞

‖an‖ 1
n =: r(a).

As in the case of bounded, linear operators, the numberr(a)≥ 0 is called thespec-
tral radius of a.

Lemma 5.41.Let A 6= {0} be a complex, unital Banach algebra, Then for every
a∈ A the spectrumσ(a) is nonempty and compact.

Proof. The compactness ofσ(a) follows Lemma 5.37 and 5.39. Ifσ(a) was empty,
then, by Lemma 5.37, the resolventλ 7→ R(λ ,a) is an entire function. On the other
hand, by Lemma 5.39,

lim
|λ |→∞

‖R(λ ,a)‖= 0.

By Liouville’s theorem, this impliesR(λ ,a)≡ 0, which is only possible ifA= {0}
is the trivial algebra.

Theorem 5.42 (Gelfand-Mazur). Let A 6= {0} be a complex, unital Banach alge-
bra such that every element a6= 0 is invertible. Then A= C.

Proof. Let a∈ A. Then, by Lemma 5.41, there existsλ ∈ C such thatλ −a is not
invertible. By assumption, this impliesλ − a = 0, or, in other words,a = λ is a
scalar multiple of the unit element.

An idealI in a Banach algebra is calledmaximal ideal if I 6= A and if there does
not exist an other idealJ in A such thatI ( J ( A.

Lemma 5.43.Every ideal in a unital Banach algebra is contained in a maximal
ideal.
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Proof. Let I be an ideal in a unital Banach algebraA with unit denoted by 1. Define
the setM := {J : J is an ideal inA and I ⊆ J ( A}, and equip it with the order
relation≤ given by inclusion:J1 ≤ J2 ⇔ J1 ⊆ J2. Let J ⊆ M be a totally ordered
subset and definēJ :=

⋃
J∈J J. Then clearlyJ̄ is an ideal inA which containsI .

On the other hand,̄J 6= A, since all the idealsJ are strictly contained inA, and
since therefore 16∈ J for everyJ ∈ J . Hence,J̄ ∈ M . Clearly, J̄ is a supremum
for J , and we have proved that every totally ordered set admits a supremum. By
the Lemma of Zorn,M admits a maximal element which, by definition, must be a
maximal ideal ofA.

Lemma 5.44.Every maximal ideal in a unital Banach algebra is closed.

Proof. Let I be a maximal ideal in a unital Banach algebraA. By the Neumann
series, the setG(A) of all invertible elements inA is open, and since 1∈ G(A),
this set is also nonempty. Clearly,I ∩G(A) = /0, since ifI contained an invertible
element, then 1∈ I , which is only possible ifI =A. By the preceding two arguments,
I ⊆ Ī ⊆ A\G(A) 6= A, and clearly, the closure ofI is also an ideal. SinceI is a
maximal ideal, we obtainI = Ī , that is,I is closed.

Let A be a Banach algebra. Acharacter is a nonzero algebra homomorphism
A→K.

Lemma 5.45.Every character on a Banach algebra is automatically continuous.

Proof. Let A be a Banach algebra, and letχ : A→K be a character. Assume first that
A is unital. Sinceχ is an algebra homomorphism, then kerχ is an ideal. Consider
the associated, commutative diagram

A
χ−−−−→ K

yqχ

xiχ

A/kerχ
bχ−−−−→ K

whereqχ , bχ and iχ are the canonical surjection (quotient map) ontoA/kerχ , the
canonical bijection onto ranχ (here,K), and the canonical injection from ranχ into
K (here, the identity map). The kernel kerχ having codimension 1 (bχ being bi-
jective), it must be a maximal ideal. By Lemma 5.44, kerχ is closed, and hence
the canonical surjectionqχ is continuous on the normed quotient spaceA/kerχ .
Since the other two homomorphismsbχ andiχ are homomorphisms between finite-
dimensional (in fact: one-dimensional) normed spaces, they are continuous, too.
Hence,χ is continuous.

If A is not a unital Banach algebra, then we consider the unital algebraĀ from
Remark 5.34, which results fromA by adjunction of a unit element. We then define
the linear functional

χ̄ : Ā→K,

(a,λ ) 7→ χ(a)+λ .
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For every(a,λ ), (b,µ) ∈ Ā we have, sinceχ is an algebra homomorphism,

χ̄((a,λ )(b,µ)) = χ̄(ab+λb+ µa,λ µ)
= χ(ab+λb+ µa)+λ µ
= χ(a)χ(b)+λ χ(b)+ µχ(a)+λ µ
= (χ(a)+λ )(χ(b)+ µ)
= χ̄(a,λ ) χ̄(b,µ),

so thatχ̄ is an algebra homomorphism. By the first part of the proof,χ̄ is continuous,
which implies thatχ is continuous, too.

Let A be a Banach algebra, and letA′ be its dual space. The set of all characters
is denoted byσ(A), and it is called thespectrum of the algebraA, or theGelfand
spaceof the algebraA. By the preceding lemma, the Gelfand space is a subset ofA′.
The following lemma says that the Gelfand space is in fact a subset of the unit ball
of A′.

Lemma 5.46.Let A be a Banach algebra. Then, for every characterχ ∈ σ(A) one
has‖χ‖A′ ≤ 1, with equality if A is a unital Banach algebra and if‖1‖= 1.

Proof. Let χ ∈ σ(A), and leta∈ A be such that‖a‖ ≤ 1. Then, for everyn∈N,

|〈χ ,a〉|n = |〈χ ,a〉n|
= |〈χ ,an〉|
≤ ‖χ‖‖an‖
≤ ‖χ‖‖a‖n

≤ ‖χ‖.

Since the right-hand side is finite, we necessarily obtain|〈χ ,a〉| ≤ 1, and hence
‖χ‖ ≤ 1.

If A is unital, and if‖1‖ = 1, then‖χ‖ ≥ |〈χ ,1〉| = 1, which together with the
preceding inequality implies‖χ‖= 1.

Remark 5.47.If A is a unital Banach algebra, then one does not necessarily have
‖1‖= 1. However, there always exists an equivalent Banach algebra norm‖ ·‖1 for
which one has‖1‖1 = 1. This norm is given by

‖a‖1 := sup
‖b‖≤1

‖ab‖.

By the preceding lemma, the Gelfand space of any Banach algebra A is a sub-
set of the closed unit ball inA′. The closed unit ball inA′, however, when being
equipped with the topology which is induced by the weak∗ topology onA′, is, by
the Theorem of Banach-Alaoglu, a compact space. In the following, we shall al-
ways consider the Gelfand space as a topological space, equipped with the topology
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which is induced by the weak∗ topology onA′, too. The following theorem, in com-
bination with Lemma 5.43, shows in particular that the Gelfand space of a complex,
commutative Banach algebra is nonempty.

Theorem 5.48 (Gelfand-Mazur). Let A be a complex, commutative Banach alge-
bra. If A 6= {0}, then the Gelfand spaceσ(A) is nonempty. Moreover, there is a one-
to-one correspondence between the set of closed, maximal ideals and the Gelfand
spaceσ(A). In fact, every closed, maximal ideal is the kernel of some unique char-
acter, and, conversely, the kernel of every character is a closed, maximal ideal.

Proof. We first prove the second part of the statement. LetI be a closed maximal
ideal of A. Assume first thatA is unital. SinceA is commutative, the left, right
and two-sided ideals all coincide, and hence there is no other left or right ideal
strictly included betweenI andA. As a consequence, the quotient algebraA/I is a
complex, commutative, unital Banach algebra without any ideals, except the trivial
one. Hence, every nonzero element inA/I is invertible. SinceA/I 6= {0}, and by the
first Theorem of Gelfand-Mazur (Theorem 5.42),A/I is isomorphic toC. Now, the
quotient mapχ : A→ A/I = C is a character, andI = kerχ . If A is not unital, then
we consider the unital Banach algebraĀ from Remark 5.34, which we obtain from
A by adjunction of a unit. By Lemma 5.43, there exists a maximalideal Ī ⊆ Ā such
that Ī ⊇ I ×{0}, and by the first part of this paragraph, there exists a character χ̄ on
Ā such that ker̄χ = Ī . The restriction ofχ̄ to A×{0}= A is a character onA such
that kerχ = I .

Conversely, ifχ ∈ σ(A) is a character, then kerχ is an ideal of codimension 1,
hence a maximal ideal. Moreover, sinceχ is continuous by Lemma 5.45, kerχ is
closed.

The existence of a character in a complex, commutative,unital Banach algebra
now follows from this first part of the proof and the fact that there exists a maximal
ideal (Lemma 5.43) and that every maximal ideal is closed (Lemma 5.44). IfA is
not unital, then we consider the unital Banach algebraĀ from Remark 5.34, which
we obtain fromA by adjunction of a unit. The Banach algebrāA is a complex,
commutative, unital Banach algebra, and hence admits a character. The restriction
of this character toA= A×{0} is a character onA. Hence,σ(A) is nonempty.

Lemma 5.49.Let A be a Banach algebra. The setσ(A)∪ {0} is a closed subset
of the closed unit ball̄BA′(0,1). If A is a unital Banach algebra, then the Gelfand
spaceσ(A) itself is a closed subset of̄BA′(0,1). In particular, if A is a unital Banach
algebra, then the Gelfand spaceσ(A) is a compact space. In general, the Gelfand
space is a locally compact space.

Proof. Let (χα)α be a net inσ(A) ∪ {0}, which converges inB̄A′(0,1) to some
elementa′. Then, for everya, b∈ A

〈a′,ab〉= lim
α
〈χα ,ab〉

= lim
α
〈χα ,a〉〈χα ,b〉

= lim
α
〈a′,a〉〈a′,b〉.
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In other words,a′ is a multiplicative functional, which means eithera′ ∈ σ(A), or
a′ = 0. As a consequence,σ(A)∪{0} is closed inB̄A′(0,1).

If, in addition,A is a unital Banach algebra, and if(χα)α is a net inσ(A) which
converges to somea′ ∈ B̄A′(0,1), then, by the preceding argument,a′ ∈ σ(A), or
a′ = 0. However,

〈a′,1〉= lim
α
〈χα ,1〉= 1,

which actually impliesa′ ∈ σ(A). Hence,σ(A) is closed inB̄A′(0,1).

Example 5.50 (Gelfand space ofC(K)). We consider the Banach algebraC(K),
whereK is a compact space. We claim that

σ(C(K)) is homeomorphic toK,

or, with a slight abuse of language, the Gelfand space ofC(K) is equal toK. In fact,
for everyx∈ K the Dirac functionalδx : C(K)→K, f 7→ f (x) is a character, so that
K can be naturally identified with a subset ofσ(C(K)). On the other hand, every
character inσ(C(K)) must be a Dirac functional. In fact, let us argue from the point
of view of maximal ideals. IfI is a maximal ideal, then there must be somex ∈ K
such thatf (x) = 0 for every f ∈ I . In fact, if this was not true, then there exists
f ∈ I which never vanishes onK (sic!). By continuity of f and compactness ofK,
| f | is uniformly bounded away from 0, andf−1 exists inC(K). SinceI is an ideal,
we obtain 1= f f−1 ∈ I , and thereforeI =C(K), a contradiction to the assumption
that I is a maximal ideal. On the other hand, again sinceI is a maximal ideal, there
exists exactly onex ∈ K such thatf (x) = 0 for every f ∈ I . Hence,I = kerδx for
the corresponding Dirac functional, and we have proved the existence of a bijection
betweenK andσ(C(K)). The fact that this bijection is a homeomorphism is left to
the reader.

Examples 5.51 (Gelfand space ofL1(RN) or L1(R+)).

1. We consider the Banach algebraL1(RN), equipped with the convolution product
∗, as in Example 5.33.5. The dual space ofL1(RN) can be identified withL∞(RN),
the duality being given by

〈 f ,g〉L∞ ,L1 :=
∫

RN
f g.

Let χ ∈ L∞(RN) be a character. Then, by Lemma 5.46,‖χ‖∞ ≤ 1, and by defini-
tion of character, for everyf , g∈ L1(RN),

∫

RN
χ(x) f (x) dx

∫

RN
χ(y)g(y) dy= 〈χ , f 〉L∞ ,L1 〈χ ,g〉L∞,L1

= 〈χ , f ∗g〉L∞,L1

=

∫

RN
χ(x)

∫

RN
f (x− y)g(y) dy dx

=

∫

RN

∫

RN
χ(x+ y) f (x)g(y) dy dx.
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It is not difficult to deduce from this equality, that every characterχ satisfies the
functional equation

χ(x+ y) = χ(x)χ(y) for almost everyx, y∈RN.

Sinceχ is measurable, bounded and nonzero, this functional equation implies
that there existsξ ∈ RN such that

χ(x) = eiξx for everyx∈ RN.

Thus, the Gelfand space ofL1(RN) is given by

σ(L1(RN)) = {eiξ · : ξ ∈RN}.

One can show that this space, equipped with the weak∗ topology, is homeomor-
phic to the spaceRN, equipped with the usual Euclidean topology.

2. Now we consider the Banach algebraL1(R+), equipped with the convolution
product, as in Example 5.33.6. As in the previous example, one shows that every
characterχ ∈ L∞(R+) satisfies the functional equation

χ(t + s) = χ(t)χ(s) for almost everyt, s∈R+.

This implies that there existsλ ∈ C with Reλ ≥ 0 such that

χ(t) = e−λ t for everyt ∈ R+.

Hence,
σ(L1(R+)) = {e−λ · : λ ∈ C, Reλ ≥ 0}.

One can show that this space is homeomorphic to the closed right half-plane
{λ ∈ C : Reλ ≥ 0}.

Let A be a Banach algebra with Gelfand spaceσ(A), and leta ∈ A. Then we
define the function

â : σ(A)∪{0}→K,

χ 7→ â(χ) := 〈χ ,a〉,

and we note that this function is continuous and vanishing atinfinity. In fact, if
(χα)α is a convergent net inσ(A)∪ {0}, limα χα =: χ , then, by definition of the
weak∗ topology,

lim
α

â(χα) = lim
α
〈χα ,a〉= 〈χ ,a〉= â(χ).

As a consequence, ˆa ∈ C(σ(A)∪{0}). In the following, we consider the function
â only to be defined on the Gelfand space itself. IfA is a unital Banach algebra,
thenσ(A) is already compact by the preceding lemma, and ˆa∈ C(σ(A)). If A is a
non-unital Banach algebra, then the Gelfand spaceσ(A) is only locally compact,
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and â ∈ C0(σ(A)), the space of continuous functions vanishing at infinity. Since
C(K) =C0(K) for every compact spaceK, we may always write ˆa∈C0(σ(A)).

Theorem 5.52 (Gelfand). Let A be a complex, commutative Banach algebra, and
let σ(A) be its Gelfand space (considered as a locally compact space for the weak∗

topology). Then theGelfand transform

ˆ: A→C0(σ(A)),
a 7→ â,

whereâ(χ) := 〈χ ,a〉 (χ ∈ σ(A)), is a bounded Banach algebra homomorphism.

Proof. We have already shown above that the Gelfand transform is well-defined. By
Lemma 5.46,

‖â‖C0(σ(A)) = sup
χ∈σ(A)

|â(χ)|

= sup
χ∈σ(A)

|〈χ ,a〉|

≤ sup
χ∈σ(A)

‖χ‖‖a‖

≤ ‖a‖,

so that ˆ is actually a contraction. It is clear that ˆ is linear. Moreover, for everya,
b∈ A and everyχ ∈ σ(A) one has

âb(χ) = 〈χ ,ab〉
= 〈χ ,a〉〈χ ,b〉
= â(χ) b̂(χ),

that is,âb= âb̂. We have proved that ˆ is an algebra homomorphism.

Theorem 5.53.Let A be a complex, commutative, unital Banach algebra. Then, for
every a∈ A,

σ(a) = {〈χ ,a〉 : χ ∈ σ(A)}.

Proof. ”⊆” Let λ ∈ σ(a). Thenλ −a is not invertible, which means thatλ −a is
contained in some maximal ideal. Hence, there exists a characterχ ∈ σ(A) such that
〈χ ,λ −a〉= 0. However,〈χ ,λ 〉= λ 〈χ ,1〉= λ , and henceλ ∈ {〈χ ,a〉 : χ ∈ σ(A)}.
”⊇” Now assume thatλ ∈ {〈χ ,a〉 : χ ∈ σ(A)}. Then there existsχ ∈ σ(A) such that
0= λ −〈χ ,a〉= 〈χ ,λ −a〉. In other words,λ −a is contained in the kernel of some
characterχ , or, equivalently, in some maximal ideal. As a consequence,λ −a is not
invertible, that is,λ ∈ σ(a).
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5.5 * The mean ergodic theorem

A bounded, linear operatorT on a Banach spaceX is calledpowerbounded if
supn≥0‖Tn‖ < ∞. Clearly, the spectral radius of a powerbounded linear operator is
less than or equal to 1, which implies that its spectrum is contained in the closed unit
disk D̄ := {λ ∈ C : |λ | ≤ 1}. Here, we are particularly interested in the asymptotic
behaviour of orbits of powers ofT, or, in other words, in the asymptotic behaviour
of the discrete, linear dynamical system(Tn).

Lemma 5.54.Let T∈ L (X) be a powerbounded operator. Then:

a) For every x∈ ker(I −T) and every n∈ N one has Tnx= x.

b) For every x∈ ran(I −T) one has

lim
N→∞

1
N

N−1

∑
n=0

Tnx= 0,

that is, the orbit(Tnx) converges in the Cesaro mean to0.

c) ker(I −T)∩ ran(I −T) = {0}.

Proof. (a) If x∈ ker(I −T), thenTx= x. An iteration givesTnx= x for everyn∈N.
(b) First letx∈ ran(I −T). Thenx= y−Ty for somey∈ X. Hence,

1
N

N−1

∑
n=0

Tnx=
1
N

N−1

∑
n=0

Tn(y−Ty)

=
1
N

N−1

∑
n=0

(Tny−Tn+1y)

=
1
N
(y−TNy)

→ 0 asN → ∞,

due to the assumption thatT is powerbounded. The assumption thatT is power-
bounded also implies that the Cesaro means1

N ∑N−1
n=0 Tn are uniformly bounded. A

simple 3ε-argument implies that

lim
N→∞

1
N

N−1

∑
n=0

Tnx= 0

for everyx∈ ran(I −T).
(c) If x∈ ker(I −T)∩ ran(I −T), then, by part (a),

x=
1
N

N−1

∑
n=0

Tnx for everyN ∈N.
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By part (b), the right-hand side of this equality converges to 0 asN → ∞. Hence
x= 0.

Theorem 5.55 (Mean ergodic theorem).Let T ∈ L (X) be a powerbounded op-
erator. Then, for every x∈ X, the following assertions are equivalent:

(i) x∈ ker(I −T)⊕ ran(I −T), that is, x= x0+ x1 for some x0 ∈ ker(I −T) and
some x1 ∈ ran(I −T).

(ii) The limit limN→∞
1
N ∑N−1

n=0 Tnx exists in X.

(iii) The limit limN→∞
1
N ∑N−1

n=0 Tnx exists weakly in X.

(iv) The sequence( 1
N ∑N−1

n=0 Tnx) of Cesaro means has a weakly convergent subse-
quence.

If one of the equivalent conditions (i)–(iv) holds true, then

lim
N→∞

1
N

N−1

∑
n=0

Tnx= x0.

We say that a sequence(xn) in a Banach spaceX converges in Cesaro meanto
some elementx∈ X if

lim
N→∞

1
N

N−1

∑
n=0

xn = x.

One can prove (exercise!) that if a sequence(xn) converges in the usual sense to
some elementx ∈ X, then it also converges in the Cesaro mean to the same ele-
ment. However, the converse is not true: the sequence((−1)n) does obviously not
converge inR, but

lim
N→∞

1
N

N−1

∑
n=0

(−1)n = lim
N→∞

1
N

1
2
(1+(−1)N+1) = 0,

that is, this sequence converges in the Cesaro mean to 0. We also say that the Cesaro
average of this sequence is 0.

If one of the equivalent conditions (i)–(iv) in the Mean Ergodic Theorem above
holds true, then the final conclusion is that the sequence(Tnx) of iterates ofT ap-
plied tox converges in Cesaro mean tox0. Note that the sequence(Tnx) need not
converge in the usual sense.

Proof (of Theorem 5.55).The implication (i)⇒(ii) follows from Lemma 5.54, while
the implications (ii)⇒(iii) and (iii)⇒(iv) are trivial. So let us prove the remaining
implication (iv)⇒(i). Assume that the sequence( 1

N ∑N−1
n=0 Tnx) admits a weak accu-

mulation point. Then there existsx0 ∈ X and an increasing sequence(Nk) in N such
that

w− lim
k→∞

1
Nk

Nk−1

∑
n=0

Tnx= x0.

Since every bounded, linear operator is also weak-weak continuous, this implies
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(I −T)x0 = w− lim
k→∞

1
Nk

Nk−1

∑
n=0

Tn(I −T)x

= w− lim
k→∞

1
Nk

Nk−1

∑
n=0

(Tnx−Tn+1x)

= w− lim
k→∞

1
Nk

(x−TNkx)

= 0,

so thatx0 ∈ ker(I −T). On the other hand, for everyk one has

x− 1
Nk

Nk−1

∑
n=0

Tnx=
1
Nk

Nk−1

∑
n=0

(x−Tnx)

=
1
Nk

Nk−1

∑
0

n−1

∑
j=0

T j(I −T)x

= (I −T)
[ 1
Nk

Nk−1

∑
0

n−1

∑
j=0

T jx
]
∈ ran(I −T).

Hence,

x− x0 = x−weak− lim
k→∞

1
Nk

Nk−1

∑
n=0

Tnx

= weak− lim
k→∞

[
x− 1

Nk

Nk−1

∑
n=0

Tnx
]

=: x1 ∈ ran(I −T),

and we have proved that (i) holds.

Corollary 5.56 (Mean ergodic theorem in reflexive spaces).Let T∈ L (X) be a
powerbounded operator on a reflexive Banach space X. Then

X = ker(I −T)⊕ ran(I −T)

and if P∈ L (X) denotes the projection ontoker(I −T) alongran(I −T), then, for
every x∈ X

lim
N→∞

1
N

N−1

∑
n=0

Tnx= Px,

that is, the iterates of T converge strongly, and in the Cesaro mean, to the projection
P. If 1 is not an eigenvalue of T , then, for every x∈ X,

lim
N→∞

1
N

N−1

∑
n=0

Tnx= 0.
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Proof. If suffices to note that for everyx∈ X the sequence( 1
N ∑N−1

n=0 Tnx) of Cesaro
means is bounded inX. SinceX is assumed to be reflexive, this sequence thus admits
a weakly convergent subsequence by Theorem 3.28. The claimsthus follow from
the Mean Ergodic Theorem (Theorem 5.55).

Since Hilbert spaces are in particular reflexive spaces, we immediately obtain the
following corollary, due to von Neumann.

Corollary 5.57 (von Neumann mean ergodic theorem).Let T be a contraction
on a Hilbert space H. Then, for every f∈ H, the Cesaro limit

lim
N→∞

1
N

N−1

∑
n=0

Tn f =: P f

exists in H, P being the projection ontoker(I −T) along ran(I −T). If 1 is not an
eigenvalue of T , then, for every f∈ H,

lim
N→∞

1
N

N−1

∑
n=0

Tn f = 0.

Convergence in the Abel mean of powerbounded operators

Let T ∈ L (X) be a powerbounded operator, and letM ≥ 0 be a constant such that‖Tn‖ ≤ M for
everyn ≥ 0. From the Neumann series (see also the short proof of Lemma 5.7 and the Remark
5.8), we obtain for everyλ ∈K with |λ |> 1 the estimate

‖R(λ ,T)‖ = ‖ ∑
n≥0

Tn

λ n+1‖

≤ M ∑
n≥0

1
|λ |n+1

= M
1

|λ |−1
.

In particular,
‖(λ −1)R(λ ,T)‖ ≤ M for every realλ > 1. (5.3)

Lemma 5.58.Let T∈ L (X) be a powerbounded operator. Then:

a) For every x∈ ker(I −T) and every realλ > 1 one has(λ −1)R(λ ,T)x= x.

b) For every x∈ ran(I −T) one haslimλ→1+(λ −1)R(λ ,A)x= 0.

c) ker(I −T)∩ ran(I −T) = {0}.

Proof. (a) Letx∈ ker(I −T). Then

0= x−Tx=−(λ −1)x+(λ −T)x for every realλ > 1.

Multiplying this equality withR(λ ,T) yields the claim.
(b) Assume first thatx∈ ran(I −T), that is,x= y−Ty for somey∈ X. Then
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lim
λ→1+

(λ −1)R(λ ,T)x= lim
λ→1+

(λ −1)R(λ ,T)((1−λ )y+λy−Ty)

= lim
λ→1+

[
(λ −1)2R(λ ,T)y+(λ −1)y

]

= 0.

The full claim follows from this equality, from the estimate(5.3), and from a simple density argu-
ment (compare with Lemma 2.48).

(c) Letx∈ ker(I −T)∩ ran(I −T). Then the previous two points yield

x= (λ −1)R(λ ,T)x for every realλ > 1,

and
lim

λ→1+
(λ −1)R(λ ,T)x= 0,

which is only possible ifx= 0.

Theorem 5.59 (Mean ergodic theorem).Let T∈ L (X) be a powerbounded operator. Then, for
every x∈ X, the following assertions are equivalent:

(i) x ∈ ker(I −T)⊕ ran(I −T), that is, x= x0 + x1 for some x0 ∈ ker(I −T) and some x1 ∈
ran(I −T).

(ii) The limitlimλ→1+(λ −1)R(λ ,A)x exists strongly (in X).

(iii) The limitlimλ→1+(λ −1)R(λ ,A)x exists weakly.

(iv) The net((λ − 1)R(λ ,A)x)λց1 admits a weakly convergent subsequence in the sense that
there exists a sequence(λn) in R, λn → 1+, such that((λn − 1)R(λn,A)x)n converges
weakly.

(v) The limitlimN→∞
1
N ∑N−1

n=0 Tnx exists strongly.

If one of the equivalent conditions (i)–(v) holds true, then

lim
λ→1+

(λ −1)R(λ ,A)x= lim
n→∞

1
n

n−1

∑
0

Tkx= x0.

We say that a sequence(xn) in a Banach spaceX converges in Abel meanto some element
x∈ X if the power series∑∞

n=0 xnλ n converges (absolutely) for everyλ ∈ D, and if

lim
λ→1−

(1−λ )
∞

∑
n=0

xnλ n = x.

One can prove that if a sequence(xn) converges in Cesaro mean to some elementx∈X, then it also
converges in the Abel mean to the same element. The converse,however, is not true. In general,
we have thus the implications

(xn) converges in the usual sense tox∈ X

⇓
(xn) converges in the Cesaro mean tox∈ X

⇓
(xn) converges in the Abel mean tox∈ X.

The second Mean Ergodic Theorem (Theorem 5.59) says that thealgebraic condition (i) is equiva-
lent to convergence in the Abel mean of the sequence(Tnx) of iterates ofT applied tox (condition
(iv)), which in turn is equivalent to convergence in the Cesaro mean (condition (v)). Hence, in this
special situation, convergence in the Abel mean and in the Cesaro mean are equivalent.
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Proof (of Theorem 5.59).The implication (i)⇒(ii) follows from the preceding Lemma 5.54, as-
sertions (a) and (b). The lemma also yields the equality limλ→1+(λ −1)R(λ ,A)x= x0.
The implications (ii)⇒(iii) and (iii)⇒(iv) are trivial.
(iv)⇒(i) We assume that there existsx0 ∈ X and a sequence(λn) in R, λn → 1+, such that
weak− limn(λn−1)R(λn,A)x= x0.Then, for everyx′ ∈ X′,

〈x′,x0〉= lim
n
〈x′, (λn−1)R(λn,T)x〉

= lim
n
〈x′, (1−λn+λn−T +T)(λn−1)R(λn,T)x〉

= lim
n
〈x′,−(λn−1)2R(λn,T)x+(λn−1)x+T(λn−1)R(λn,T)x〉

= lim
n
〈x′,T(λn−1)R(λn,T)x〉

= 〈x′,Tx0〉.

Hencex0 = Tx0, or, in other words,x0 ∈ ker(I − T). It remains to show thatx1 := x− x0 ∈
ran(I −T). Note that for everyn one has

x− (λn−1)R(λn,T)x= x− (λn−T +T −1)R(λn,T)x

= (I −T)R(λn,T)x∈ ran(I −T).

Hence,

x1 = x−x0

= x−weak− lim
n→∞

(λn−1)R(λn,T)x

= weak− lim
n→∞

[x− (λn−1)R(λn,T)x] ∈ ran(I −T),

which proves that (i) holds.
The equivalence (i)⇔(v) follows from the Mean Ergodic Theorem 5.55.

The mean ergodic theorem for general resolvents

The preceding situation can still be generalized. We now consider a general closed, linear operator
(A,domA) on a Banach spaceX, and we study the relation between the behaviour of the resolvent
of A near the boundary of the spectrum and some algebraic properties ofA.

Lemma 5.60.Let(A,domA) be a closed, linear operator on a Banach space X. Letλ0 ∈K be such
that there exists a sequence(λn) in ρ(A) satisfyinglimn λn = λ0 and‖(λn−λ0)R(λn,A)‖ ≤ M for
every n and some constant M≥ 0. Then:

a) For every x∈ ker(λ0−A) one has(λn−λ0)R(λn,A)x= x for every n.

b) For every x∈ ran(λ0−A) one haslimn(λn−λ0)R(λn,A)x= 0.

c) ker(λ0−A)∩ ran(λ0−A) = {0}.

Proof. (a) Letx∈ ker(λ0−A). Thenx∈ domA and

0= (λ0−A)x= (λ0−λn)x+(λn−A)x for everyn.

Multiplying this equality withR(λn,A) yields the claim.
(b) Assume first thatx∈ ran(λ0−A), that is,x= (λ0−A)y for somey∈ domA. Then
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lim
n
(λn−λ0)R(λn,A)x= lim

n
(λn−λ0)R(λn,A)(λ0−λn+λn−A)y

= lim
n

[
(λn−λ0)

2R(λn,A)y+(λn−λ0)y
]

= 0.

The full claim follows from this equality, from the assumption that the sequence((λn −
λ0)R(λn,A))n is bounded inL (X), and from a simple density argument (compare with Lemma
2.48).

(c) Letx∈ ker(λ0−A)∩ ran(λ0−A). Then the previous two points give

x= (λn−λ0)R(λn,A)x→ 0 asn→ ∞,

that is,x= 0.

Theorem 5.61 (Mean ergodic theorem for resolvents).Let (A,domA) be a closed, linear oper-
ator on a Banach space X. Letλ0 ∈K be such that there exists a sequence(λn) in ρ(A) satisfying
limn λn = λ0 and‖(λn−λ0)R(λn,A)‖ ≤ M for every n and some constant M≥ 0. Then, for every
x∈ X, the following assertions are equivalent:

(i) x ∈ ker(λn −A)⊕ ran(λ0−A), that is, x= x0 + x1 for some x0 ∈ ker(λ0 −A) and some
x1 ∈ ran(λ0−A).

(ii) The sequence((λn−λ0)R(λn,A)x)n converges strongly (in X).

(iii) The sequence((λn−λ0)R(λn,A)x)n converges weakly.

(iv) The sequence((λn−λ0)R(λn,A)x)n admits a weakly convergent subsequence.

If one of the equivalent conditions (i)–(iv) holds true, then

lim
n
(λn−λ0)R(λn,A)x= x0.

Proof. The implication (i)⇒(ii) follows from the preceding Lemma 5.60, assertions (a) and (b). It
also yields the equality limn(λn−λ0)R(λn,A)x= x0.
The implications (ii)⇒(iii) and (iii)⇒(iv) are trivial.
So let us prove the implication (iv)⇒(i). We assume that((λn −λ0)R(λn,A)x)n admits a weakly
convergent subsequence. After passing to a subsequence, ifnecessary, we may in fact assume that
the sequence((λn − λ0)R(λn,A)x)n itself converges weakly, say, to some elementx0 ∈ X. Then,
for everyx′ ∈ X′,

〈x′,λ0x0〉= lim
n
〈x′,λ0(λn−λ0)R(λn,A)x〉

= lim
n
〈x′, (λ0−λn+λn−A+A)(λn−λ0)R(λn,A)x〉

= lim
n
〈x′, (λ0−λn)

2R(λn,A)x+(λ0−λn)x+A(λn−λ0)R(λn,A)x〉

= lim
n
〈x′,A(λn−λ0)R(λn,A)x〉

= 〈x′,Ax0〉

SinceA is closed, this equality impliesx0 ∈ domA andλ0x= Ax. In other word,x0 ∈ ker(λ0−A).
It remains to show thatx1 := x−x0 ∈ ran(λ0−A). Note that for everyn one hasR(λn,A)x∈ domA
and

x− (λn−1)R(λn,A)x= x− (λn−A+A−1)R(λn,A)x

= (I −A)R(λn,A)x∈ ran(I −A).

Hence,
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x1 = x−x0

= x−weak− lim
n→∞

(λn−1)R(λn,A)x

= weak− lim
n→∞

[x− (λn−1)R(λn,A)x] ∈ ran(I −A),

which proves that (i) holds.

Corollary 5.62 (Mean ergodic theorem for resolvents in reflexive spaces).In addition to the
assumption of the preceding Theorem 5.61, assume that the underlying Banach space X is reflexive.
Then X= ker(λ0−A)⊕ ran(λ0−A) and the for every x∈ X the limit

lim
n
(λn−λ0)R(λn,A)x=: x0

exists, and the limit x0 coincides with the projection of x ontoker(λ0−A) alongran(λ0−A).

Proof. By assumption, for everyx∈ X, the sequence((λn−λ0)R(λn,A)x)n is bounded. SinceX
is reflexive and by Theorem 3.28, for everyx ∈ X the sequence((λn − λ0)R(λn,A)x)n admits a
weakly convergent subsequence. The claim follows from Theorem 5.61.



Chapter 6
Operators on Hilbert spaces

6.1 Spectral theorem for compact selfadjoint operators

Let H, K be two Hilbert spaces,T ∈L (H,K). For everyy∈K the mappingH →K,
x 7→ 〈Tx,y〉K is a bounded linear functional onH which admits a unique represen-
tation byT∗y∈ H such that

〈Tx,y〉K = 〈x,T∗y〉H (x∈ H).

The resulting linear operatorT∗ : K → H is called the(Hilbert space) adjoint of
T.

Lemma 6.1.Let H1, H2, and H3 be three Hilbert spaces, T , S∈ L (H1,H2), R∈
L (H2,H3) andλ ∈K. Then:

a) (T +S)∗ = T∗+S∗.

b) (λT)∗ = λ̄T∗.

c) (RT)∗ = T∗R∗.

d) T∗ ∈ L (H2,H1) and‖T∗‖= ‖T‖.

e) T∗∗ = T.

f) ‖T∗T‖= ‖TT∗‖= ‖T‖2.

g) kerT = (ranT∗)⊥ andkerT∗ = (ranT)⊥ (orthogonal spaces).

Proof. The properties (a)–(c) are simple exercises. Concerning (d), note that

107
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‖T∗‖ := sup
‖y‖H2≤1

‖T∗y‖H1

= sup
‖y‖H2≤1

sup
‖x‖H1≤1

|〈T∗y,x〉H1 |

= sup
‖x‖H1≤1

sup
‖y‖H2≤1

|〈y,Tx〉H2 |

= sup
‖x‖H1≤1

‖Tx‖H2

= ‖T‖.

Next, for everyx∈ H1, y∈ H2,

〈T∗∗x,y〉H2 = 〈x,T∗y〉H1

= 〈T∗y,x〉H1

= 〈y,Tx〉H2

= 〈Tx,y〉H2,

which implies (e). Finally, note that

‖T∗T‖= sup
‖x‖≤1

‖T∗Tx‖

= sup
‖x‖≤1

sup
‖y‖≤1

∣∣〈T∗Tx,y〉
∣∣

= sup
‖x‖≤1

sup
‖y‖≤1

∣∣〈Tx,Ty〉
∣∣

≥ sup
‖x‖≤1

∣∣〈Tx,Tx〉
∣∣

= sup
‖x‖≤1

‖Tx‖2

= ‖T‖2,

while the inequality‖T∗T‖ ≤ ‖T∗‖‖T‖ = ‖T‖2 (using also (d)) is trivial. Hence,
we have proved (f). The property (g) is also left as an exercise.

Remark 6.2.Let A be a complex Banach algebra. A mapping∗ : A →A is called
an involution if for everya, b∈ A , λ ∈C,

(a+b)∗ = a∗+b∗, (ab)∗ = b∗a∗, (λa)∗ = λ̄a∗, (a∗)∗ = a.

If a complex Banach algebraA admits an involution∗ such that for everya∈ A ,

‖a∗a‖= ‖a‖2,

thenA is called aC∗-algebra.



6.1 Spectral theorem for compact selfadjoint operators 109

If H is a Hilbert space, thenL (H) is aC∗-algebra for the involutionT 7→ T∗,
whereT∗ is the (Hilbert space) adjoint ofT. This follows from Lemma 6.1.

The simplestC∗-algebra isC (the involution being the complex conjugation).
In the space of matricesCN×N = L (CN), the involution as defined above, that is,
the Hilbert space adjoint with respect to the Euclidean inner product, is given by
A∗ = Āt (complex conjugation and transposition).

Given a compact spaceK, the spaceC(K) is also aC∗-algebra for the usual
algebra structure and the involutionf 7→ f ∗ given by f ∗(x) := ¯f (x) (x∈ K).

Let H be a complex Hilbert space. An operatorT ∈ L (H) is calledselfadjoint
if T = T∗, or, equivalently, if for everyx, y∈ H,

〈Tx,y〉= 〈x,Ty〉.

We say that the operatorT is positive semidefinite and we writeT ≥ 0, if it is
selfadjoint, and

〈Tx,x〉 ≥ 0 for everyx∈ H.

An operatorT ∈L (H) is callednormal if TT∗ = T∗T. An operatorU ∈L (H,K)
between two Hilbert spaces is calledunitary if U is an isomorphism andU∗U = IH
andUU∗ = IK .

Remark 6.3. In everyC∗-algebraA one can define that an elementa is selfadjoint
if a= a∗. The selfadjoint elements ofA = C are the real numbers. The selfadjoint
elements ofCN×N are the hermitian matrices, that is, the matricesA for whichA=
Āt .

Theorem 6.4 (Hellinger-Toeplitz). Let T : H → H be linear andsymmetric, that
is,

〈Tx,y〉= 〈x,Ty〉 for every x, y∈ H.

Then T is bounded.

Proof. Let (xn)⊆ H be convergent tox∈H and such that(Txn) converges toy∈H.
Then, for everyz∈ H,

〈Tx,z〉= 〈x,Tz〉= lim
n→∞

〈xn,Tz〉= lim
n→∞

〈Txn,z〉= 〈y,z〉.

Hence,Tx= y. This means thatT is closed, and by the closed graph theorem,T is
bounded.

Lemma 6.5.Let T∈ L (H) be a selfadjoint operator on a Hilbert space H. Then

σ(T)⊆W(T)⊆ R. (6.1)

where
W(T) := {〈Tx,x〉 : ‖x‖= 1}. (6.2)

is thenumerical rangeof T .
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Proof. Since〈Tx,x〉= 〈x,Tx〉= 〈Tx,x〉 by symmetry, we obtainW(T)⊆ R.
Let λ ∈K be such thatd := dist(λ ,W(T))> 0. Then, for everyx∈ H such that

‖x‖= 1,

d = d‖x‖ ≤ |λ −〈Tx,x〉|= |〈(λ −T)x,x〉| ≤ ‖(λ −T)x‖.

By linearity, this estimates remains true for everyx∈ H. This estimate then implies
thatλ −T is injective and that ran(λ −T) is closed. If ran(λ −T) 6= H, then there
existsx0 ∈ (ran(λ −T))⊥ such that‖x0‖= 1. For thisx0 we have

0= 〈(λ −T)x0,x0〉= λ −〈Tx0,x0〉 ≥ d > 0,

a contradiction. Hence,λ −T is invertible, orλ ∈ ρ(T). Thus we have proved also
the first inclusion in (6.1).

Lemma 6.6.Let T∈ L (H) be a selfadjoint operator on a Hilbert space H. Then

supW(T) ∈ σ(T) and infW(T) ∈ σ(T),

where W(T) is the numerical range defined in(6.2).

Proof. Let λ := supW(T). By definition ofW(T), the forma(x,y) := λ 〈x,y〉 −
〈Tx,y〉 is sesquilinear in the case of a complex Hilbert space, or bilinear and sym-
metric in the case of a real Hilbert space. Moreover, this form is positive semidefi-
nite, that is,a(x,x)≥ 0 for everyx∈ H.

By the Cauchy-Schwarz inequality applied to the forma(x,y), for everyx, y∈H,

|〈λx−Tx,y〉| ≤ 〈λx−Tx,x〉 1
2 〈λy−Ty,y〉 1

2 .

This inequality implies that there exists a constantC≥ 0 such that for everyx∈ H,

‖λx−Tx‖ ≤C〈λx−Tx,x〉 1
2 .

Let (xn)⊆ H, ‖xn‖= 1 be such that〈Txn,xn〉 → λ . Then the preceeding inequality
implies that limn→∞ ‖λxn−Txn‖= 0. Hence,λ ∈ σap(T)⊆ σ(T).

The proof that infW(T) ∈ σ(T) is similar.

Lemma 6.7.Let T∈ L (H) be a selfadjoint operator on a Hilbert space H. Then

‖T‖= sup
‖x‖=1

|〈Tx,x〉|= sup
λ∈σ(T)

|λ |.

Proof. The second equality follows from Lemma 6.6 combined with Lemma 6.5.
Moreover, the inequality

sup
‖x‖=1

|〈Tx,x〉| ≤ ‖T‖

is obvious, by the definition of‖T‖ and the Cauchy-Schwarz inequality. Using the
fact thatT = T∗, one easily calculates for everyx, y∈ H,
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4 Re〈Tx,y〉= 〈T(x+ y),x+ y〉− 〈T(x− y),x− y〉.

Hence,

‖T‖= sup
‖x‖=1

‖Tx‖

= sup
‖x‖=1

sup
‖y‖=1

Re〈Tx,y〉

=
1
4

sup
‖x‖=1

sup
‖y‖=1

[〈T(x+ y),x+ y〉− 〈T(x− y),x− y〉]

≤ 1
4

sup
‖x‖=1

sup
‖y‖=1

[|〈T(x+ y),x+ y〉|+ |〈T(x− y),x− y〉|]

≤ sup
‖z‖=1

|〈Tz,z〉| 1
4

sup
‖x‖=1

sup
‖y‖=1

[‖x+ y‖2+ ‖x− y‖2]

≤ sup
‖z‖=1

|〈Tz,z〉| 1
2

sup
‖x‖=1

sup
‖y‖=1

[‖x‖2+ ‖y‖2]

≤ sup
‖z‖=1

|〈Tz,z〉|,

which is just the remaining inequality.

Lemma 6.8.Let T ∈ L (H) be a selfadjoint operator on a complex Hilbert space,
and let x, y∈ H be two eigenvectors corresponding to two distinct eigenvaluesλ ,
µ ∈ σp(T). Then〈x,y〉= 0.

Proof. SinceT is selfadjoint andλ , µ ∈ R (Lemma 6.5),

λ 〈x,y〉= 〈λx,y〉= 〈Tx,y〉= 〈x,Ty〉= 〈x,µy〉= µ〈x,y〉.

Sinceλ 6= µ , this equality can only hold if〈x,y〉= 0.

Theorem 6.9 (Spectral theorem for compact, selfadjoint operators). Let H be
a separable Hilbert space, and let T∈ K (H) be a compact, selfadjoint operator.
Then there exists an orthonormal basis(en)n of H, and a family(λn)n of real num-
bers such thatlimn→∞ λn = 0 and

Ten = λnen for every n,

that is, there is an orthonormal basis(en)n consisting only of eigenvectors of T . In
other words, T isunitarily equivalent to the multiplication operator M: ℓ2 → ℓ2,
M(xn)n := (λnxn)n, that is, there exists a unitary operator U: H → ℓ2 such that the
diagram

H
T−−−−→ H

yU

xU∗=U−1

ℓ2 M−−−−→ ℓ2
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commutes

Proof. By the spectral theory of compact operators,σ(T) is at most countable, every
µ ∈ σ(T) \ {0} is an eigenvalue, and its eigenspaceHµ := ker(µ − T) is finite-
dimensional.

Let (µn) be the (finite or countable) family ofall nonzero eigenvalues ofT
(µn 6= µm if n 6= m), and let dn := dim ker(µ − T) be their multiplicities. Let
( f n

k )1≤k≤dn be an orthonormal basis ofHµn = ker(µn−T). If the kernelH0 := kerT
is nontrivial, then choose also an orthonormal basis( fk)0≤k<dimH0 of H0. Next, let
(en) be the family which is obtained by taking successively the union over all eigen-
vectorsf n

k and fk, and let(λn) be the family which is obtained by taking the eigen-
values corresponding tof n

k or fk. For simplicity, assume that the kernelH0 = kerT is
trivial. Thene1 = f 1

1 , . . . , ed1 = f 1
d1

, ed1+1 = f 2
1 , . . . , ed1+d2 = f 2

d2
, etc., andλ1 = µ1,

. . . , λd1 = µ1, λd1+1 = µ2, . . . , λd1+d2 = µ2, etc.
The family(en) thus obtained is an orthonormal system by construction and by

Lemma 6.8. Moreover, by construction,Ten = λnen for everyn. It remains only to
show that span{en : n}=: H0 is dense inH.

Let H1 := (H0)⊥ be the orthogonal complement. For everyx∈ H1 and everyn,
sinceT is selfadjoint,

〈Tx,en〉= 〈x,Ten〉= 〈x,λnen〉= λ̄n〈x,en〉= 0.

Hence,TH1 ⊂H1, that is,T leaves the spaceH1 invariant. We may thus consider the
restrictionT1 := T|H1 ∈ L (H1) which inherits the property fromT to be compact
and selfadjoint. Sinceall eigenvectors ofT are contained inH0, T1 does not have
any eigenvalue. In other words,σ(T1) ⊆ {0}. By Lemma 6.7, this impliesT1 = 0.
However, as we just remarked,T1 does also not admit any eigenvector for the only
possible eigenvalue 0. Hence,H1 = kerT1 = {0}, which implies thatH0 is dense in
H.

To complete the proof, consider the operatorU : H → ℓ2 given by Ux :=
(〈x,en〉)n. This operator does the work, that is,U is unitary andT = U∗MU , as
one easily shows.

Remark 6.10.Let T ∈ K (H) be a compact, selfadjoint operator on a general (not
necessarily separable) Hilbert space. ThenH = kerT ⊕ (kerT)⊥, where(kerT)⊥ =
ranT is separable (any compact, metric space is separable, and ranT is spanned by
the relatively compact setTBH(0,1). Applying the above spectral theorem (which
holds only on separable Hilbert spaces) to the restriction of T to ranT, we obtain an
orthonormal basis of ranT which consists only of eigenvectors ofT. This (at most
countable) orthonormal basis can be completed by an orthonormal basis of kerT,
which consists necessarily of eigenvectors to the eigenvalue 0. As a conclusion, we
obtain an orthonormal eigenbasis ofH which consists only of eigenvalues ofT.
We thus see that the assumption of separability ofH can be dropped in the spectral
theorem.

We may immediately generalize the spectral theorem to the larger class of normal
operators. For this, we also need the following variant of Schauder’s theorem.
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Lemma 6.11.Let H, K be two Hilbert spaces and T∈L (H,K). Then T is compact
if and only if T∗ is compact.

Proof. It is intructive to represent the Hilbert space adjointT∗ by using the Banach
space adjointT ′ ∈ L (K′,H ′) and the (antilinear) isomorphismsΦH : H ′ → H and
ΦK : K′ →K which one obtains from the Theorem of Riesz-Fréchet (Theorem 2.44).
In fact,

T∗ = ΦHT ′Φ−1
K .

If T is compact, thenT ′ is compact by Schauder’s theorem (Theorem 5.25), and
henceT∗ is compact due to the above representation. Conversely, ifT∗ is compact,
then, by what has just been said,T∗∗ is compact. However,T∗∗ = T (Lemma 6.1
(e)), and the claim is proved.

Theorem 6.12 (Spectral theorem for compact, normal operators). Let H be a
complex, separable Hilbert space, and let T∈ K (H) be a compact, normal op-
erator. Then there exists an orthonormal basis(en)n∈I ⊆ H (I ⊆ N) of H, and a
sequence(λn)n∈I ⊆ C such thatlimn→∞ λn = 0 and

Ten = λnen for every n∈ I ,

that is,(en) is an orthonormal basis consisting only of eigenvectors of T.

Proof. We define

ReT :=
T +T∗

2
and ImT :=

T −T∗
2i

.

SinceT is normal, the operators ReT and ImT commute. Moreover, they are easily
seen to be selfadjoint and compact (for compactness, we use Lemma 6.11). We show
that ReT and ImT can be diagonalized simultaneously.

By the spectral theory of compact operators,σ(ReT) is at most countable, every
α ∈ σ(ReT) \ {0} is an eigenvalue, and its eigenspaceHα := ker(α −T) is finite-
dimensional.

Let (αn) be the (finite or countable) family ofall nonzero eigenvalues of ReT
(αn 6= αm if n 6= m), and letdn := dim ker(αn−T) be their multiplicities. For every
e∈ Hαn one has

ReTe= αne.

We apply ImT on both sides of this equality, and use the fact that ReT and ImT
commute, and we find that the vector ImTe is also an eigenvector of ReT for the
eigenvalueαn. In other words, the eigenspacesHαn are left invariant under ImT. By
applying the spectral theorem for compact, selfadjoint operators to the restrictions
of ImT to Hαn, we find for everyn an orthonormal basis( f n

k )1≤k≤dn of Hαn, and we
find a family(β n

k )1≤k≤dn of real numbers such that

ImT fn
k = β n

k f n
k for every 1≤ k≤ dn.

Of course, we still have
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ReT fn
k = αn f n

k for every 1≤ k≤ dn.

If H0 := kerReT is nontrivial, then we may repeat the arguments from above in
order to see that ImT leavesH0 invariant. We may also apply the spectral theorem
for compact, selfadjoint operators to the restriction of ImT to H0, and we find an or-
thonormal basis( fk)0≤k<dimH0 and a sequence(βk)0≤k<dimH0 of real numbers such
that

ImT fk = βk fk for every 0≤ k< dimH0.

Of course, we have

ReT fk = 0 for every 0≤ k< dimH0.

From the above relations and from the equalityT = ReT + i ImT we obtain

T fn
k = (αn+ iβ n

k ) f n
k =: µn

k f n
k for every 1≤ k≤ dn

and
T fk = iβk fk =: µk fk for every 0≤ k< dimH0,

that is, thef n
k and fk are eigenvectors ofT for the complex eigenvaluesµn

k andµk,
respectively.

Next, let(en) be the family which is obtained by taking successively the union
over all eigenvectorsf n

k and fk, and let(λn) be the family which is obtained by
taking the eigenvalues corresponding tof n

k or fk. For simplicity, assume that the
kernelH0 = kerReT is trivial. Thene1 = f 1

1 , . . . , ed1 = f 1
d1

, ed1+1 = f 2
1 , . . . , ed1+d2 =

f 2
d2

, etc., andλ1 = µ1
1, . . . , λd1 = µ1

d1
, λd1+1 = µ2

1, . . . , λd1+d2 = µ2
d2

, etc.
The family(en) thus obtained is orthonormal by construction and by Lemma 6.8

(applied to ReT). Moreover, by construction,Ten = λnen for everyn. It remains only
to show that span{en : n∈N}=: H0 is dense inH. For this, one proceeds similarly as
in the proof of the spectral theorem for compact, selfadjoint operators. One shows
that ReT and ImT leaveH1 = (H0)⊥ invariant but admit no eigenvectors inH1.
This implies for example ReT = 0 in H1, and thusH1 = {0}. As a consequence,
H0 is dense, and(en) an orthonormal basis.

6.2 Spectral theorem for bounded selfadjoint operators

The continuous functional calculus

Theorem 6.13 (Spectral theorem for bounded, selfadjoint operators - the con-
tinuous functional calculus). Let T ∈ L (H) be a selfadjoint operator, and let
K := σ(T) be its spectrum. Then there exists an algebra∗-homomorphism

Φ : C(K)→ L (H)
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with the following properties:

(i) Φ(id) = T and in particularΦ(p) = p(T) for every polynomial p.

(ii) Φ is isometric, that is,‖Φ( f )‖L (H) = ‖ f‖∞ for every f∈C(K).

(iii) Φ is positive in the sense that if f≥ 0, thenΦ( f ) ≥ 0.

(iv) (Spectral mapping theorem) For every f∈ C(K) one has σ(Φ( f )) =
f (σ(T)) = f (K).

(v) (Spectral mapping theorem for the point spectrum) For everyf ∈ C(K) and
everyλ ∈σp(T) and every corresponding eigenvector x∈H (that is, Tx= λx)
one hasΦ( f )x= f (λ )x.

Lemma 6.14 (Spectral mapping theorem for polynomials).Let X be a Banach
space overK, and letP be the space of all polynomials overK. For every T∈
L (X) and every polynomial p∈ P (p(z) = ∑n

k=0akzk) we define the operator

p(T) :=
n

∑
k=0

akT
k.

Then the mapping
P → L (X), p 7→ p(T)

is an algebra homomorphism. Moreover,

σ(p(T)) = p(σ(T)) = {p(λ ) : λ ∈ σ(T)}, and

σp(p(T)) = p(σp(T)) = {p(λ ) : λ ∈ σp(T)}, and

if Tx= λx, then p(T)x= p(λ )x.

Proof. We only prove the second statement of the lemma. For everyλ ∈K one has

p(λ )− p(T) =
n

∑
k=0

ak(λ k−Tk)

=
n

∑
k=1

ak(λ k−Tk)

= (λ −T)
[ n

∑
k=1

k−1

∑
j=0

akλ jTk−1− j]

=
[ n

∑
k=1

k−1

∑
j=0

akλ jTk−1− j](λ −T).

From this equality follows that ifλ −T is not injective (respectively, not surjective),
then p(λ )− p(T) is not injective (respectively, not surjective). Hence,p(σ(T)) ⊆
σ(p(T)).

On the other hand, assume thatλ ∈ σ(p(T)). We can write
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λ − p(µ) = c
n

∏
k=1

(µk− µ)

for someµ1, . . . , µn ∈ C and everyµ ∈ C. Hence

λ − p(T) = c
n

∏
k=1

(µi −T),

where in the product all factors commute. So ifλ − p(T) is not invertible, then
there exists 1≤ k≤ n such thatµk−T is not invertible. In other words, there exists
1≤ k≤ n such thatµk ∈ σ(T) andp(µk) = λ . As a consequence,λ ∈ p(σ(T)), and
σ(p(T))⊆ p(σ(T)). The spectral mapping theorem for the point spectrum together
with the statement that eigenvectors are preserved, is proved in a similar way.

Proof (of Theorem 6.13).If a functional calculusΦ : C(K)→L (H) with the prop-
erties (i)-(iv) exists, then it follows from property (i) and the property thatΦ is an
algebra homomorphism that

Φ(p) = p(T) (6.3)

for every polynomialp; herep(T) is defined as in Lemma 6.14. Since the algebra
P of all polynomials is dense inC(K), and sinceΦ is continuous, this shows that
there is at most one functional calculus with the properties(i)-(iv).

On the other hand, in order to prove existence of such a functional calculus, we
defineΦ first on the algebra of all polynomials via the equality (6.3). Note that if
p(z) = ∑n

k=0akzk, so thatp(T) = ∑n
k=0akTk, then, sinceT is selfadjoint,

Φ(p)∗ = p(T)∗

=
( n

∑
k=0

akT
k)∗

=
n

∑
k=0

āk(T
k)∗

=
n

∑
k=0

ākT
k

= p̄(T)

= Φ(p̄).

Here, p̄(z) = ∑n
k=0 ākzk is the conjugate ofp, which is again a polynomial since

the argumentz∈ K is real; we use here of course again the assumption thatT is
selfadjoint and that the spectrum ofT is contained inR.

From the preceding paragraph and the fact thatSS∗ is positive semidefinite for
every bounded operatorS∈ L (H), we obtain for every polynomialp that
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‖Φ(p)‖2
L (H) = ‖p(T)‖2

L (H)

= ‖p(T)p(T)∗‖L (H)

= ‖p(T)p̄(T)‖L (H)

= ‖(pp̄)(T)‖L (H)

= sup
λ∈σ((pp̄)(T))

|λ |

= sup
λ∈σ(T)

|(pp̄)(λ )|

= sup
λ∈σ(T)

|p(λ )|2

= ‖p‖2
C(K).

Hence,Φ is isometric from(C(K),‖ · ‖C(K)) into (L (H),‖ · ‖L (H)). Since the al-
gebra of all polynomials onK is dense inC(K), Φ admits a unique extension to an
isometric algebra homomorphism fromC(K) into L (H). We denote this extension
again byΦ. The propertyΦ( f )∗ = Φ( f̄ ) carries over from polynomials to every
f ∈C(K), so thatΦ is a∗-homomorphism. For every positivef ∈C(K) one has

Φ( f ) = Φ(
√

f
2
) (6.4)

= Φ(
√

f
√

f ) (6.5)

= Φ(
√

f )Φ(
√

f ) (6.6)

= Φ(
√

f )Φ(
√

f )∗ ≥ 0, (6.7)

so thatΦ is positive. The spectral mapping theorems are left as exercises.

Remark 6.15.Consider the algebra

A := {p(T) : p polynomial},

the closure being the closure inL (H). This is the smallest closed, unital subalgebra
of L (H) which containsT. Note thatA is a commutative algebra. SinceT∗ = T,
this algebra is closed under taking adjoints, that is,A is a unital, commutative,C∗-
subalgebra ofL (H). Let

K̂ := σ(A) = {χ ∈ A′ : χ is a character}

be the Gelfand space of this algebra. By ...,K̂ is a compact, topological space. It is
an exercise to show that

K̂ → K,

χ 7→ 〈χ ,T〉
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is a homeomorphism between the Gelfand space ofA (that is, the algebra generated
by T) and the spectrum ofT. In other words, we may identify the Gelfand space of
A and the spectrum ofT, and by using this homeomorphism, we may identify the
Gelfand transform ˆ :A → C(K̂) with the homomorphismΨ : A → C(K) obtained
as a composition of the Gelfand transform and the operator .... We remark that with
these identifications, the functional calculusΦ is just the inverse of the Gelfand
transformΨ .

The Riesz-Markov representation theorem

Let K be a compact space. We denote byB(K) the Borel-σ -algebra onK, that is,
the smallestσ -algebra onK which contains the open sets. ABorel measureonK is
a measure on the Borel-σ -algebraB(K), that is, aσ -additive functionµ : B(K)→
[0,+∞] (we consider here only nonnegative measures). A Borel measure µ on K is
regular if for every Borel measurable setA⊆ K

(i) µ(A) = inf{µ(O) : O⊇ A, O open}, and

(ii) µ(A) = sup{µ(K′) : K ⊆ A, K′ compact}.

We say thatµ is finite if µ(K) < ∞. The following Riest-Markov representation
theorem characterizes positive, linear functionals onC(K). We say that a functional
ϕ ∈C(K)′ is positive if ϕ( f ) ≥ 0 for every functionf ∈C(K) taking its values in
R+ (the notion of positivity makes also sense on the complex spaceC(K)). Finally,
we defineB(K) to be the space of all bounded, Borel measurable functionsK →C.
Equipped with the sup-norm,B(K) is a Banach space which containsC(K) as a
closed, linear subspace.

Theorem 6.16 (Riesz-Markov representation theorem). Let K be a compact
space K. Then, for every positive functionalϕ ∈ C(K)′ there exists a finite, regu-
lar Borel measureµ on K such that

ϕ( f ) =
∫

K
f dµ for every f∈C(K).

Proof. Let ϕ ∈C(K)′ be a positive functional. If necessary, we restrictϕ to the (real)
subspace of real-valued continuous functions. By Hahn-Banach, we may extend the
functionalϕ to a functionalϕ̃ on the spaceB(K) of bounded Borel measurable
functions, such that‖ϕ̃‖B(K)′ = ‖ϕ‖C(K)′ .

Sinceϕ is positive, thenϕ(1) = ‖ϕ‖C(K)′ . Hence, for every Borel functionf ∈
B(K) satisfying‖ f‖∞ ≤ 1 one has

|ϕ̃( f )| ≤ ‖ϕ̃‖B(K)′ = ‖ϕ‖C(K)′ = ϕ(1).

In particular, if f ∈ B(K) is a positiveBorel function such that‖ f‖∞ ≤ 1, then
1− f is also a positive Borel function,‖1− f‖∞ ≤ 1, and thus|ϕ̃( f )| ≤ ϕ(1) and
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|ϕ̃(1− f )| ≤ ϕ(1). On the other hand,

0≤ ϕ(1) = ϕ̃(1) = ϕ̃( f )+ ϕ̃(1− f ),

which, together with the preceding estimates, is only possible if ϕ̃( f ) ≥ 0 (and
ϕ̃(1− f ) ≥ 0). We have thus proved that the extensionϕ̃ is a positive linear func-
tional onB(K).

For every Borel measurable setA⊆ K, we now define

µ(A) := ϕ̃(χA)≥ 0,

whereχA ∈ B(K) is the characteristic function of the setA. We claim thatµ is a
bounded, regular, Borel measure which representsϕ as stated in the theorem.

First, µ is finitely additive by additivity ofϕ̃ , andµ is monotone (µ(A)≤ µ(B)
wheneverA⊆ B) by positivity of ϕ̃.

The spectral theorem for bounded, selfadjoint operators

Let T be a bounded operator on a Banach spaceX. We call a vectorx ∈ X cyclic
(for T) if the space span{Tnx : n≥ 0} is dense inX.

Lemma 6.17.Let T∈L (H) be a selfadjoint operator which admits a cyclic vector,
and let K= σ(T) be its spectrum. Then there exists a regular, finite Borel measure
µ on K and a unitary operator U: H → L2(K;dµ) such that the diagram

H
T−−−−→ H

yU

xU∗=U−1

L2(K;dµ) M−−−−→ L2(K;dµ)

commutes. Here, M: L2(K;dµ) → L2(K;dµ) is the multiplication operator given
by

M f (ω) = ω f (ω) ( f ∈ L2(K;dµ), ω ∈ K).

In other words, T is unitarily equivalent to a multiplication operator.

Proof. Letx∈H be any vector, and letΦ :C(K)→L (H) be the functional calculus
associated withT (Theorem 6.13). Then the linear mapping

ϕx : C(K)→C,

f 7→ 〈Φ( f )x,x〉,

is bounded and positive (Theorem 6.13 (ii), (iii)). By the Riesz-Markov representa-
tion theorem (Theorem 6.16), there exists a finite, regular Borel measureµx on K
such that
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ϕx( f ) = 〈Φ( f )x,x〉 =
∫

K
f dµ for every f ∈C(K).

As a consequence of this equality and by using the propertiesof Φ, for every f ∈
C(K),

‖Φ( f )x‖2
H = 〈Φ( f )∗Φ( f )x,x〉H

= 〈Φ( f̄ f )x,x〉H

=

∫

K
| f |2 dµ .

This equality shows first that iff1, f2 ∈C(K) coincideµ-almost everywhere, then
Φ( f1)x= Φ( f2)x. Hence, the operator

U : L2(K;dµ)→ H,

f 7→U f = Φ( f )x

is well defined first for equivalence classes of continuous functions, but then, by the
above equality and by continuous extension, everywhere onL2(K;dµ). Moreover,
the operator thus defined is isometric.

Now we suppose that the vectorx∈ H, which was arbitrary in the beginning, is
a cyclic operator. Then the operatorU is isometric and invertible, and thus a unitary
operator. In fact,U being isometric, it is injective and has closed range. Moreover,
the range ofU contains the set{Tnx : n≥ 0} which is dense inH by the assumption
thatx is cyclic. Hence,U is surjective.

The fact thatUTU∗ is the multiplication operator given in the statement is left as
an exercise.

Lemma 6.18.Let T∈L (H) be a selfadjoint operator on a separable Hilbert space
H. Then there exists a countable family(Hi)i∈I of closed subspaces such that

a) the Hi are mutually orthogonal,

b) H =
⊕

i∈I Hi ,

c) each Hi is invariant under T, and

d) T|Hi admits a cyclic vector.

Theorem 6.19 (Spectral theorem for bounded, selfadjoint operators). Let T ∈
L (H) be a selfadjoint operator on a separable Hilbert space H. Then there exists a
finite measure space(Ω ,A ,µ), a function m∈ L∞(Ω ;dµ), and a unitary operator
U : H → L2(Ω ;dµ) such that the diagram

H
T−−−−→ H

yU

xU∗=U−1

L2(Ω ;dµ) M−−−−→ L2(Ω ;dµ)
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commutes. Here, M: L2(Ω ;dµ) → L2(Ω ;dµ) is the multiplication operator given
by

M f (ω) = m(ω) f (ω) ( f ∈ L2(Ω ;dµ), ω ∈ Ω).

In other words, T is unitarily equivalent to a multiplication operator.

Proof. Choose a family(Hi)i∈I (with I ⊆ N) as in Lemma 6.18. By Lemma 6.17,
for every i ∈ I there exists a finite, regular Borel measureµi on σ(T|Hi ) ⊆ σ(T)
and a unitary operatorUi : L2(σ(T);dµi)→ Hi such thatUiT|HiU

∗
i = Mi , whereMi :

L2(σ(T);dµi) → L2(σ(T);dµi) is the multiplication operator given byM f (ω) =
ω f (ω). It follows from the proof of Lemma 6.17 (that is, from an appropriate choice
of the cyclic vector) that we may assume without loss of generality thatµi(σ(T))≤
2−i .

SetΩ :=σ(T)× I =
⋃

i∈I σ(T)×{i}, and letµ be the Borel measure onΩ whose
restriction toσ(T)×{i} ∼= σ(T) coincides withµi . Thenµ(Ω)≤ ∑i∈I µi(σ(T))≤
∑i∈I 2−i and henceµ is finite. Note that

L2(Ω ;dµ)∼=
⊕

i∈I

L2(σ(T);dµi)

in a canonical way, and that, via this identification,U =
⊕

i∈I Ui defines a unitary
operator fromL2(Ω ;dµ) onto H =

⊕
i∈I Hi . It is now an exercise to show that

UTU∗ = M, whereML2(Ω ;dµ)→ L2(Ω ;dµ) is the multiplication operator given
by

M f (ω , i) = ω f (ω , i).

The measurable functional calculus

In the following, given a Borel measurableK ⊆ R, we define the space

B(K) := { f : K →C : f is bounded and Borel measurable}.

Equipped with the norm‖ ·‖∞, this space is aC∗-algebra for the natural (pointwise)
scalar multiplication, addition and multiplication. Clearly, if K is compact,B(K)
containsC(K) as a closed subspace.

Theorem 6.20 (Spectral theorem - the measurable functionalcalculus). Let
T ∈ L (H) be a selfadjoint operator on a separable Hilbert space H. Letthe
measure space(Ω ,A ,µ), the unitary operator U: H → L2(Ω ;dµ), the function
m∈ L∞(Ω ;dµ) and the multiplication operator M∈ L (L2(Ω ;dµ)) be as in the
Spectral Theorem (Theorem 6.19). Then the operator

Φ̃ : B(K)→ L (H),

f 7→ Φ̃( f ) :=U∗ f (M)U,
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where f(M) ∈ L (L2(Ω ;dµ)) is the multiplication operator given by

f (M)g(ω) := f (m(ω))g(ω) (g∈ L2(Ω ;dµ), ω ∈ Ω),

is a C∗-algebra homomorphism which extends the continuous functional calculusΦ
from Theorem 6.13, and which has the properties:

(i) ‖Φ̃‖= 1,

(ii) Φ̃( f )≥ 0 whenever f≥ 0, and

(iii) if ( fn) is a bounded sequence in B(K) which convergesµ-almost everywhere
to a function f∈ B(K), then, for every x∈ H,

lim
n

Φ̃( fn)x= Φ̃( f )x.

Proof. In the special caseT =M, that is, whenT already is a multiplication operator
(andU =U∗ = I ), the properties of̃Φ are easy to verify, even property (iii), which
relies only on the Lebesgue’s dominated convergence theorem. The case of general
T follows then easily from this special case.

Spectral measures and spectral decomposition

6.3 Spectral theorem for unbounded selfadjoint operators

In the preceding two sections, we have actually proved more than just solvability of
an elliptic and a hyperbolic partial differential equation. We have proved that the
Dirichlet-Laplace operator is selfadjoint, that it has a compact resolvent, and that
therefore it is diagonalisable. In this last section, we discuss the spectral theorem
for unbounded selfadjoint operators with compact resolvent.

Let H be a complex Hilbert space, and letA : H ⊇ domA → H be a densely
defined (that is, the domain domA is dense inH) and linear operator. We define

domA∗ := {x∈ H : ∃y∈ H ∀z∈ domA : 〈Az,x〉H = 〈z,y〉H},
A∗x := y.

The operator(A∗,domA∗) is called the(Hilbert space) adjoint of A. For every
x∈ domA, y∈ domA∗ one has

〈Ax,y〉= 〈x,A∗y〉.

Remark 6.21.The adjointA∗ is well-defined in the sense that the elementy∈ H is
uniquely determined (use that domA is dense inH).
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Lemma 6.22.Let A : domA → H be a densely defined, linear operator. Then A∗ :
domA∗ → H is closed.

Proof. Let (xn) ⊆ domA∗ be convergent to somex ∈ H and such that(A∗xn) con-
verges toy∈ H. Then, for everyz∈ domA,

〈z,y〉= lim
n→∞

〈z,A∗xn〉

= lim
n→∞

〈Az,xn〉

= 〈Az,x〉.

By definition ofA∗ this impliesx∈ domA∗ andA∗x= y. Hence,A∗ is closed.

Let H be a complex Hilbert space, and letA : H ⊇ domA → H be a densely
defined, linear operator. We say thatA is symmetric if for everyx, y∈ domA,

〈Ax,y〉= 〈x,Ay〉.

We say thatA is selfadjoint if A= A∗.

Remark 6.23.Saying thatA is selfadjoint, that is, thatA= A∗, means that domA=
domA∗ and A= A∗. By Lemma 6.22, every selfadjoint operator is necessarily
closed. Note, however, that a symmetric closed linear operator A need in general
not be selfadjoint! However, if domA = H, then symmetric implies selfadjoint by
the Theorem of Hellinger-Toeplitz (Theorem 6.4).

Remark 6.24.If a bounded operatorA : H → H (domA= H!) is selfadjoint in the
sense of the definition for unbounded operators (see page 122), thenA is selfadjoint
in the sense of the definition for bounded operators (see page109), and vice versa.

Lemma 6.25.Let A: domA→ H be densely defined and symmetric. Then the fol-
lowing are equivalent:

(i) A is selfadjoint.

(ii) A is closed andker(A∗± i) = {0}.

(iii) ran(A± i) = H.

Proof. We first remark that if(A,domA) is symmetric, then ker(A± i) = {0}. In
fact, letx∈ H be such that(A− i)x= 0. SinceA is symmetric,

i‖x‖2 = 〈ix,x〉 = 〈Ax,x〉= 〈x,Ax〉=−i‖x‖2.

Hence,x= 0. Similarly, one proves ker(A+ i) = {0}.
(i)⇒(ii). Now assume thatA is selfadjoint. By Lemma 6.22,A∗ is closed, and

thereforeA (= A∗) is closed. SinceA is symmetric, and sinceA∗ = A, we find
ker(A∗± i) = {0} by the above argument.

(ii)⇒(iii). Similarly as in Lemma 5.14 one proves that
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ker(A∗− i) = (ran(A+ i))⊥,

where⊥ now means the Hilbert space orthogonal. Hence, if ker(A∗ − i) = {0},
then ran(A+ i) is dense inH. We prove that ran(A+ i) is also closed. SinceA is
symmetric, we have〈Ax,x〉 ∈ R for everyx∈ domA. Hence, for everyx∈ domA,

‖(A+ i)x‖= ‖Ax‖2+ ‖x‖2+2Re〈Ax, ix〉
= ‖Ax‖2+ ‖x‖2 ≥ ‖x‖2.

Let (xn) ⊆ domA be such that limn→∞(A+ i)xn = y ∈ H exists. By the preceding
inequality, this implies that(xn) is a Cauchy sequence inH. Hence,x := limn→∞ xn ∈
H exists. SinceA+ i is closed, we obtainx∈ domA and(A+ i)x= y. We have shown
that ran(A+ i) is closed. Similarly, one shows that ran(A− i) is closed.

(iii)⇒(i). Since A is symmetric, domA ⊆ domA∗ and Ax = A∗x for every
x ∈ domA. It remains to show that domA∗ ⊆ domA. Let y ∈ domA∗. Since
ran(A+ i) = H, there existsx∈ domA such that(A∗+ i)y= (A+ i)x. By the inclu-
sion(A,domA)⊆ (A∗,domA∗), (A∗+ i)y= (A∗+ i)x. Since ran(A− i) = H implies
ker(A∗+ i) = {0} (compare again with Lemma 5.14), this impliesx= y∈ domA.

Exercise 6.26The Dirichlet-Laplace operator A defined in(6.9) is selfadjoint.

Lemma 6.27.Let A : domA → H be densely defined and closed. Then, for every
λ ∈ ρ(A) one has̄λ ∈ ρ(A∗) and

R(λ ,A)∗ = R(λ̄ ,A∗).

Proof. For everyx∈ domA and everyy∈ domA∗ one has

〈x,R(λ ,A)∗(λ̄ −A∗)y〉= 〈R(λ ,A)x,(λ̄ −A∗)y〉
= 〈(λ −A)R(λ ,A)x,y〉
= 〈x,y〉

and

〈x,(λ̄ −A∗)R(λ ,A)∗y〉= 〈(λ −A)x,R(λ ,A)∗y〉
= 〈R(λ ,A)(λ −A)x,y〉
= 〈x,y〉,

so thatλ̄ −A∗ is invertible andR(λ̄ ,A∗) = R(λ ,A)∗.

Theorem 6.28 (Spectral mapping theorem).Let A : domA → H be densely de-
fined, closed. Assume thatρ(A) is not empty. Then, for everyλ ∈ ρ(A),

(λ −σ(A))−1 = σ((λ −A)−1)\ {0}.

Proof. The proof is an exercise.
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We say that a closed, linear operator(A,domA) on a Banach spaceX has com-
pact resolventif ρ(A) is nonempty, and if there existsλ ∈ ρ(A) such thatR(λ ,A)
is compact.

Lemma 6.29.Let(A,domA) be a closed, linear operator on a Banach space X such
thatρ(A) 6= /0. Then the following are equivalent:

(i) A has compact resolvent.

(ii) For everyλ ∈ ρ(A), the resolvent R(λ ,A) is compact.

(iii) The embedding j: (domA,‖ · ‖domA)→ (X,‖ · ‖X), x 7→ x is compact.

Proof. The implication (ii)⇒(i) is trivial, while the converse (i)⇒(ii) is a conse-
quence of the resolvent identity

R(µ ,A) = R(λ ,A)+ (λ − µ)R(µ ,A)R(λ ,A).

(i)⇒(iii) Assume thatλ ∈ ρ(A) is such thatR(λ ,A) is compact. Let(xn) be a
bounded sequence in(domA,‖ · ‖domA), that is, there existsC≥ 0 such that

‖xn‖X + ‖Axn‖X ≤C for everyn.

SinceR(λ ,A) is invertible fromX onto domA, there exists a sequence(yn) in X
such thatR(λ ,A)yn = xn. Using the equalityAR(λ ,A) = λR(λ ,A)− I , the above
estimate for thexn yields

‖R(λ ,A)yn‖X + ‖λR(λ ,A)yn− yn‖X ≤C for everyn.

This estimate yields that(yn) is necessarily bounded inX. SinceR(λ ,A) is compact,
there exists a subsequence of(yn) (which we denote for simplicity again by(yn))
such that(R(λ ,A)yn) = (xn) converges inX. In other words, for every bounded
sequence(xn) in (domA,‖ · ‖domA) we can extract a subsequence which converges
in X. Hence, the embeddingj : (domA,‖ · ‖domA)→ (X,‖ · ‖X), x 7→ x is compact.
(iii)⇒(i) Choose anyλ ∈ ρ(A). Then the operatorj : (domA,‖ · ‖domA) → (X,‖ ·
‖X), x 7→ λx−Ax is continuous (by definition of the graph norm) and invertible
(by the choice ofλ ). By the bounded inverse theorem,R(λ ,A) is a bounded linear
operator from(X,‖ · ‖X) onto (domA,‖ · ‖domA). Composing this operator withj,
we obtain thatR(λ ,A) is a compact operator onX.

Theorem 6.30 (Spectral theorem for unbounded selfadjoint operators with
compact resolvent).Let A : domA → H be densely defined, selfadjoint, having
compact resolvent. Then there exists an orthonormal basis(en)⊆ H and a sequence
(λn)⊆ R such thatlimn→∞ |λn|= ∞,

en ∈ domA and Aen = λnen for every n.

Moreover,σ(A) = σp(A) = {λn : n}.

Proof. Let λ ∈ ρ(A) be such thatR(λ ,A)∈K (H). By Theorem 5.30,σ(R(λ ,A)) is
countable. Hence, by Theorem 6.28,σ(A) is countable. In particular, there existsµ ∈
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ρ(A)∩R. By Lemma 6.29 (that is, by the resolvent identity),R(µ ,A) is compact,
too. Moreover, sinceµ ∈ R, for everyx, y∈ H,

〈R(µ ,A)x,y〉= 〈R(µ ,A)x,(µ −A)R(µ ,A)y〉
= 〈(µ −A)R(µ ,A)x,R(µ ,A)y〉
= 〈x,R(µ ,A)y〉,

so thatR(µ ,A) is selfadjoint. By the spectral theorem for selfadjoint compact op-
erators, there exists an orthonormal basis(en) of H and a sequence(µn) ⊆ R\ {0}
such that limn→∞ µn = 0 and such that

µnen = R(µ ,A)en for everyn.

This equation implies on the one hand thaten ∈ domA and on the other hand, when
we multiply byµ −A,

λnen = Aen for everyn,

with λn = µ − 1
µn

. Clearly, limn→∞ |λn| = ∞, and by the spectral mapping theorem
(Theorem 6.28),σ(A) = σp(A) = {λn : n}. The claim is proved.

6.4 Hilbert-Schmidt operators and trace class operators

6.5 * Elliptic partial differential equations

Let Ω ⊆ RN be open and bounded,λ ∈C, and consider the elliptic partial differen-
tial equation {

λu−∆u= f in Ω ,

u= 0 in ∂Ω ,
(6.8)

where∆ stands for the Laplace operator andf ∈ L2(Ω).
Recall from Chapter 2 that a functionu∈ H1

0(Ω) is aweak solution of (6.8) if
for everyϕ ∈ H1

0(Ω) one has

λ
∫

Ω
uϕ̄ +

∫

Ω
∇u∇ϕ =

∫

Ω
f ϕ̄ .

Let H := L2(Ω) and define

domA := {u∈ H1
0(Ω) : ∃ f ∈ L2(Ω)∀ϕ ∈ H1

0(Ω) : (6.9)
∫

Ω
∇u∇ϕ =−

∫

Ω
f ϕ̄}

Au := f ,
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so thatA : domA→ L2(Ω) is a linear operator onL2(Ω). By definition,u∈ domA
and−Au= f if and only if u is a weak solution of (6.8) forλ = 0. Moreover, a
functionu∈ H1

0(Ω) is a weak solution of (6.8) if and only if

u∈ domA andλu−Au= f . (6.10)

In this sense, we may say thatA is the realization of the Laplace operator with
Dirichlet boundary conditions. The problem (6.10) is afunctional analyticreformu-
lation of (6.8). Instead of solving a partial differential equation we now have to solve
an algebraic equation. Clearly, the operatorA is linear.

Theorem 6.31.There exists an orthonormal basis(en) of L2(Ω) and a sequence
(λn)⊂ R− such thatlimn→∞ λn =−∞ and for every n∈ N

en ∈ domA andλnen−Aen = 0.

Moreover,σ(A) = σp(A) = {λn : n∈ N}.

Remark 6.32.Theorem 6.31 gives also a description of thespectrumof the
Dirichlet-Laplace operatorA. Every spectral value is an eigenvalue. Every
eigenspace is finite dimensional and there exists an orthonormal basis consisting
only of eigenvectors. For everyλ 6∈ σ(A) and everyf ∈ L2(Ω) there exists a unique
weak solutionu∈ H1

0(Ω) of (6.8).
Theorem 6.31 also implies that the Dirichlet-Laplace operator is unitarily equiv-

alent to a multiplication operator on anl2 space, that is, the Dirichlet-Laplace oper-
ator isdiagonalizable.

In order to prove Theorem 6.31, we need the following theoremwhich will not be
proved here. We only remark that in the case whenΩ ⊂ R is a bounded interval we
have given a proof in Example 5.21. For a proof for generalΩ , see [Brézis (1992)].

Theorem 6.33 (Rellich-Kondrachov).LetΩ ⊂RN be open and bounded. Then the
embedding

H1
0(Ω)→ L2(Ω), u 7→ u,

is compact.

Proof (of Theorem 6.31).Let u, v∈ domA. Then,

〈Au,v〉L2 =

∫

Ω
Auv̄ = −

∫

Ω
∇u∇v

=−
∫

Ω
∇v∇u =

∫

Ω
Avū

= 〈Av,u〉L2 = 〈u,Av〉.

This equality means thatA is symmetric.
By Theorem 8.23 of Chapter 2, for everyf ∈ L2(Ω) there exists a unique weak

solution u ∈ H1
0(Ω) of (6.8) with λ = 1. This means thatI −A : domA → H is
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bijective. LetJ := (I −A)−1 : H → domA⊆ H be the inverse. For everyu, v∈ H,
u= u1−Au1, v= v1−Av1, by the symmetry ofA,

〈Ju,v〉= 〈u1,v1−Av1〉= 〈u1−Au1,v1〉= 〈u,v1〉= 〈u,Jv〉.

Hence,J is symmetric. By the Theorem of Hellinger-Toeplitz (Theorem 6.4),J :
H → H is bounded, and thus also selfadjoint. SinceJ is also a linear operator from
H into H1

0(Ω), and sinceJ is closed when considered as such an operator, we obtain
in fact thatJ : H → H1

0(Ω) is bounded by the closed graph theorem. Since the
embeddingH1

0(Ω) → L2(Ω) is compact by the Rellich-Kondrachov theorem, we
obtain thatJ ∈ K (H).

By the spectral theorem for selfadjoint compact operators,there exists an or-
thonormal basis(en) of H = L2(Ω) and a sequence(µn)⊂R such that limn→∞ µn =
0 and

µnen = Jen for everyn∈ N.

Since ranJ = domA, we obtain also thaten ∈ domA for everyn ∈ N. Multiplying
the above equation byI −A, we obtain

λnen−Aen = 0 for everyn∈ N,

with λn := µn−1
µn

∈ R. Since, by Theorem 8.23 of Chapter 2,λ −A is invertible for
everyλ > 0, we obtainλn ∈ R−. Clearly, the sequence(λn) is unbounded since
µn → 0.

Now let λ 6∈ {λn : n ∈ N}, and let f ∈ L2(Ω). If λ = 1 (or evenλ > 0), then
we have seen above that the operatorλ −A : domA → H is bijective. So we can
assume thatλ 6= 1. Then 1

1−λ ∈ ρ(J) and we can defineu := R(1,A)R( 1
1−λ ,J)

f
λ−1.

Clearly, u ∈ domA, and an easy calculation shows thatλu−Au= f . Moreover,
every solution ofλu−Au= f is of the form above, and thusλ −A is bijective.

The claim is proved.

Corollary 6.34. The operator A is closed and

domA= {u∈ L2(Ω) : (λn〈u,en〉) ∈ ℓ2}.

Proof. If an operatorA : X ⊇ domA → X on a Banach spaceX has nonempty re-
solvent set, thenA is necessarily closed. In fact,(λ −A)−1 is bounded for some
λ ∈ ρ(A) 6= /0; in particular,(λ −A)−1 is closed, and thusλ −A is closed.

Note that the Dirichlet-Laplace operatorA defined above has nonempty resolvent
set by Theorem 6.31, and thusA is closed.

The remaining claim follows easily from the fact that, by Theorem 6.31,A is
unitarily equivalent to the (unbounded) multiplication operator

domM := {(xn) ∈ l2 : (λnxn) ∈ ℓ2},
M(xn) := (λnxn),

where the unitary operator is given by
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U : L2(Ω)→ ℓ2,

u 7→ (〈u,en〉),

that is,A=U−1MU .

6.6 * The heat equation

Let Ω ⊂ RN be open and bounded, and consider theheat equation




ut −∆u= 0 in R+×Ω ,

u= 0 in R+× ∂Ω ,

u(0,x) = u0(x) in Ω ,

(6.11)

where∆ denotes the Laplace operator, andu0 ∈ L2(Ω).
We call a functionu∈C(R+;L2(Ω)) amild solution of (6.11) if u(0) = u0 and

if for every ϕ ∈ domA the functiont 7→ 〈u,ϕ〉L2 is continuously differentiable and
if

d
dt
〈u,ϕ〉L2 = 〈u,Aϕ〉L2.

Here,A is the realization of the Dirichlet-Laplace operator onL2(Ω) defined in
(6.9).

Theorem 6.35.For every u0 ∈ L2(Ω) there exists a unique mild solution u of(6.11).

Proof. Let A be the realization of the Dirichlet-Laplace operator as defined in the
previous section. By Theorem 6.31, there exists an orthonormal basis(en) and an
unbounded sequence(λn)⊂ R− such that for everyn∈ N one hasλnen = Aen.

Assume thatu is a mild solution of the heat equation (6.11). Then, for every
n∈ N,

d
dt
〈u(t),en〉L2 = 〈u(t),Aen〉L2 = λn〈u(t),en〉L2.

This implies
〈u(t),en〉L2 = eλnt〈u0,en〉L2, t ≥ 0.

Hence, since(en) is an orthonormal basis,

u(t) = ∑
n∈N

eλnt〈u0,en〉L2 en, t ≥ 0. (6.12)

This proves uniqueness of mild solutions.
On the other hand, letu0 ∈ L2(Ω) and defineu(t) as in (6.12). Since|eλnt | ≤ 1

for everyt ≥ 0 and sincet 7→ eλnt is continuous,u(t) ∈ L2(Ω) for everyt ≥ 0, and
the functiont 7→ u(t), R+ → L2(Ω) is continuous. Moreover,u(0) = u0.
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Let ϕ ∈ domA. By Corollary 6.34,(λn〈ϕ ,en〉) ∈ ℓ2. As a consequence,t 7→
〈u,ϕ〉L2 is continuously differentiable and, by the symmetry ofA,

d
dt
〈u,ϕ〉L2 = ∑

n∈N
λneλnt〈u0,en〉L2 〈en,ϕ〉L2

= ∑
n∈N

eλnt〈u0,en〉L2 〈Aen,ϕ〉L2

= ∑
n∈N

eλnt〈u0,en〉L2 〈en,Aϕ〉L2

= 〈u,Aϕ〉L2, t ≥ 0.

This proves existence of mild solutions.

Remark 6.36.The concrete form (6.12) of the solutionu of the heat equation (6.11)
allows us to prove that in fact

u∈C∞((0,∞);L2(Ω)),

or even
u∈C∞((0,∞);domAk) for everyk≥ 1,

where domAk is the domain ofAk equipped with the graph norm. The heat equation
thus has a regularizing effect in space and time; even ifu0 belongs ’only’ toL2(Ω),
thenu(t) belongs already to domAk for everyk ≥ 1. Moreover, the solution isC∞

with values in domAk for everyk≥ 1.

6.7 * The wave equation

Let Ω ⊂ RN be open and bounded, and consider the wave equation




utt −∆u= 0 inR+×Ω ,

u= 0 inR+× ∂Ω ,

u(0,x) = u0(x) in Ω ,

ut(0,x) = u1(x) in Ω ,

(6.13)

where∆ denotes the Laplace operator,u0 ∈ H1
0(Ω), andu1 ∈ L2(Ω).

We call a functionu∈C(R+;H1
0(Ω))∩C1(R+;L2(Ω)) amild solutionof (6.13)

if u(0) = u0, ut(0) = u1, if for everyϕ ∈ H1
0(Ω) the functiont 7→ 〈u,ϕ〉L2 is twice

continuously differentiable and if

d2

dt2
〈u(t),ϕ〉L2 +

∫

Ω
∇u(t)∇ϕ = 0.
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Theorem 6.37.For every u0 ∈ H1
0(Ω) and every u1 ∈ L2(Ω) there exists a unique

mild solution of(6.13).

For the proof of Theorem 6.37, we need the following result which we shall not
prove here; compare with Corollary 6.34.

Lemma 6.38.Let A be the Dirichlet-Laplace operator as defined in(6.9), and let
(en) and(λn) be as in Theorem 6.31. Then

H1
0(Ω) = {u∈ L2(Ω) : (

√
−λn〈u,en〉) ∈ ℓ2}.

Proof (Proof of Theorem 6.37).Let A be the realization of the Dirichlet-Laplace
operator as defined in Section 6.5. By Theorem 6.31, there exists an orthonormal
basis(en) and an unbounded sequence(λn)⊂R− such that for everyn∈N one has
λnen = Aen.

Assume thatu is a mild solution of the wave equation (6.13). Then, for every
n∈ N,

d2

dt2
〈u(t),en〉L2 = 〈u(t),Aen〉L2 = λn〈u(t),en〉L2.

Settingαn :=
√
−λn, this implies

〈u(t),en〉L2 = cos(αnt)〈u0,en〉L2 +
1

αn
sin(αnt)〈u1,en〉L2, t ≥ 0.

Hence, since(en) is an orthonormal basis,

u(t) = ∑
n∈N

cos(αnt)〈u0,en〉L2 en+ ∑
n∈N

1
αn

sin(αnt)〈u1,en〉L2 en, t ≥ 0. (6.14)

This proves uniqueness of mild solutions.
On the other hand, letu0 ∈ H1

0(Ω) andu1 ∈ L2(Ω), and defineu(t) as in (6.14).
Since|cos(αnt)| ≤ 1 and|sin(αnt)| ≤ 1 for everyt ≥ 0 and since cos and sin are
continuous, by Lemma 6.38,u(t)∈H1

0(Ω) for everyt ≥0, and the functiont 7→u(t),
R+ → H1

0(Ω) is continuous. Moreover,u(0) = u0. By the same reasons,t 7→ u(t),
R+ → L2(Ω) is continuously differentiable andut(0) = u1.

Let ϕ ∈ H1
0(Ω). By Lemma 6.38,(αn(ϕ ,en)) ∈ ℓ2. As a consequence,t 7→ 〈u,ϕ〉

is twice continuously differentiable and, by the symmetry of A,
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d2

dt2
〈u,ϕ〉=− ∑

n∈N
λncos(αnt)〈u0,en〉L2 〈en,ϕ〉L2−

− ∑
n∈N

αn sin(αnt)〈u1,en〉L2 〈en,ϕ〉L2

=− ∑
n∈N

cos(αnt)〈u0,en〉L2 〈Aen,ϕ〉L2−

− ∑
n∈N

1
αn

sin(αnt)〈u1,en〉L2 〈Aen,ϕ〉L2

=− ∑
n∈N

cos(αnt)〈u0,en〉L2

∫

Ω
∇en∇ϕ−

− ∑
n∈N

1
αn

sin(αnt)〈u1,en〉L2

∫

Ω
∇en∇ϕ

=−
∫

Ω
∇u∇ϕ , t ≥ 0.

This proves existence of mild solutions.

Remark 6.39.The concrete form (6.14) of the solutionu of the wave equation
(6.13) shows that it can be uniquely extended to a solutionu defined onR. However,
for the wave equation (6.13) there is no regularizing effectas for the heat equation
(6.11).

6.8 * The Schr̈odinger equation

Let Ω ⊂ RN be open and bounded, and consider theSchrödinger equation




ut − i∆u= 0 in R+×Ω ,

u= 0 in R+× ∂Ω ,

u(0,x) = u0(x) in Ω ,

(6.15)

where∆ denotes the Laplace operator,i =
√
−1 is the complex unity, andu0 ∈

L2(Ω).
We call a functionu∈C(R+;L2(Ω)) a mild solution of (6.15) if u(0) = u0 and

if for every ϕ ∈ domA the functiont 7→ 〈u,ϕ〉L2 is continuously differentiable and
if

d
dt
〈u,ϕ〉L2 = i 〈u,Aϕ〉L2, t ≥ 0.

Here,A is the realization of the Dirichlet-Laplace operator onL2(Ω) defined in
(6.9).

Theorem 6.40.For every u0 ∈ L2(Ω) there exists a unique mild solution u of(6.15).
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Proof. Let A be the realization of the Dirichlet-Laplace operator as defined in (6.9).
By Theorem 6.31, there exists an orthonormal basis(en) and an unbounded se-
quence(λn)⊂ R− such that for everyn∈ N one hasλnen = Aen.

Assume thatu is a mild solution of the Schrödinger equation (6.15). Then, for
everyn∈ N,

d
dt
〈u(t),en〉L2 = i 〈u(t),Aen〉L2 = iλn 〈u(t),en〉L2.

This implies
〈u(t),en〉L2 = eiλnt 〈u0,en〉L2, t ≥ 0.

Hence, since(en) is an orthonormal basis,

u(t) = ∑
n∈N

eiλnt〈u0,en〉L2 en, t ≥ 0. (6.16)

This proves uniqueness of mild solutions.
On the other hand, letu0 ∈ L2(Ω) and defineu(t) as in (6.16). Since|eiλnt | ≤ 1

for everyt ≥ 0 and sincet 7→ eiλnt is continuous,u(t) ∈ L2(Ω) for everyt ≥ 0, and
the functiont 7→ u(t), R+ → L2(Ω) is continuous. Moreover,u(0) = u0.

Let ϕ ∈ domA. By Corollary 6.34,(λn〈ϕ ,en〉) ∈ ℓ2. As a consequence,t 7→
〈u,ϕ〉L2 is continuously differentiable and, by the symmetry ofA,

d
dt
〈u,ϕ〉L2 = ∑

n∈N
iλneiλnt〈u0,en〉L2 〈en,ϕ〉L2

= i ∑
n∈N

eiλnt〈u0,en〉L2 〈Aen,ϕ〉L2

= i ∑
n∈N

eiλnt〈u0,en〉L2 〈en,Aϕ〉L2

= i 〈u,Aϕ〉L2, t ≥ 0.

This proves existence of mild solutions.

Remark 6.41.The concrete form (6.16) of the solutionu of the Schrödinger equa-
tion (6.15) shows that it can be uniquely extended to a solution u defined onR.
However, similarly as for the wave equation (6.13), there isno regularizing effect
for the Schrödinger equation (6.15).





Chapter 7
Calculus on Banach spaces

7.1 Differentiable functions between Banach spaces

Let X, Y be two Banach spaces, and letU ⊆ X be open. A functionf : U → Y is
differentiable atx∈U if there exists a bounded linear operatorT ∈ L (X,Y) such
that

lim
‖h‖→0

f (x+h)− f (x)−Th
‖h‖ = 0. (7.1)

We say thatf is differentiable if it is differentiable at every pointx ∈ U . If f is
differentiable at a pointx∈U , thenT ∈ L (X,Y) is uniquely determined. We write
D f (x) := f ′(x) := T and callD f (x) = f ′(x) thederivative of f atx.

Lemma 7.1.If a function f : U →Y is differentiable at x∈U, then it is continuous
at x. In particular, every differentiable function is continuous.

Proof. Let (xn)⊆U be convergent tox. By definition (equation (7.1)) and continuity
of f ′(x),

‖ f (xn)− f (x)‖ ≤ ‖ f (xn)− f (x)− f ′(x)(x− xn)‖+ ‖ f ′(x)(x− xn)‖
→ 0,

asn→ ∞.

Let X, Y be two Banach spaces, and letU ⊆ X be open. A functionf : U →Y is
calledcontinuously differentiable if it is differentiable and iff ′ : U → L (X,Y) is
continuous. We denote by

C1(U ;Y) := { f : U →Y : f differentiable andf ′ ∈C(U ;L (X,Y))}

the space of all continuously differentiable functions. Moreover, fork ≥ 2, we de-
note by

Ck(U ;Y) := { f : U →Y : f differentiable andf ′ ∈Ck−1(U ;L (X,Y))}

135
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the space of allk times continuously differentiable functions.

Let Xi (1≤ i ≤ n) andY be Banach spaces. LetU ⊆⊗n
i=1Xi be open. We say that

a function f : U →Y is ata= (ai)1≤i≤n ∈U partially differentiable with respect
to thei-th coordinate if the function

fi : Ui ⊆ Xi →Y, xi 7→ f (a1, . . . ,xi , . . . ,an)

is differentiable inai . We write ∂ f
∂xi

(a) := f ′i (ai) ∈ L (Xi ,Y).

7.2 Local inverse function theorem and implicit function theorem

Let X andY be two Banach spaces and letU ⊆ X be an open subset. The following
are two classical theorems in differential calculus.

Theorem 7.2 (Local inverse function theorem).Let f : U → Y be continuously
differentiable and̄x∈U such that f′(x̄) : X →Y is an isomorphism, that is, bounded,
bijective and the inverse is also bounded. Then there exist neighbourhoods V⊆ U
of x̄ and W⊆ Y of f(x̄) such that f: V → W is a C1 diffeomorphism, that is f is
continuously differentiable, bijective and the inverse f−1 : W → V is continuously
differentiable, too.

Theorem 7.3 (Implicit function theorem). Assume that X= X1×X2 for two Ba-
nach spaces X1, X2, and let f : X ⊃ U → Y be continuously differentiable. Let
x̄ = (x̄1, x̄2) ∈ U be such that∂ f

∂x2
(x̄) : X2 → Y is an isomorphism. Then there exist

neighbourhoods U1 ⊆ X1 of x̄1 and U2 ⊆ X2 of x̄2, U1×U2 ⊆U, and a continuously
differentiable function g: U1 →U2 such that

{x∈U1×U2 : f (x) = f (x̄)}= {(x1,g(x1)) : x1 ∈U1}.

For the proof of the local inverse theorem, we need the following lemma.

Lemma 7.4.Let f : U →Y be continuously differentiable such that f: U → f (U) is
a homeomorphism, that is, continuous, bijective and with continuous inverse. Then
f is a C1 diffeomorphism if and only if for every x∈U the derivative f′(x) : X →Y
is an isomorphism.

Proof. Assume first thatf is aC1 diffeomorphism. When we differentiate the iden-
tities x = f−1( f (x)) andy = f ( f−1(y)), which are true for everyx ∈ U and every
y∈ f (U), then we find

IX = ( f−1)′( f (x)) f ′(x) for everyx∈U and

IY = f ′( f−1(y))( f−1)′(y)

= f ′(x)( f−1)′( f (x)) for everyx= f−1(y) ∈U.
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As a consequence,f ′(x) is an isomorphism for everyx∈U .
For the converse, assume thatf ′(x) is an isomorphism for everyx∈U . For every

x1, x2 ∈U one has, by differentiability,

f (x2) = f (x1)+ f ′(x1)(x2− x1)+o(x2− x1),

whereo depends onx1 and limx2→x1
o(x2−x1)
‖x2−x1‖ = 0. We havex1 = f−1(y1) andx2 =

f−1(y2) if we putyi := f (xi). Hence, the above identity becomes

y2 = y1+ f ′( f−1(y1))( f−1(y2)− f−1(y1))+o( f−1(y2)− f−1(y1)).

To this identity, we apply the inverse operator( f ′( f−1(y1)))
−1 and we obtain

f−1(y2)= f−1(y1)+( f ′( f−1(y1)))
−1(y2−y1)−( f ′( f−1(y1)))

−1o( f−1(y2)− f−1(y1)).

Since f−1 is continuous, the last term on the right-hand side of the last equality is
sublinear. Hence,f−1 is differentiable and

( f−1)′(y1) = ( f ′( f−1(y1)))
−1.

From this identity (using thatf−1 and f ′ are continuous) we obtain thatf−1 is
continuously differentiable. The claim is proved.

Proof (Proof of the local inverse function theorem).Consider the function

g : U → X,

x 7→ f ′(x̄)−1 f (x).

It suffices to show thatg : V → W is aC1 diffeomorphism for appropriate neigh-
bourhoodsV of x̄ andW of g(x̄).

Consider also the function

ϕ : U → X,

x 7→ x−g(x).

This functionϕ is continuously differentiable andϕ ′(x) = I − f ′(x̄)−1 f ′(x) for every
x∈U . In particular,ϕ ′(x̄) = 0. By continuity ofϕ ′, there existsr > 0 andL< 1 such
that‖ϕ ′(x)‖ ≤ L for everyx∈ B̄(x̄, r)⊆U . Hence,

‖ϕ(x1)−ϕ(x2)‖ ≤ L‖x1− x2‖ for everyx1, x2 ∈ B̄(x̄, r).

By the definition ofϕ , this implies

‖g(x1)−g(x2)‖= ‖x1− x2− (ϕ(x1)−ϕ(x2))‖ (7.2)

≥ ‖x1− x2‖−L‖x1− x2‖
= (1−L)‖x1− x2‖.



138 7 Calculus on Banach spaces

We claim that for everyy∈ B̄(g(x̄),(1−L)r) there exists a uniquex∈ B̄(x̄, r) such
thatg(x) = y.

The uniqueness follows from (7.2).
In order to prove existence, letx0 = x̄, and then define recursivelyxn+1 = y+

ϕ(xn) = y+ xn− f ′(x̄)−1 f (xn) for everyn≥ 0. Then

‖xn− x̄‖= ‖
n−1

∑
k=0

xk+1− xk‖

≤ ‖x1− x0‖+
n−1

∑
k=1

‖ϕ(xk)−ϕ(xk−1)‖

≤
n−1

∑
k=0

Lk‖x1− x0‖

=
1−Ln

1−L
‖y−g(x̄)‖

≤ (1−Ln) r ≤ r,

which impliesxn ∈ B̄(x̄, r) for everyn≥ 0. Similarly, for everyn≥ m≥ 0,

‖xn− xm‖ ≤
n−1

∑
k=m

Lk‖y−g(x̄)‖,

so that the sequence(xn) is a Cauchy sequence in̄B(x̄, r). SinceB̄(x̄, r) is complete,
there exists limn→∞ xn =: x∈ B̄(x̄, r). By continuity,

x= y+ϕ(x) = y+ x−g(x),

or
g(x) = y.

This proves the above claim, that is,g is locally invertible. It remains to show that
g−1 is continuous (theng is a homeomorphism, and therefore aC1 diffeomorphism
by Lemma 7.4). Contiunity of the inverse function, however,is a direct consequence
of (7.2) (which even implies Lipschitz continuity).

Remark 7.5.The iteration formula

xn+1 = y+ xn− f ′(x̄)−1 f (xn)

used in the proof of the local inverse theorem in order to find asolution ofg(x) =
f ′(x̄)−1 f (x) = y should be compared to the discrete Newton iteration

xn+1 = y+ xn− f ′(xn)
−1 f (xn);

see Theorem 7.8 below.

Proof (Proof of the implicit function theorem).Consider the function
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F : U → X1×Y,

(x1,x2) 7→ (x1, f (x1,x2)).

ThenF is continuously differentiable and

F ′(x̄)(h1,h2) = (h1,
∂ f
∂x1

(x̄)h1+
∂ f
∂x2

(x̄)h2).

In particular, by the assumption,F ′(x̄) is locally invertible with inverse

F ′(x̄)−1(y1,y2) = (y1,(
∂ f
∂x2

(x̄))−1(y2−
∂ f
∂x1

(x̄)y1)).

By the local inverse theorem (Theorem 7.2), there exists a neighbourhoodU1 of x̄1,
a neighbourhoodU2 of x̄2 and a neighbourhoodV of (x̄1, f (x̄)) = F(x̄) such that
F : U1×U2 →V is aC1 diffeomorphism. The inverse is of the form

F−1(y1,y2) = (y1,h2(y1,y2)),

whereh2 is a function such thatf (y1,h2(y1,y2)) = y2. Let

Ũ1 := {x1 ∈U1 : (x1, f (x̄)) ∈V}.

ThenŨ1 is open by continuity of the functionx1 7→ (x1, f (x̄)), and x̄1 ∈ Ũ1. We
restrictF to Ũ1×U2, and we define

g : Ũ1 → X2, (7.3)

x1 7→ g(x1) = F−1(x1, f (x̄))2,

whereF−1(·)2 denotes the second component ofF−1(·). Theng is continuously dif-
ferentiable,g(Ũ1)⊆U2 andg satisfies the required property of the implicit function.

Lemma 7.6 (Higher regularity of the local inverse).Let f ∈ Ck(U ;Y) for some
k ≥ 1 and assum that f: U → f (U) is a C1 diffeomorphism. Then f is a Ck diffeo-
morphism, that is, f−1 is k times continuously differentiable.

Proof. For everyy∈ f (U) we have

( f−1)′(y) = f ′( f−1(y))−1.

The proof therefore follows by induction onk.

Lemma 7.7 (Higher regularity of the implicit function). If, in the implicit func-
tion theorem (Theorem 7.3), the function f is k times continuously differentiable,
then the implicit function g is also k times continuously differentiable.

Proof. This follows from the previous lemma (Lemma 7.6) and the definition of the
implicit function in the proof of the implicit function theorem.
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7.3 * Newton’s method

Theorem 7.8 (Newton’s method).Let X and Y be two Banach spaces, U⊆ X an
open set. Let f∈C1(U ;Y) and assume that there existsx̄∈U such that (i) f(x̄) = 0
and (ii) f ′(x̄) ∈ L (X,Y) is an isomorphism. Then there exists a neighbourhood
V ⊆ U of x̄ such that for every x0 ∈ V the operator f′(x0) is an isomorphism, the
sequence(xn) defined iteratively by

xn+1 = xn− f ′(xn)
−1 f (xn), n≥ 0, (7.4)

remains in V andlimn→∞ xn = x̄.

Proof. By Corollary 1.35 and continuity, there exists a neighbourhoodṼ ⊆ U of
x̄ such thatf ′(x) is isomorphic for allx ∈ Ṽ. Next, it will be useful to define the
auxiliary functionϕ : Ṽ → X by

ϕ(x) := x− f ′(x)−1 f (x), x∈ Ṽ.

Since f (x̄) = 0, we find that for everyx∈ Ṽ

ϕ(x)−ϕ(x̄) = x− f ′(x)−1( f (x)− f (x̄))− x̄

= x− x̄− f ′(x)−1( f ′(x̄)(x− x̄)+ r(x− x̄)),

so that by the continuity off ′(·)−1

lim
x→x̄

‖ϕ(x)−ϕ(x̄)‖
‖x− x̄‖ = 0.

Hence, there existsr > 0 such thatV := B(x̄, r) ⊆ Ṽ ⊆ U and such that for every
x∈V

‖ϕ(x)− x̄‖= ‖ϕ(x)−ϕ(x̄)‖ ≤ 1
2
‖x− x̄‖.

This implies that for everyx0 ∈ V one hasϕ(x0) ∈ V and if we define iteratively
xn+1 = ϕ(xn) = ϕn+1(x0), then

‖xn− x̄‖ ≤
(1

2

)n‖x0− x̄‖→ 0 asn→ ∞.



Chapter 8
Sobolev spaces

8.1 Test functions, convolution and regularization

Let Ω ⊆ Rd be anopenset. For every continuous functionϕ ∈C(Ω) we define the
support

suppϕ := {x∈ Ω : ϕ(x) 6= 0},
where the closure is to be understood inRd. Thus, the support is by definition always
closed inRd, but it is not necessarily a subset ofΩ . Next we let

D(Ω) :=C∞
c (Ω) := {ϕ ∈C∞(Ω) : suppϕ ⊆ Ω is compact}

be the space oftest functions onΩ , and

L1
loc(Ω) := { f : Ω →K measurable :

∫

K
| f |< ∞∀K ⊆ Ω compact}

the space oflocally integrable functions on Ω . For everyf ∈ L1
loc(R

d) and every
ϕ ∈ D(Rd) we define theconvolution f ∗ϕ by

f ∗ϕ(x) :=
∫

Rd
f (x− y)ϕ(y) dy

=

∫

Rd
f (y)ϕ(x− y) dy.

Lemma 8.1.For every f∈ L1
loc(R

d) and everyϕ ∈ D(Rd) one has f∗ϕ ∈C∞(Rd)
and for every1≤ i ≤ d,

∂
∂xi

( f ∗ϕ) = f ∗ ∂ϕ
∂xi

.

Proof. Let ei ∈ Rd be thei-th unit vector. Then

lim
h→0

1
h
(ϕ(x+hei)−ϕ(x)) =

∂ϕ
∂xi

(x)

141
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uniformly in x∈ Rd (note thatϕ has compact support). Hence, for everyx∈ Rd

1
h
( f ∗ϕ(x+hei)− f ∗ϕ(x))

=
1
h

∫

Rd
f (y)(ϕ(x+hei − y)−ϕ(x− y)) dy

→
∫

Rd
f (y)

∂ϕ
∂xi

(x− y) dy.

The following theorem is proved in courses on measure theory. We omit the
proof.

Theorem 8.2 (Young’s inequality). Let f ∈ Lp(Rd) andϕ ∈ D(Rd). Then f∗ϕ ∈
Lp(Rd) and

‖ f ∗ϕ‖p ≤ ‖ f‖p‖ϕ‖1.

Theorem 8.3.For every1 ≤ p < ∞ and every openΩ ⊆ Rd the spaceD(Ω) is
dense in Lp(Ω).

Proof. The technique of this proof (regularizationandtruncation) is important in
the theory of partial differential equations, distributions and Sobolev spaces. The
first step (regularization) is based on Lemma 8.1. The truncation step is in this case
relatively easy.

Regularization.Let ϕ ∈ D(Rd) be a positive function such that‖ϕ‖1 =
∫
Rd ϕ =

1. One may take for example the function

ϕ(x) :=

{
ce1/(1−|x|2) if |x|< 1,

0 otherwise,
(8.1)

with an appropriate constantc > 0. Then letϕn(x) := ndϕ(nx), so that‖ϕn‖1 =∫
Rd ϕn = 1 for everyn∈N.

Let f ∈ Lp(Rd). By Lemma 8.1 and Young’s inequality (Theorem 8.2), for every
n∈ N, fn := f ∗ϕn ∈C∞(Rd)∩Lp(Rd) and‖ fn‖p ≤ ‖ f‖p. Hence, for everyn∈ N

the operatorTn : Lp(Rd)→ Lp(Rd), f 7→ f ∗ϕn is linear and bounded and‖Tn‖ ≤ 1.
Moreover, if f = 1I for some bounded intervalI = (a1,b1)× ·· · × (ad,bd) ⊆ Ω ,
then

‖ fn− f‖p
p =

∫

Rd

∣∣∣∣
∫

Rd
f (x− y)ϕ(ny)nd dy− f (x)

∣∣∣∣
p

dx

=

∫

Rd

∣∣∣∣
∫

Rd
( f (x− y

n
)− f (x))ϕ(y) dy

∣∣∣∣
p

dx

≤
∫

Rd

(∫

Rd
| f (x− y

n
)− f (x)|ϕ(y) dy

)p

dx→ 0

as n → ∞ by Lebesgue’s dominated convergence theorem. In other words,
limn→∞ ‖Tn f − f‖p = 0 for every f = 1I with I as above. Since span{1I : I ⊆ Rd
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bounded interval} is dense inLp(Rd), we find that limn→∞ ‖Tn f − f‖p = 0 for ev-
ery f from a dense subsetM of Lp(Rd). Since theTn are bounded, we conclude
from Lemma 2.48 thatTn f → f in Lp(Rd) for every f ∈ Lp(Rd). This proves that
Lp∩C∞(Rd) is dense inLp(Rd).

Truncation.Now we consider a general open setΩ ⊆ Rd and prove the claim.
Let ϕ ∈ D(Rd) be a positive test function such that suppϕ ⊆ B(0,1) and

∫
Rd ϕ = 1

(one may take for example the function from (8.1)). Then letϕn(x) := ndϕ(nx).
For everyn∈ N we let

Kn := {x∈ Ω : dist(x,∂Ω)≥ 1
n
}∩B(0,n),

so thatKn ⊆ Ω is compact for everyn∈ N.
Now let f ∈ Lp(Ω)⊆ Lp(Rd) andε > 0. Let

f 1Kn(x) =

{
f (x) if x∈ Kn,

0 if x∈ Ω \Kn.

By Lebesgue’s dominated convergence theorem (since
⋃

n Kn = Ω ),

‖ f − f 1Kn‖p
p =

∫

Ω
| f |p(1−1Kn)

p → 0 asn→ ∞.

In particular, there existsn∈N such that‖ f − f 1Kn‖p ≤ ε.
For everym≥ 4n we definegm := ( f 1Kn)∗ϕm∈ Lp∩C∞(Rd); note that we here

considerLp(Ω) as a subspace ofLp(Rd) by extending functions inLp(Ω) by 0
outsideΩ . However, sincegm = 0 outsideK2n, we find that actuallygm ∈ D(Ω).
By the first step (regularisation), there existsm≥ 4n so large that‖gm− f 1Kn‖p ≤ ε.
For suchmwe have‖ f −gm‖p ≤ 2ε, and the claim is proved.

Lemma 8.4.Let f ∈ L1
loc(Ω) be such that

∫

Ω
f ϕ = 0 for everyϕ ∈ D(Ω).

Then f= 0.

Proof. We first assume thatf ∈ L1(Ω) is real and thatΩ has finite measure. By
Theorem 8.3, for everyε > 0 there existsg ∈ D(Ω) such that‖ f − g‖1 ≤ ε. By
assumption, this implies

|
∫

Ω
gϕ |= |

∫

Ω
( f −g)ϕ | ≤ ε‖ϕ‖∞ ∀ϕ ∈ D(Ω).

Let K1 := {x ∈ Ω : g(x) ≥ ε} andK2 := {x ∈ Ω : g(x) ≤ −ε}. Sinceg is a test
function, the setsK1, K2 are compact. Since they are disjoint and do not touch the
boundary ofΩ ,

inf{|x− y|, |x− z|, |y− z| : x∈ K1, y∈ K2, z∈ ∂Ω}=: δ > 0.
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Let Kδ
i := {x∈ Ω : dist(x,Ki)≤ δ/4} (i = 1, 2). ThenKδ

1 andKδ
2 are two compact

disjoint subsets ofΩ . Let

h(x) :=





1 if x∈ Kδ
1 ,

−1 if x∈ Kδ
2 ,

0 else,

choose a positive test functionϕ ∈ D(Rd) such that
∫
Rd ϕ = 1 and suppϕ ⊆

B(0,δ/8), and letψ := h∗ϕ . Thenψ ∈ D(Ω), −1 ≤ ψ ≤ 1, ψ = 1 on K1 and
ψ =−1 onK2. Let K := K1∪K2. Then

∫

K
|g|=

∫

K
gψ ≤ ε +

∫

Ω\K
|gψ | ≤ ε +

∫

Ω\K
|g|.

Hence, ∫

Ω
|g|=

∫

K
|g|+

∫

Ω\K
|g| ≤ ε +2

∫

Ω\K
|g| ≤ ε(1+2|Ω |),

which implies ∫

Ω
| f | ≤

∫

Ω
| f −g|+

∫

Ω
|g| ≤ 2ε(1+ |Ω |).

Sinceε > 0 was arbitrary, we find thatf = 0.
The general case can be obtained from the particular case (f ∈ L1 and|Ω |< ∞)

by considering first real and imaginary part off separately, and then by considering
f 1B for all closed (compact) ballsB⊆ Ω .

8.2 Sobolev spaces in one dimension

Recall the fundamental rule of partial integration: iff , g∈C1([a,b]) on some com-
pact interval[a,b], then

∫ b

a
f g′ = f (b)g(b)− f (a)g(a)−

∫ b

a
f ′g.

In particular, for everyf ∈C1([a,b]) and everyϕ ∈ D(a,b)

∫ b

a
f ϕ ′ =−

∫ b

a
f ′ϕ , (8.2)

sinceϕ(a) = ϕ(b) = 0.

Let−∞ ≤ a< b≤ ∞ and 1≤ p≤ ∞. We define

W1,p(a,b) := {u∈ Lp(a,b) : ∃g∈ Lp(a,b)∀ϕ ∈ D(a,b) :
∫ b

a
uϕ ′ =−

∫ b

a
gϕ}.
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The spaceW1,p(a,b) is called (first)Sobolev space. If p = 2, then we also write
H1(a,b) :=W1,2(a,b).

By Lemma 8.4, the functiong ∈ Lp(a,b) is uniquely determined if it exists. In
the following, we will writeu′ := g, in accordance with (8.2). We equipW1,p(a,b)
with the norm

‖u‖W1,p := ‖u‖p+ ‖u′‖p,

and if p= 2, then we define the inner product

〈u,v〉H1 :=
∫ b

a
uv+

∫ b

a
u′v′,

which actually yields the norm‖u‖H1 = (‖u‖2
2+ ‖u′‖2

2)
1
2 (which is equivalent to

‖ · ‖W1,2).

Lemma 8.5.The Sobolev spaces W1,p(a,b) are Banach spaces, which are separa-
ble if p 6= ∞. The space H1(a,b) is a separable Hilbert space.

Proof. The fact that theW1,p are Banach spaces, or thatH1 is a Hilbert space, is an
exercise. Recall thatLp(a,b) is separable (Remark 2.37). Hence, the product space
Lp(a,b)× Lp(a,b) is separable, and also every subspace of this product space is
separable. Now consider the linear mapping

T : W1,p(a,b)→ Lp(a,b)×Lp(a,b), u 7→ (u,u′),

which is bounded and even isometric. Hence,W1,p is isometrically isomomorphic
to a subspace ofLp×Lp which is separable. HenceW1,p is separable.

Lemma 8.6.Let u∈W1,p(a,b) be such that u′ = 0. Then u is constant.

Proof. Chooseψ ∈ D(a,b) such that
∫ b

a ψ = 1. Then, for everyϕ ∈ D(a,b), the
functionϕ − (

∫ b
a ϕ)ψ is the derivative of a test function since

∫ b
a (ϕ − (

∫ b
a ϕ)ψ) = 0.

Hence, by definition,

0=

∫ b

a
u(ϕ − (

∫ b

a
ϕ)ψ),

or, with c=
∫ b

a uψ = const,

∫ b

a
(u− c)ϕ = 0 ∀ϕ ∈ D(a,b).

By Lemma 8.4,u= c almost everywhere.

Lemma 8.7.Let−∞ < a< b< ∞ and let t0 ∈ [a,b]. Let g∈ Lp(a,b) and define

u(t) :=
∫ t

t0
g(s) ds, t ∈ [a,b].

Then u∈W1,p(a,b) and u′ = g.
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Proof. Let ϕ ∈ D(a,b). Then, by Fubini’s theorem,

∫ b

a
uϕ ′ =

∫ b

a

∫ t

t0
g(s) dsϕ ′(t) dt

=
∫ t0

a

∫ t

t0
g(s) dsϕ ′(t) dt +

∫ b

t0

∫ t

t0
g(s) dsϕ ′(t) dt

=−
∫ t0

a

∫ s

a
ϕ ′(t) dtg(s) ds+

∫ b

t0

∫ b

s
ϕ ′(t) dtg(s) ds

=−
∫ t0

a
ϕ(s)g(s) ds−

∫ b

t0
ϕ(s)g(s) ds

=−
∫ b

a
gϕ .

Theorem 8.8.Let u∈ W1,p(a,b) (bounded or unbounded interval). Then there ex-
ists ũ∈C((a,b)) which is continuous up to the boundary of(a,b), which coincides
with u almost everywhere and such that for every s, t∈ (a,b)

ũ(t)− ũ(s) =
∫ t

s
u′(r) dr.

Proof. Fix t0 ∈ (a,b) and definev(t) :=
∫ t
t0

u′(s) ds (t ∈ (a,b)). Clearly, the function

v is continuous. By Lemma 8.7,v∈W1,p(c,d) for every bounded interval(c,d) ⊆
(a,b), andv′ = u′. By Lemma 8.6,u−v=C for some constantC which clearly does
not depend on the choice of the interval(c,d). This proves thatu coincides almost
everywhere with the continuous function ˜u= v+C. By Lemma 8.7,

ũ(t)− ũ(s) = v(t)− v(s) =
∫ t

s
u′(r) dr.

Remark 8.9.By Theorem 8.8, we will identify every functionu∈W1,p(a,b) with
its continuous representant, and we say that every functionin W1,p(a,b) is continu-
ous.

Lemma 8.10 (Extension lemma).Let u∈W1,p(a,b). Then there exists̃u∈W1,p(R)
such thatũ= u on(a,b).

Proof. Assume first thata andb are finite and define

g(t) :=





u′(t) if t ∈ [a,b],

u(a) if t ∈ [a−1,a),

−u(b) if t ∈ (b,b+1],

0 else.
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Theng ∈ Lp(R). Let ũ(t) :=
∫ t
−∞ g(s) ds, so that ˜u = u on (a,b). By Lemma 8.7,

ũ∈ W1,p(c,d) for every bounded interval(c,d) ∈ R. However, ˜u= 0 outside(a−
1,b+1) which implies that ˜u∈W1,p(R).

The case ofa=−∞ or b= ∞ is treated similarly.

Lemma 8.11.For every1≤ p< ∞, the spaceD(R) is dense in W1,p(R).

Proof. Let u∈W1,p(R).
Regularization:Choose a positive test functionϕ ∈D(R) such that

∫
Rϕ = 1 and

putϕn(x) = nϕ(nx). Thenun := u∗ϕn ∈C∞ ∩Lp(R), u′n = u′ ∗ϕn ∈ Lp(R) and

lim
n→∞

‖u−un‖p = 0 and

lim
n→∞

‖u′−u′n‖p = 0,

so that limn→∞ ‖u− un‖W1,p = 0. This proves thatW1,p(R)∩C∞(R) is dense in
W1,p(R).

Truncation:Choose a sequence(ψn) ⊆ D(R) such that 0≤ ψn ≤ 1, ψn = 1 on
[−n,n] and‖ψ ′

n‖∞ ≤C for all n∈N. Let ε > 0. Choosev∈C∞ ∩W1,p(R) such that
‖u− v‖W1,p ≤ ε (regularization step). For everyn∈ N, one hasvψn ∈ D(R) and it
is easy to check that for alln large enough,‖v−vψn‖W1,p ≤ ε. The claim is proved.

Corollary 8.12. For every u∈W1,p(a,b) (bounded or unbounded interval,1≤ p<
∞) and everyε > 0, there exists v∈ D(R) such that‖u− v|(a,b)‖W1,p ≤ ε.

Proof. Givenu∈W1,p(a,b), we first choose an extension ˜u∈ W1,p(R) (extension
lemma 8.10) and then a test functionv∈D(R) such that‖ũ−v‖W1,p(R) ≤ ε (Lemma
8.11). Then‖ũ− v‖W1,p(a,b) = ‖u− v‖W1,p(a,b) ≤ ε.

Corollary 8.13 (Sobolev embedding theorem).Every function u∈ W1,p(a,b) is
continuous and bounded and there exists a constant C≥ 0 such that

‖u‖∞ ≤C‖u‖W1,p for every u∈W1,p(a,b).

Proof. If p = ∞, there is nothing to prove. We first prove the claim for the case
(a,b) = R.

So let 1≤ p< ∞ and letv∈ D(R). ThenG(v) := |v|p−1v∈C1
c(R) andG(v)′ =

p|v|p−1v′. By Hölder’s inequality,

|G(v)(x)|= p|
∫ x

−∞
|v|p−1v′| ≤ p‖v‖p−1

p ‖v′‖p,

so that by Young’s inequality (ab≤ 1
pap+ 1

p′ b
p′)

‖v‖∞ = ‖G(v)‖1/p
∞ ≤C‖v‖W1,p.

SinceD(R) is dense inW1,p(R) by Lemma 8.11, the claim for(a,b) = R follows
by an approximation argument.

The case(a,b) 6= R is an exercise.
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Theorem 8.14 (Product rule, partial integration).Let u, v∈W1,p(a,b) (1≤ p≤
∞). Then:

(i) (Product rule). The product uv belongs to W1,p(a,b) and

(uv)′ = u′v+uv′.

(ii) (Partial integration). If−∞ < a< b< ∞, then

∫ b

a
u′v= u(b)v(b)−u(a)v(a)−

∫ b

a
uv′.

Proof. Since every function inW1,p(a,b) is bounded, we find thatuv, u′v+ uv′ ∈
Lp(a,b). Choose sequences(un), (vn) ⊆ D(R) such that limn→∞ un|(a,b) = u and
limn→∞ vn|(a,b) = v in W1,p(a,b) (Corollary 8.12). By Corollary 8.13, this implies
also limn→∞ ‖un|(a,b)−u‖∞ = limn→∞ ‖vn|(a,b)−v‖∞ = 0. The classical product rule
implies

(unvn)
′ = u′nvn+unv

′
n for everyn∈ N,

and the classical rule of partial integration implies

∫ b

a
u′nvn = un(b)vn(b)−un(a)vn(a)−

∫ b

a
unv′n for everyn∈N.

The claim follows upon lettingn tend to∞.

For every 1≤ p≤ ∞ and everyk≥ 2 we define inductively theSobolev spaces

Wk,p(a,b) := {u∈W1,p(a,b) : u′ ∈Wk−1,p(a,b)},

which are Banach spaces for the norms

‖u‖Wk,p :=
k

∑
j=0

‖u( j)‖p.

We denoteHk(a,b) :=Wk,2(a,b) which is a Hilbert space for the scalar product

〈u,v〉Hk :=
k

∑
j=0

u( j)v( j)
L2.

Finally, we define

Wk,p
0 (a,b) := D(a,b)

‖·‖
Wk,p

,

that is,Wk,p
0 (a,b) is the closure of the test functions inWk,p(a,b), and we put

Hk
0(a,b) :=Wk,2

0 (a,b).

Theorem 8.15.Let −∞ < a < b < ∞. A function u∈ W1,p
0 (a,b) if and only if u∈

W1,p(a,b) and u(a) = u(b) = 0.
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Theorem 8.16 (Poincaŕe inequality). Let−∞ < a< b< ∞ and1≤ p< ∞. Then
there exists a constantλ > 0 such that

λ
∫ b

a
|u|p ≤

∫ b

a
|u′|p for every u∈W1,p

0 (a,b).

Proof. Let u∈W1,p(a,b). Then

∫ b

a
|u(x)|p dx=

∫ b

a

∣∣∣∣
∫ x

a
u′(y) dy

∣∣∣∣
p

dx

≤
∫ b

a

(∫ b

a
|u′(y)| dy

)p

dx

≤
∫ b

a
(b−a)p−1

∫ b

a
|u′(y)|p dy dx

= (b−a)p
∫ b

a
|u′(y)|p dy.

Between the first and the second line, we have used the assumption thatu(a) = 0,
while in the following inequality we applied Hölder’s inequality.

Theorem 8.17.Let−∞ < a < b < ∞. For every f∈ L2(a,b) there exists a unique
function u∈ H1

0(a,b)∩H2(a,b) such that

{
u−u′′ = f and

u(a) = u(b) = 0 .
(8.3)

Proof. We first note that ifu ∈ H1
0(a,b)∩H2(a,b) is a solution, then, by partial

integration (Theorem 8.14), for everyv∈ H1
0(a,b)

∫ b

a
(uv+u′v′) = (u,v)H1

0
=

∫ b

a
f v. (8.4)

By the Cauchy-Schwarz inequality, the linear functionalϕ ∈ H1
0(a,b)

′ defined
by ϕ(v) =

∫ b
a f v is bounded:

|ϕ(v)| ≤ ‖ f‖2‖v‖2 ≤ ‖ f‖2‖v‖H1
0
.

By the theorem of Riesz-Fréchet, there exists a uniqueu ∈ H1
0(a,b) such that

(8.4)holds true for allv ∈ H1
0(a,b). This proves uniqueness of a solution of (8.3),

and if we prove that in additionu∈H2(a,b), then we prove existence, too. However,
(8.4)holds in particular for allv∈ D(a,b), i.e.

∫ b

a
u′v′ =−

∫ b

a
(u− f )v ∀v∈ D(a,b)
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andu− f ∈ L2(a,b) by assumption. Hence, by definition,u′ ∈ H1(a,b), i.e. u ∈
H2(a,b) andu′′ = u− f . Using also Theorem 8.15, the claim is proved.

8.3 Sobolev spaces in several dimensions

In order to motivate Sobolev spaces in several space dimensions, we have to recall
the partial integration rule in this case.

Theorem 8.18 (Gauß).Let Ω ⊆ Rd be open and bounded such that∂Ω is of class
C1. Then there exists a unique Borel measureσ on ∂Ω such that for every u, v∈
C1(Ω̄) and every1≤ i ≤ d

∫

Ω
u

∂v
∂xi

=

∫

∂Ω
uvni dσ −

∫

Ω

∂u
∂xi

v,

where n(x) = (ni(x))1≤i≤d denotes the outer normal vector at a point x∈ ∂Ω .

In particular, ifu∈C1(Ω̄) andϕ ∈ D(Ω), then

∫

Ω
u

∂ϕ
∂xi

=−
∫

Ω

∂u
∂xi

ϕ .

Let Ω ⊆ Rd be any open set and 1≤ p≤ ∞. We define

W1,p(Ω) := {u∈ Lp(Ω) : ∀1≤ i ≤ d∃gi ∈ Lp(Ω)

∀ϕ ∈ D(Ω) :
∫

Ω
u

∂ϕ
∂xi

=−
∫

Ω
giϕ}.

The spaceW1,p(Ω) is called (first)Sobolev space. If p = 2, then we also write
H1(Ω) :=W1,2(Ω).

Let u∈W1,p(Ω). By Lemma 8.4, the functionsgi are uniquely determined. We
write ∂u

∂xi
:= gi and call ∂u

∂xi
thepartial derivativeof u with respect toxi . As in the

one-dimensional case, the following holds true.

Lemma 8.19.The Sobolev spaces W1,p(Ω) are Banach spaces for the norms

‖u‖W1,p := ‖u‖p+
d

∑
i=1

‖ ∂u
∂xi

‖p (1≤ p≤ ∞),

and H1(Ω) is a Hilbert space for the inner product

〈u,v〉H1 := 〈u,v〉L2 +
d

∑
i=1

〈 ∂u
∂xi

,
∂v
∂xi

〉L2.
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Proof. Exercise.

Not all properties of Sobolev spaces on intervals carry overto Sobolev spaces
on open setsΩ ⊆ Rd. For example, it isnot true that every functionu∈W1,p(Ω) is
continuous (without any further restrictions onp andΩ )!

For every openΩ ⊆ Rd, 1≤ p ≤ ∞ and everyk ≥ 2 we define inductively the
Sobolev spaces

Wk,p(Ω) := {u∈W1,p(Ω) : ∀1≤ i ≤ d :
∂u
∂xi

∈Wk−1,p(Ω)},

which are Banach spaces for the norms

‖u‖Wk,p := ‖u‖p+
k

∑
i=0

‖ ∂u
∂xi

‖Wk−1,p.

We denoteHk(Ω) :=Wk,2(Ω) which is a Hilbert space for the inner product

〈u,v〉Hk := 〈u,v〉L2 +
k

∑
i=0

〈 ∂u
∂xi

,
∂v
∂xi

〉Hk−1.

Finally, we define

Wk,p
0 (Ω) := D(Ω)

‖·‖
Wk,p

,

that is, Wk,p
0 (Ω) is the closure of the test functions inWk,p(Ω), and we put

Hk
0(Ω) :=Wk,2

0 (Ω).

Theorem 8.20 (Poincaŕe inequality). Let Ω ⊆ Rd be aboundeddomain, and let
1≤ p< ∞. Then there exists a constant C≥ 0 such that

∫

Ω
|u|p ≤Cp

∫

Ω
|∇u|p for every u∈W1,p

0 (Ω).

We note that the Poincaré inequality implies that

‖u‖ :=

(∫

Ω
|∇u|p

) 1
p

defines an equivalent norm onW1,p
0 (Ω) if Ω ⊆ Rd is bounded. Clearly,

‖u‖ ≤ ‖u‖
W1,p

0
for everyu∈W1,p

0 ,

by the definition of the norm inW1,p. On the other hand,
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‖u‖
W1,p

0
≤C(‖u‖Lp + ‖∇u‖Lp)

≤C‖∇u‖Lp =C‖u‖,

by the Poincaré inequality.

We also state the following two theorems without proof.

Theorem 8.21 (Sobolev embedding theorem).Let Ω ⊆ Rd be an open set with
C1 boundary. Let1≤ p≤ ∞ and define

p∗ :=

{
dp

d−p if 1≤ p< d

∞ if d < p,

and if p= d, then p∗ ∈ [1,∞). Then, for every p≤ q≤ p∗ we have

W1,p(Ω)⊆ Lq(Ω)

with continuous embedding, that is, there exists C=C(p,q)≥ 0 such that

‖u‖Lq ≤C‖u‖W1,p for every u∈W1,p(Ω).

Theorem 8.22 (Rellich-Kondrachov). Let Ω ⊆ Rd be an open and bounded set
with C1 boundary. Let1≤ p≤ ∞ and define p∗ as in the Sobolev embedding theo-
rem. Then, for every p≤ q< ∞ the embedding

W1,p(Ω)⊆ Lq(Ω)

is compact, that is, every bounded sequence in W1,p(Ω) has a subsequence which
converges in Lq(Ω).

8.4 * Elliptic partial differential equations

Let Ω ⊆ Rd be an open, bounded set,f ∈ L2(Ω), and consider the elliptic partial
differential equation {

u−∆u= f in Ω ,

u= 0 in ∂Ω ,
(8.5)

where

∆u(x) :=
d

∑
i=1

∂ 2

∂x2
i

u(x)

stands for theLaplace operator.
If u ∈ H1

0(Ω)∩H2(Ω) is a solution of (8.5), then, by definition of the Sobolev
spaces, for everyv∈ D(a,b)
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〈u,v〉H1
0
=

∫

Ω

(
uv+

d

∑
i=1

∂u
∂xi

∂v
∂xi

)

=

∫

Ω

(
uv−

d

∑
i=1

∂ 2u

∂x2
i

v
)

=

∫

Ω
(u−∆u)v

=
∫

Ω
f v.

By density of the test functions inH1
0(Ω), this equality holds actually for allv ∈

H1
0(Ω). This may justify the following definition of a weak solution. A function

u∈ H1
0(Ω) is called aweak solutionof (8.5) if for everyv∈ H1

0(Ω)

〈u,v〉H1
0
=

∫

Ω
uv+

∫

Ω
∇u∇v=

∫

Ω
f v, (8.6)

where∇u is the usual, euclidean gradient ofu.

Theorem 8.23.Let Ω ⊆ Rd be an open, bounded set. Then, for every f∈ L2(Ω)
there exists a unique weak solution u∈ H1

0(Ω) of the problem(8.5).

Proof. By the Cauchy-Schwarz inequality, the linear functionalϕ ∈H1
0(Ω)′ defined

by ϕ(v) =
∫

Ω f v is bounded:

|ϕ(v)| ≤ ‖ f‖2‖v‖2 ≤ ‖ f‖2‖v‖H1
0
.

By the theorem of Riesz-Fréchet, there exists a uniqueu ∈ H1
0(Ω) such that (8.6)

holds true for allv∈ H1
0(a,b). The claim is proved.





Chapter 9
Bochner-Lebesgue and Bochner-Sobolev spaces

9.1 The Bochner integral

As beforeX denotes a Banach space. In this section(Ω ,A ,µ) is a measure space. A
function f : Ω → X is calledstep function, if there exists a sequence(An)⊂ A of
mutually disjoint measurable sets and a sequence(xn)⊂ X such thatf = ∑n1Anxn.
A function f : Ω → X is calledmesurable, if there exists a sequence( fn) of step
functions fn : Ω → X such thatfn → f pointwiseµ-almost everywhere.

Remark 9.1.Note that there may be a difference to the definition of mesurability
of a scalar valued functions. Measurability of a function ishere depending on the
measureµ . However, if the measure space(Ω ,A ,µ) is completein the sense that
µ(A) = 0 andB⊂ A impliesB∈ A , then the above definition of measurability and
the classical definition of measurability coincide. Note that one may always consider
complete measure spaces.

Lemma 9.2.If f : Ω → X is measurable, then‖ f‖ : Ω → R is measurable. More
generally, if f : Ω → X is measurable and if g: X → Y is continuous, then g◦ f :
Ω →Y is measurable.

Proof. This is an easy consequence of the definition of measurability and the conti-
nuity of g. Note that in particular the norm‖ · ‖ : X → R is continous.

Lemma 9.3.If f : Ω → X and g: Ω → K are measurable, then f g: Ω → X is
measurable.

Similarly, if f : Ω → X and g: Ω → X′ are measurable, then〈g, f 〉X′ ,X : Ω →K

is measurable.

Theorem 9.4 (Pettis).A function f : Ω → X is measurable if and only if〈x′, f 〉 is
measurable for every x′ ∈X′ (we say that f isweakly measurable) and if there exists
a µ-null set N∈ A such that f(Ω \N) is separable.

For a proof of Pettis’ theorem, see HILLE & PHILLIPS

[Hille and Phillips (1957)].

155
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Corollary 9.5. If ( fn) is a sequence of measurable functionsΩ →X such that fn →
f pointwiseµ-almost everywhere, then f is measurable.

Proof. We assume that this corollary is known in the scalar case, i.e. whenX =K.
By Pettis’s theorem, for alln there exists aµ null setNn ∈A such thatfn(Ω \Nn)

is separable. Moreover there exists aµ null setN0 ∈ Ω such thatfn(t) → f (t) for
all t ∈ Ω \N0. Let N :=

⋃
n≥0Nn; as a countable union ofµ null sets,N is aµ null

set.
Then f (restricted toΩ \N) is the pointwise limit everywhere of the sequence

( fn). In particularf is weakly measurable. Moreover,f (Ω \N) is separable since

f (Ω \N)⊂
⋃

n

fn(Ω \N),

and sincefn(Ω \N) is separable. The claim follows from Pettis’ theorem.

A measurable functionf : Ω → X is calledintegrable if
∫

Ω ‖ f‖ dµ < ∞.

Lemma 9.6.For every integrable step function f: Ω → X, f = ∑n1Anxn the series
∑nxnµ(An) converges absolutely and it is independent of the representation of f .

Proof. Let f = ∑n1Anxn be an integrable step function. The sets(An) ⊂ A are
mutually disjoint and(xn)⊂ X. Then

∑
n
‖xn‖µ(An) =

∫

Ω
‖ f‖ dµ < ∞.

Definition 9.7 (Bochner integral for integrable step functions).Let f : Ω → X
be an integrable step function,f = ∑n1Anxn. We define

∫

Ω
f dµ := ∑

n
xn µ(An).

Lemma 9.8.(a) For every integrable function f: Ω → X there exists a sequence
( fn) of integrable step functionsΩ →X such that‖ fn‖≤ ‖ f‖ and fn → f pointwise
µ-almost everywhere.
(b) Let f : Ω → X be integrable. Let( fn) be a sequence of integrable step functions
such that‖ fn‖ ≤ ‖ f‖ and fn → f pointwiseµ-almost everywhere. Then

x := lim
n→∞

∫

Ω
fn dµ exists

and
‖x‖ ≤

∫

Ω
‖ f‖ dµ .

Proof. (a) Let f : Ω → X be integrable. Then‖ f‖ : Ω →R is integrable. Therefore
there exists a sequence(gn) of integrable step functions such that 0≤ gn ≤ ‖ f‖ and
gn →‖ f‖ pointwiseµ-almost everywhere.
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Sincef is measurable, there exists a sequence( f̃n) of step functionsΩ →X such
that f̃n → f pointwiseµ-almost everywhere.

Put

fn :=
f̃n gn

‖ f̃n‖+ 1
n

.

(b) For every integrable step functiong : Ω → X one has

∥∥
∫

Ω
g dµ

∥∥≤
∫

Ω
‖g‖ dµ .

Hence, for everyn, m

∥∥
∫

Ω
fn− fm dµ

∥∥≤
∫

Ω
‖ fn− fm‖ dµ ,

and by Lebesgue’s dominated convergence theorem the sequence (
∫

Ω fn dµ) is a
Cauchy sequence. When we putx= limn→∞

∫
Ω fn dµ then

‖x‖ ≤ lim inf
n→∞

∫

Ω
‖ fn‖ dµ =

∫

Ω
‖ f‖ dµ .

Definition 9.9 (Bochner integral for integrable functions). Let f : Ω → X be in-
tegrable. We define ∫

Ω
f dµ := lim

n→∞

∫

Ω
fn dµ ,

where( fn) is a sequence of step functionsΩ → X such that‖ fn‖ ≤ ‖ f‖ and fn → f
pointwiseµ-almost everywhere.

Remark 9.10.The definition of the Bochner integral for integrable functions is in-
dependent of the choice of the sequence( fn) of step functions, by Lemma 9.8.

Remark 9.11.We will also use the follwing notation for the Bochner integral:
∫

Ω
f oder

∫

Ω
f (t) dµ(t),

and ifΩ = (a,b) is an interval inR:

∫ b

a
f oder

∫ b

a
f (t) dµ(t).

If µ = λ is the Lebesgue measure then we also write

∫ b

a
f (t)dt.

Lemma 9.12.Let f : Ω → X be integrable and T∈ L (X,Y). Then T f: Ω →Y is
integrable and ∫

Ω
T f dµ = T

∫

Ω
f dµ .
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Proof. Exercise.

Theorem 9.13 (Lebesgue, dominated convergence).Let ( fn) be a sequence of in-
tegrable functions. Suppose there exists an integrable function g : Ω → R and an
(integrable) measurable function f: Ω → X such that‖ fn‖ ≤ g and fn → f point-
wiseµ-almost everywhere. Then

∫

Ω
f dµ = lim

n→∞

∫

Ω
fn dµ .

Proof. Exercise.

9.2 Bochner-Lebesgue spaces

Definition 9.14 (L p spaces).For every 1≤ p< ∞ we define

L p(Ω ;X) := { f : Ω → X measurable :
∫

Ω
‖ f‖p dµ < ∞}.

We also define

L ∞(Ω ;X) := { f : Ω → X measurable :∃C≥ 0 such thatµ({‖ f‖ ≥C}) = 0}.

Lemma 9.15.For every1≤ p< ∞ we put

‖ f‖p :=
(∫

Ω
‖ f‖p dµ

)1/p
.

We also put
‖ f‖∞ := inf{C≥ 0 : µ({‖ f‖ ≥C}) = 0}.

Then‖ · ‖p is a seminorm onL p(Ω ;X) (1≤ p≤ ∞).

Remark 9.16.A function‖ ·‖ : X →R+ on a real or complex vector space is called
a seminorm if

(i) x= 0⇒ ‖x‖= 0,

(ii) ‖λx‖= |λ |‖x‖ for everyλ ∈K and allx∈ X,

(iii) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ for all x, y∈ X.

Definition 9.17 (Lp spaces).For every 1≤ p≤ ∞ we put

Np := { f ∈ L p(Ω ;X) : ‖ f‖p = 0}
= { f ∈ L p(Ω ;X) : f = 0µ-almost everywhere}.

We define the quotient space

Lp(Ω ;X) := L p(Ω ;X)/Np,
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which is the space of all equivalence classes

[ f ] := f +Np, f ∈ L p(Ω ;X).

Lemma 9.18.For every[ f ] ∈ Lp(Ω ;X) ( f ∈ L p(Ω ;X)) the value

‖[ f ]‖p := ‖ f‖p

is well defined, that is, independent of the representant f . The function‖ · ‖p is a
norm on Lp(Ω ;X). The space Lp(Ω ;X) is a Banach space when equipped with this
norm.

Remark 9.19.As in the scalar case we will in the following identifyfunctions f∈
L p(Ω ;X) with their equivalence classes[ f ] ∈ Lp(Ω ;X), and we say thatLp is a
function spacealthough we should be aware that it is only a space of equivalence
classes of functions.

Remark 9.20.ForΩ = (a,b) an interval inR and forµ = λ the Lebesgue measure
we simply write

Lp(a,b;X) := Lp((a,b);X).

We can do so since the spacesLp([a,b];X) andLp((a,b);X) coincide since the end
points{a} and{b} have Lebesgue measure zero and there is no danger of confusion.

Lemma 9.21.Let Ω ⊂ Rd be open and bounded. Then C(Ω̄ ;X) ⊂ Lp(Ω ;X) for
every1≤ p≤ ∞.

Proof. Actually, for finite measure spaces, we have the more generalinclusions

L∞(Ω ;X)⊂ Lp(Ω ;X)⊂ Lq(Ω ;X)⊂ L1(Ω ;X)

if 1 ≤ q≤ p≤ ∞.

Lemma 9.22.Let the measure space(Ω ,A ,µ) be such that Lp(Ω) is separable
for 1≤ p < ∞ (e.g.Ω ⊂ Rd be an open set with the Lebesgue measure). Let X be
separable. Then Lp(Ω ;X) is separable for1≤ p< ∞.

Proof. By assumption the spacesLp(Ω) andX are separable. Let(hn)⊂ Lp(Ω ;X)
and(xn)⊂ X be two dense sequences. Then the set

F := { f : Ω → X : f = hnxm}

is countable. It suffices to shows thatF ⊂ Lp(Ω ;X) is total, i.e. spanF is dense in
Lp(Ω ;X). This is an exercise.

Theorem 9.23.Let Ω be as in lemma 9.22. Let1 < p < ∞ and assume that X is
reflexive. Then the space Lp(Ω ;X) is reflexive and

Lp(Ω ;X)′ ∼= Lp′(Ω ;X′).

Proof. Without proof.
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9.3 Bochner-Sobolev spaces in one dimension

Similarly as in the case of scalar-valued functions, we define the Sobolev spaces
Wk,p in the case of Banach space valued functions. As before,X is a Banach space.
Let−∞≤ a< b≤∞ and 1≤ p≤∞. We define the (first)Sobolev spaceorBochner-
Sobolev space

W1,p(a,b;X) := {u∈ Lp(a,b;X) :∃v∈ Lp(a,b;X)∀ϕ ∈ D(a,b)
∫ b

a
uϕ ′ =−

∫ b

a
vϕ}.

Again, the functionv, if it exists, is uniquely determined. We writeu′ := v and we
call u′ the(weak) derivativeof u.

The main results about Sobolev spaces of scalar-valued functions remain true for
Sobolev spaces of Banach space valued functions if interpreted properly. In particu-
lar, the Sobolev embedding theorem, a version of the productrule, the integration by
parts formula and Poincaré’s inequality remain true. Evena version of the Rellich-
Kondrachev theorem remains true.

Lemma 9.24.For every −∞ < a < b < ∞ and every 1 ≤ p ≤ ∞ one has
W1,p(a,b;X)⊂Cb((a,b);X). For every u∈W1,p(a,b;X) and every s, t∈ (a,b) one
has

u(t)−u(s) =
∫ t

s
u′(r) dr.

Lemma 9.25.Assume that the embedding V→֒ H is continuous and let u∈
W1,2(0,T;H)∩L∞(0,T;V). Then u is weakly continuous with values in V, that is,
for every v∈V ′ the function t7→ 〈v,u(t)〉V′,V is continuous on[0,T].

Proof. Since every functionu∈W1,2(0,T;H) is continuous (and hence weakly con-
tinuous) with values inH, the claim follows from [Temam (1984), Lemma 1.4, page
263] .

Lemma 9.26.Assume that the embedding V→֒ H is continuous and let(un) be a
sequence such that

un ⇀ u in W1,2(0,T;H) and

un
w∗
→ u in L∞(0,T;V).

Then there exists a subsequence of(un) (which we denote again by(un)) such that

un(t)⇀ u(t) in V for every t∈ [0,T].

Proof. Using the fact that the point evaluation int ∈ [0,T] from W1,2(0,T;H) into
H is bounded and linear, and maps weakly convergent sequencesinto weakly con-
vergent sequences, the assumption implies that for everyt ∈ [0,T]
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un(t)⇀ u(t) in H.

Let noww∈ H ′ andt ∈ [0,T]. Then one has

〈w,un(t)−u(t)〉V′,V = 〈w,un(t)−u(t)〉H′,H −→ 0.

Using the fact thatH ′ is dense inV ′ and that the sequence(un(t)) is bounded inV,
the claim follows from Lemma ??.
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[Drábek and Milota (2007)] Drábek, P., Milota, J. :Methods of nonlinear analysis. Birkhäuser
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Arezlà-Ascoli, 25
Banach - Alaoglu, 53
Banach-Steinhaus, 67
Bounded inverse theorem, 69
Closed graph theorem, 70
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