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CHAPTER 1

Preliminaries

In this chapter we collect some of the results of measure theory needed for this lecture
notes. In the appendix we summarize well-known result of measure and integration
theory, which are assumed to be known to the reader.

1.1 Uniform integrability

Let (©,.%#,P) a Probability space and L' = LY(P) := LY(Q, .7, P).

1.1.1 Exercise. X € L! if and only if limy_,« fﬂX'ZN} | X |dP = 0.
Exercise 1.1.1 justifies the following definition:

1.1.2 Definition. (i) We say that a family #" C L' is uniformly integrable if
supy e B[l X[lxj>n}] — 0 as N — +oo.

(ii) A sequence (X, )neny C L' is uniformly integrable if # := {X7,...} is uniformly
integrable.

If ¢ is dominated in L', i.e., there exists Y € L' such that |X| < Y, for every
X € &, then £ is uniformly integrable. Clearly, any finite family of integrable random
variables is uniformly integrable. However, if a family J# is uniformly integrable, this
does not mean that it is also dominated in L'. Therefore the following results, for which
we refer to Dellacherie & Meyer (1978), Theorem I1.21, is a generalization of Lebesgue
theorem on dominated convergence (cf. Theorem 1.A.3).

1.1.3 Theorem. Let (X,,)nen be a sequence of random variables in L' converging almost
surely (or only in probability) to a random variable X. Then the following assertions
are equivalent:

(i) X belongs to L' and (X,)nen converges in L' to X.

(ii) The family A& := (Xn)nen is uniformly integrable.
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1.1.4 Corollary. Let (X,)nen € L' be uniformly integrable and converge to X a. s.
Then X € L' and E[X,,] converges to E[X], whenever n — +oc.

Proof. Exercise. O

The following result, known as La Vallée—Poussin’s Theorem (cf. Dellacherie & Meyer
(1978), Theorem I1.22), is a characterisation of the uniform integrability

1.1.5 Theorem. A family J£ of integrable random variables is uniformly integrable
if and only if there exists a positive, convex and increasing function G on [0, +oc] into

[0, +00) such that: (i) @ converges to +00 as x — +oo; (ii) supyc » E[G(|X])] < +o0.

Because of La Vallée—Poussin’s Theorem, we can conclude that a family of random
variables is uniformly integrable if it is g-integrable and bounded in L(P), ¢ > 1.

1.2 Monotone class theorems

Monotone class theorems are of different kinds and they are present in the literature in
several formulations. We consider only one formulation for sets and one for functions.
We refer to Sharpe (1988) and He, Wang & Yan (1992). We start with a monotone
class theorem for systems of sets in the same form as He, Wang & Yan (1992), Theorem
1.2. We say that a class .# of subsets of 2 is a monotone class if for every monotone
sequence (Ap)neny C # such that A, T Aor A, ] Aasn — +oo, A€ X

1.2.1 Theorem (Monotone class theorem for sets). Let .# be an algebra and # a
monotone class of sets of Q such that % C . Then o(F) C X .

For the formulation of the monotone class theorem for classes of functions we refer
to Sharpe (1988), Appendix A0. Let (£2,.#) be a measurable space. We denote by
B := B(2,R) the set of bounded measurable functions on (£2,.%) into (R, Z(R)). If ¢
is a linear subspace of B we say that it is a monotone vector space if 1 = 1 € £ and
if it is monotonically closed, that is, if (fn)neny € £ is such that 0 < f,, < fn41, for
all n € N and f € B is such that f = lim,,_, 1~ fn, then f € Z. We observe that the
limit f belongs to B if and only if (fy,)nen is uniformly bounded. A set € C B is called
a multiplicative class if it is closed with respect to the multiplication of two elements,
meaning that if h and g belong to %, then also their product hg does.

1.2.2 Theorem (Monotone class theorem for functions). Let % be a monotone vector
space and € a multiplicative class such that € C % and 0(€¢) = .F#. Then ¥ = B.

Let (2,.#) be a measurable space and g a measure on it. Given a system .7 of
numerical functions on (2,.%), we denote by Span(.7) its linear hull. Now we fix ¢ in

[1,400). If 7 C L%(u) we denote by 7 L) he closure of 7 in (L), || - 1lq)-
A system 7 C L9(u) of functions is called total in (L(pu), || - ||4) if its linear hull is

dense, that is, Span(.7) (L ehl-le) _ L%(p). If p is a finite measure, then the inclusions
Li(p) € LP(p), ¢ > p, hold and L4(p) is a total system in (LP,| - ||,). In particular,
L*>°(p) is an example of total system in L4(u), for every ¢ € [1,4+00). As an application
of Theorem 1.2.2, we want to establish a general lemma stating sufficient conditions for
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a system 7 C L9(u) of bounded functions to be total in L%(u), for g € [1,400). We
recall that we use the notation B := B(2, R) to denote the space of bounded measurable
functions on (©2,.#) into (R, Z(R)).

1.2.3 Lemma. Let 7 C L%(u) be a subset of B. Then 7 is total in Li(u) if the
following conditions are satisfied:

(i) 7 is stable under multiplication;

(i) o(7) =7;

(iii) There exists a sequence (hy)nen C Span(.7) such that hy, > 0 and hy, T 1 pointwise
as n — +00.

Proof. First, we consider the case in which p is a finite measure. In this case B C L9(u)

and it is dense in (L9(p), || - [|q). We define 2 := Span(.7) EAE ) 0 then ¢ =
A NB. Clearly, # is a closed linear space and 7 C . By assumption, h, T 1
pointwise as n — +oo and by the finiteness of pu, 1 € L(u). From the theorem of
Lebesgue on dominated convergence (cf. Theorem 1.A.3) h,, converges to 1 in L9(u) and
so 1 € #. Moreover, J£ is closed under monotone convergence of uniformly bounded
nonnegative functions, as a consequence of the finiteness of y and of Theorem 1.A.3.
Consequently, J# is a monotone class and by Theorem 1.2.2, we get .# = B. Hence
B C ¢ and since B is dense and ¢ is closed, this yields Li(u) = . Now we consider
the case of a general measure u. For f € L9(u) we put dpy, := |hy|?dp, n > 1, where
(hn)nen is as in the assumptions of the lemma. Obviously, pu, is a finite measure for
every n. Moreover, with notation in (A.1) below, u,(|f]?) = u(|fhn]?) < p(1f]?) < 400
and hence f € L9(u,). We choose a sequence (gy,)nen such that €, > 0 and ¢, | 0 as
n — +o00. By the previous step, there exists a sequence (g, )nen C Span(.7) such that

/|fhn_gnhn|qdﬂz/ |f_gn‘q|hn‘qdlul<5n7 n > 1.
Q Q

The system 7 is stable under multiplication so g,h, € Span(.7). On the other side,
Hf - fh’fl”Lq(u) = H’f‘qH - hn‘qHLl(,u) — 07 as n — +0oo. Indeed7 |1 - hn‘q \l/ 0 as
n — +oo and | f|9|1 — h,|? < |f|? € L*(u). Theorem 1.A.3 yields the result. Hence g,,hy,
converges to f in Li(p) as n — —+oc. O

Notice that the measure p in the Lemma must be finite.

1.3 Conditional expectation and probability

For this part we refer to Shiryaev (1996), 11§7. Let (€2,.%,P) be a probability space, ¥
a sub-c-algebra of # and X € L' := LY(Q, 7, P).

1.3.1 Definition. A random variable Y € L' is a version of the conditional expectation
of X under the condition (or given) ¢ if

(i) Y is ¥-measurable;

(ii) fBYd]P’ = fBXdIP, Beg9.

It is well known (cf. Bauer (1996)§15) that a version of the conditional expectation of
X given ¢ always exists and it is a. s. unique (the proof is based on Radon—Nykodim’s
theorem). If Y is a version of the conditional expectation of X given ¥ we denote it by

E[X|¥)].
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1.3.2 Exercise. (i) Let X € L'. Show that
KX = {E[X|Y], 4 C .F, Gsub-o-algebra} C L'

is uniformly integrable.
(ii) Let Y be ¥-measurable. Show that Y = E[X|¥] if and only if E[(XW] = E[Y V],
for every W > 0 bounded and ¢-measurable.

Conditional probability. For a given measurable sets A, B such that P[B] # 0, we
have P[A|B] := P[A N B]/P[B].
1.3.3 Definition. We call the the function P[-|¢] : # x Q@ — [0,1] defined by
PlA|Y](w) := E[14]9](w), A € Z#, conditional probability.

Notice that for A € .#, P[A|¥] is a. s. defined and is a ¥-measurable random variable.
It furthermore fulfils

/P[Ayg]dp_/ 14dP=P[ANB], Be¥.
B B

There is an important question connected with the conditional probability. P[A|¥] is

—_—

an equivalence class: can we choose a representing element P[A|¥] from each equivalence
>

class in such a way that the set function A — P[A|¥](w), is a probability measure on
(Q, F), for every fixed w? Let (A)nen C % be a sequence of pairwise disjoint sets.
Then because of the property of the conditional expectation we get

U 49| =) PlA.¥]
n=1 n=1

in the sense of the equivalence classes. However we cannot hope that this will also holds

—_~—

P

for the representing element P[A|¥](w), for each w € Q if we are not able to chose this
representing element in a very special way.

1.3.4 Definition. A regular version of the conditional probability P[-|¥] is a mapping
Py on % x Q) such that:

(i) A — Py(A,w) is a probability measure on (Q, %) a. s.;

(ii) w — Py(A,w) is ¥-measurable and belongs to the equivalence class of P[A|¥],
for every A € &.

Of course, if Py is a regular version of the conditional probability P[-|¥], then
Py(A,-) =E[14|9].
In particular this yields that

E[X|¥] /QX(w')ng(dw',-),

that is we can compute the conditional expectation of X given ¢4 “as the non-conditional”
expectation.

For a probability space (2,.%#,P) we can always consider the conditional probability
P[-|¢4]. Therefore it is natural to ask the question if it is also always possible to find a
regular version Py of the conditional probability. As the short discussion before Defin-
ition 1.3.4 explains, this is in general not true. However, as we shall see in the next
sections, there exist special situations in which this is indeed the case.
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Appendix 1.A Measure and integration theory

We consider an arbitrary nonempty set €. If A C Q we denote by A¢ the complement
of Ain Q. Let (A,)n>1 be a sequence of subsets of Q and A C Q. If A,, C A9, n > 1,
and A = U2 A, we write A, T A. If A,y1 C Ay, n>1,and A =NJ2 Ay, we write
A, | A

A system Z of subsets of Q is called a semiring of subsets of Q if it possesses the
following properties: The empty set belongs to #; if A and B belong to %, then their
intersection AN B does; if A and B belong to #Z and A C B, then the set-difference B\ A
can be written as finite union of pairwise disjoint elements of Z. A system Z of subsets
of Q with the following properties is called a ring: The empty set belongs to #; if A and
B belong to #, then their union AU B and their set-difference A\ B do. Notice that a
ring contains also the intersection of two of its elements because AN B = A\ (A\ B).
Obviously a ring is also a semiring.

1.A.1 Definition. A system % of subsets of ) is called an algebra (in Q) if it has the
following properties:
(i) Q e .7;
(ii) if A € .Z, then A¢ € F,
(iii) if A, B € #, then AUB € Z.
If (iii) is replaced by
(iii") if (Ap)nen C 7, then UpenAy, € Z,
then .# is denominated a o-algebra (in ).

We notice that an algebra is a ring that in addition contains . If € C () is a system
of sets, the o-algebra generated by € is denoted by o(%) and is defined as the smallest
o-algebra containing €. If € C % is such that o(%) = % we say that € generates F#
and call it a generator of Z. If € is a generator of .% which is stable under intersection
of two sets, we call it an N-stable generator. If the o-algebra % can be generated by a
countable system %, we say that it is a separable o-algebra. Let (€);er be a family of
systems of subsets in €2, where I is an arbitrary set of indexes. By \/,;.; %; we denote the
o-algebra generated by the union of all the €s, that is, \/,c; € := 0(U;c; €;). Let Q be
a topological space. We denote by #(Q2) the Borel o-algebra on (2, i.e., the o-algebra
generated in €2 by the open sets in the topology of Q. If, for example, 2 = R, then Z(R)
is separable.

For any o-algebra # of 1, we call the couple (£,.%#) a measurable space and we
say that the subsets of {2 which belong to .% are .#-measurable or simply measurable.
We consider two measurable spaces (£2,.%) and (2, #’) and a function f from ) into
V. We say that f is (%, %’)-measurable or simply measurable, if for any A’ € F' the
set f71(A) :={a € Q: f(a) € A’} is F-measurable. We call the set f~1(A4’) the
inverse image of A’ by f. If f is a function on (Q,.%#) into (€, .#’) the system of sets
YT = {f1(A): A € F'}is ao-algebrain Q. Let {(£;,.%) : i € I} be a family of
measurable spaces and { f; : i € I} be a family of functions on 2 such that f; takes values
in €;, for every ¢ € I. The o-algebra in Q generated by J;c; f;l(ﬁi) is the smallest
o-algebra .Z#' with respect to which every f; is (%', .%;)-measurable. We designate this
o-algebra by o(f; : i € I), that is, o(f; : i € I) := V¢ f7H(#) and we call it the
o-algebra generated by {f;:i € I}.
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Let (2,.#) be a measurable space. A set-function p on .# into [0,+o00] such that
p(@) = 0 and that p(U,cy An) = D opeq #(Ay), for any sequence (Ap)nen C F of
pairwise-disjoint sets, is called a measure on (,.%). If u takes values in [—o0,+00],
then it is called a signed measure. If p is a measure on (£2,.%), we say that (Q,.7, u)
is a measure space. A measure p such that () < +oo is called a finite measure. A
probability measure is a finite measure p such that () = 1. If there exists an increasing
sequence (Ap)nen C - such that pu(A,) < 400 for every n € N and (J,,cy An = ©Q, then
the measure p is called o-finite. If Q is a Hausdorff space with o-algebra %(£2), we say
that u is locally finite if every point of 2 has an open neighbourhood of finite measure
w. The following result holds for o-finite measures and it is well-known in the literature
as uniqueness theorem (cf., e.g., Bauer (2001), Theorem 1.5.4).

1.A.2 Theorem (Uniqueness theorem). Let (£2,.%#) be a measurable space, € C . an
N-stable generator of .7 and (Ap)nen € € satisfying the property J,cny An = Q. We
suppose that py and ps are o-finite measures on F such that

(i) p1(A) = p2(A), for every A€ €;

(i) 1 (Ap) = p2(Ay,) < 400, for every n € N.
Then p1 and pe are identical on F .

For a measure p on the measurable space (£2,.%), it is well understood how to define the
integral of a measurable function with values in (R, Z(R)). We introduce the notation

frp= /Q fdp = /Q f(@)u(dz) (A1)

if the integral on the right-hand side exists. In particular, u(f) is well defined if f is
nonnegative. We say that a measurable function f of arbitrary sign is p-integrable or
simply integrable if | f|*p < +00. We do not go into details and we refer to Bauer (2001),
Chapter II. By functions, if not otherwise specified, we mean functions with values in
(R, #(R)), that is numerical functions. Let f be a measurable function. By || f|, we
denote the following norm

(1195 )7, g€ 1, +0),
1fllg =

esssupeq [ f(2)|, ¢ =+o0,

and we put
LY(p) := {f measurable : || ||, < +o0}, ¢ € [1,+00].

We recall that f € L9(u) is uniquely determined up to equivalence classes p-a.e. Some-
times, we write L(Q,.7, u) to stress the measure space and || - || 14(,,) to stress the space
L9(u). The space (L9(p), |- |l4) is a Banach space. The space L?(u) is especially import-
ant because it is a Hilbert space with respect to the scalar product (f, )2, := (fg)*p.
If f,g € L?(v) are such that (f, 9)r2(u) = 0, we say that they are orthogonal (in L2 ()
and denote it by fLg. If 4 is a subset of functions in L?(v) and f € L?(v) is such that
fLg for every g € 4, we say that f is orthogonal (in L?(u)) to ¥ and we denote it by
fL¥. For a finite measure p, the inclusions L?(u) C LP(u), 1 < p < g, hold. In partic-
ular, L>°(p) is contained in every L9(u), for ¢ € [1,400). However, these inclusions are
not valid for a general measure p.
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A function f belonging to L'(u) is called integrable, while it is called square integrable
if it belongs to L?(u1). In general, we say that f is g-integrable if it belongs to LI(u),
q € [1,400). Let (fn)n>1 be a sequence of measurable functions on the measure space
(Q, Z#, ). We say that (f,)n>1 converges (u-a.e.) pointwise to the measurable function
Fif

lim | () — F(2)] = 0

n—-+o0o

for (p-almost all) x € Q. We write f, — f pointwise to mean that the sequence
(fn)n>1 converges pointwise to f. If the sequence (f,)n,>1 is monotonically increasing
(resp., decreasing), i.e., fr, < fnt1 (vesp., fn > fnt+1), we write f, T f (resp., fn | f) to
mean that it converges pointwise to f. If (fn)n>1 € L9(p) and f € L9(u), we say that
(fn)n>1 converges to f in L9(u) if

gim [ f— fllg =0

It is important to establish under which conditions a sequence (fy,)n>1 € L%(u) con-
verging a.e. to a measurable function f converges in fact to f in L%(u). Now we state
two classical theorems which answer this question: The theorem of Lebesgue on dom-
inated convergence and the theorem of B. Levi on monotone convergence. We refer to
Bauer (2001) I1§.11 and I1§.15. The following is the theorem of Lebesgue on dominated
convergence.

1.A.3 Theorem. We fix q € [1,+00) and consider a sequence (fn)nen € LI(p) such
that fr, — [ p-a.e. pointwise as n — +oo. If there exists a function g > 0 in L(u)

such that | f,| < g, for every n € N, then f € L(u) and the convergence takes place also
in L(p).

Now we state the theorem of B. Levi on monotone convergence.

1.A.4 Theorem. Let (fn)neny be a monotone sequence of nonnegative functions such
that fn, T f pointwise as n — +o0o. Then f is measurable and f, *pu T f*p asn — +oo.

Let (€2, F ) be a measurable space and let P be a probability measure on it. We call
the measure space (2, fi,IF’) a probability space. By A4 (P) we denote the null sets of PP,
ie, #/(P):={ACQ:3B e %, AC B, P(B) = 0}. If 4 (P) is not contained in
F we enlarge the o-algebra by setting .% := FN N (P). We call .# the completion of
F (in itself) with respect to [P or simply P-completion of Z and we say that (Q,7,P)
is a complete probability space. If not otherwise specified, we assume a probability
space to be complete. In the remaining of this chapter we assume that a complete
probability space (€,.%,P) is fixed. A measurable mapping X on (Q2,.%) into (R, Z(R))
is called a random variable. We denote by E the expectation with respect to P. If ¢ is
a sub-o-algebra of .7, we denote by E[-|¢] the conditional expectation with respect to
. Sometimes we write Ep or Ep[-|¢] to emphasize the dependence on the probability
measure P.



CHAPTER 2

Introduction to the general theory of stochastic processes

We start this chapter with the general definition of stochastic process and study the
relation between stochastic processes and finite dimensional distribution of a stochastic
process. In particular, we present a very important and deep result of Kolmogorov
known as Kolmogorov Extension Theorem. Then we discuss some properties of paths of
stochastic processes, we introduce the notion of filtration, stopping times and martin-
gales. We then consider Markov processes and show their existence as an application
of the Kolmogorov Extension Theorem. We conclude the chapter with a section about
processes with independent increments with respect to a filtration and, in particular, we
present them as a subclass of Markov processes.

2.1 Kolmogorov extension theorem

For this part we refer to Gihman & Skorohod (1974). Let (£2,.#,P) be a probability
space. A parameter set T # () and a measurable space (E, &), called state space or value
space, are given.

Examples of the parameter set T: T = [0,+00) = Ry; T = [0,7], 7 > 0; T' = N;
T=Z;TCR; TCR? deN.

Examples of the state space (E,&): (R, %(R)); (R?, Z(R%)), d € N; E = C([0,1]),
that is the Banach space of continuous functions (||z|| = sup,cp 17 [2(?)|) and & := Z(E).

2.1.1 Definition. (i) A stochastic process X with state space (F, &) and parameter
set T, is an application on §2 x T into E such that the mapping w — X (w,t) is (Z, &)-
measurable. We use the notation X;(w) := X (w,t) and, we often suppress the depend-
ence on w, that is write X; := X¢(w). We also sometimes write X = (Xy)ser.

(ii) Let (T,.7) be a measurable space. We say that the process X is measurable, if
X:QxT— Eis (¥ ®7,8&)-measurable.

We observe that, if X is a stochastic process with state space F, then X; is a random
variable with values in F, for every ¢ € T, and the notation X = (X;);er exhibits the
stochastic process X as a collection of random variables indexed on T.
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If E™ denotes the n-fold Cartesian product of E with itself and &" = @, &,
then the mapping w — (Xy, (w),..., X, (W), t1,...,t, € T, is (F,&™)-measurable,
w— X(w,t) being (#, &)-measurable.

2.1.2 Definition. Let X be a stochastic process.

(i) For n € Nand ty,...,t, € T, by pi, ...+, we denote the distribution of the random
vector (Xg, ..., X4,).

(ii) The family p = {pe, .1, t1,....tn € T; n € N} is called system of the finite-
dimensional distributions of the stochastic process X.

For a given stochastic process X, the corresponding family u of the finite-dimensional
distributions satisfies some “consistency” conditions. More precisely, we notice that, for
a choice of n € N and t1,...,t, € T, because of the definition of y, . ¢,, we have

,U«t1,---7tn<B) = P[(tha ce 7th) € B], Be&™.

Therefore, for B € &™ and t1,...,th, tht1, .-« stnem € T, n,m € N, we have

m-times
——f—
(BXxE X ...xE)
=P{(Xt,,---, Xt,) € BN {(Xtniss- -+ > Xtny) € E™}]
= ]P[{(th, . ,th) c B}],
where we used {(Xy, ..., Xt,,) € E™} = Q, E being the state space of X. The
previous computation shows that, for every B € &™ and t1,...,tn, tnt1, -5 tntm € T,

n,m € N, the family of the finite dimensional distributions of a stochastic process X
satisfies the relation

/"[’tlv'~-7tn7tn+l7~-~7tn+m

m-times
—_——
[t eoistntn gt retnm (B X EX o X E) = gy 4, (B). (2.1)

Moreover, if B € &" has the form B = By X ... X B, and ty,...,t, € T, for any
permutation 7 of {1,--- ,n}, we have

Mtﬂ'(l)""?tﬂ'(n) (Bﬂ-(l) X X Bﬂ-(n))
= P[Xr(1) € Br(1)s- > Xn(n) € Ban))
:P[Xl € Bl,...,Xn € Bn]

that is, for every rectangle B € &", every t1,...,t, € T and every permutation m of

{1, - ,n},
Bty sty (Br(1) X -+« X Br(n)) = pty,. 4, (B1 X ... X By). (2.2)
Because of the previous discussion, we can state the following definition and theorem.

2.1.3 Definition. Let n € N and assume that with each t1,...,t, € T we can associate
a probability measure vy, 4, on (E",&").

(i) The family of probabilities v := {14, 4., t1,...,t, € T; n € N} is called a system
of finite dimensional distributions (not necessarily of a stochastic process)

(ii) A system v of finite dimensional distributions is consistent if it satisfies (2.1) and
(2.2), called consistency conditions.
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Notice that in Definition 2.1.2 we started with a stochastic process X and we defined
the system of finite dimensional distributions of X. In Definition 2.1.3 we have no
stochastic process coming into play but only a by T-parametrized family of probability
measures, called system of finite dimensional distributions. At this point it is important
to note the difference between “system of finite dimensional distributions of a process”
and “system of finite dimensional distributions”.

2.1.4 Theorem. Let X be a stochastic process with state space (E,&) and let p be the
family of the finite dimensional distributions of X. Then the family p is consistent.

Kolmogorov Extension Theorem is in a certain sense the converse of Theorem 2.1.4.
The question is the following. Let T be an index set, (F,&) a measurable space and
vi=A{vy, t., t1,-..,tn € T; n € N} a given family of probability measures, such that
Vi, t, 1S a probability measure on (E",&"), for every t1,...,t, € T, n € N. There
exists a probability space (Q2,.%#,P) and a stochastic process X on it having (F, &) as
state space and such that the family p of the finite dimensional distributions (with
respect to PI!1) of X is equal to v, that is, such that

"

fity,.otn (B) = P[(Xyy, ..., Xy,) € Bl = vy, (B)

for every B € &™ and every t1,...,t, € T, n € N? Clearly, this question is to general
to be well formulated: If v has to be the family of the finite dimensional distributions
of a stochastic process, according to Theorem 2.1.4, it has to be, at least, consist-
ent. Kolmogorov Extension Theorem claims that, if the state space (E,&) is “regular”
enough, then the consistency conditions (2.1) and (2.2) are necessary and sufficient for
v to be the system of finite dimensional distributions of X.

The proof of Kologorov Extension Theorem is constructive: the existence of the prob-
ability space (€2, .#,P) and of the process X is proven constructing a measurable space
(Q, .#) and then defining on it a probability measure. On this space a stochastic pro-
cess X is explicitly constructed and then it is proven that the family p of the finite
dimensional distributions of X are equal to the given consistent system of probabilities
v.

Before we formulate and sketch the proof of Kolmogormov Extension Theorem, we
need some preparation.

By ET we denote the set of the mappings f on T into E, that is f € ET if and only
if f:T— FE.

2.1.5 Definition. (i) Let 7 := (t1,...,t,) be an element of 7™ and B of &™. The set of
functions f € ET such that f(7) := (f(t1),..., f(t,)) belongs to B is called cylindrical
set (in ET with basis B over the coordinates 7) and it is denoted by C, (7, B), that is,

Cn(r,B):={f € E": (f(t1),...,f(tn)) € B}.
(ii) By & we denote the family of cylindrical sets, that is
o ={Cp(1,B), Beé&", 7€T" neN}.

(iii) By &7 we denote the o-algebra generated by the cylindrical sets &7 := o (7).
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According to Gihman & Skorohod (1974), 1.1.§4, Theorem 1 we have
2.1.6 Theorem. The family </ of cylindrical sets forms an algebra of subsets of ET.

Proof. For B € &™ and 7 € T™ the identity C,,(7, B)® = C,(7, B®) and clearly ET =
Cpn(7, E™) is a cylindrical set. The last property to prove is that <7 is N-stable. We do
not show this part in details but only give an example: Let us consider the cylindrical

sets {f : f(t1) € B1} and {f : f(t2) € Ba}. Then setting 7 := (t1,t2), we get {f : f(t1) €

Bi}n{f: f(t2) € B2} = Ca(7, B1 X Ba). [
We furthermore observe that if B € &", 7 := (t1,...,t,) € T"and 0 := (81,...,8m) €

T™, setting 7|0 := (t1,...,tn, S1,...,Sm), then
Crim(t|lo, B x E™) = Cy(7, B). (2.3)

Formula (2.3) shows that different coordinates and basis can generate the same cyl-
indrical set.

Now we are ready to formulate an give a sketch of the proof of the following theorem
(cf. Gihman & Skorohod (1974), 1.1.§4, Theorem 2).

2.1.7 Theorem (Kolmogorov Extension Theorem). Let T be a parameter set and (E, &)
a measurable space. Let p1 := {4, 1., t1,...,tn € T; n € N} be a system of finite
dimensional distributions. Assume that

(i) E is a separable complete metric space and & = B(FE) is the Borel o-algebra of E
(with respect to the topology of the metric);

(ii) the system p of finite dimensional distributions satisfies the consistency conditions
(2.1) and (2.2).

Then there exists a probability space (Q, F,P) and a stochastic process X = (Xt)ter
on this probability space and with state space (E, &) admitting u as associated system of
finite dimensional distribution with respect to P, that is, such that for every B € &™,
t1,...,tn €T, and n € N,

P[(thv s 7th) € B] = My, tn (B) (24)
holds. Furthermore the probability measure P on (2, F) is uniquely determined by (2.4).

Sketch of the proof. In the proof of the theorem the probability space and the process
are concretely constructed.

Step 1: Definition of Q and of P on /. We define set Q := ET. Let </ be the algebra
of the cylindrical sets of 2 (cf. Theorem 2.1.6). For 7 = (t1,...,t,) € T" and B € &"
we consider C = C, (7, B) and set

P'(C) = puy...1,(B). (2.5)

Because of the consistency conditions (2.1) and (2.2), (2.5) uniquely defines P’ over o/
(cf. (2.3)), that is (2.5) does not depend on the special representation of the cylindrical
set C.

Step 2: Construction of F and construction of P. Because of the o-additivity of
Wiy, 00 &™, P’ is finitely additive on the algebra 7 of cylindrical sets. In other
words, according to Bauer (2001), Definition 3.1, P’ is a content on the algebra < (a
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content v is a nonnegative finitely additive set function on a ring such that v(0)) = 0).
The main point of this step is to show that P’ is a premeasure (that is a o-additive
content) on /. To prove this, one has to use the topological properties of (E,&).
Notice that (2.5) ensures the finiteness of P’. We can therefore apply the following
result: Every o-finite premeasures i on a ring % can be extended in a unique way to
a measure y on o(Z) (cf. Bauer (2001), Theorem 5.6). Let P be the extension of P’
to &1 := o(a/). We set F := &1 and denote by P the unique measure obtained as
extension of P’ to #. From (2.5) we immediately deduce that PP is a probability measure
on (2, F) (P/(Q) = it (E") = 1).

Step 3: Construction of the process X. Let w be an element of {2, that is a function
on T into E (recall that by construction = ET) and define

Xi(w) = w(t). (2.6)
The mapping X : QxT — E defined by (2.6) is clearly a stochastic process on (2, .#,P)
with state space (E, &) and for each B € &", 7 = (t1,...,t,) € T™, n €N,
P[(X;,,.... X;,) € B
= Pl(w(t1),...,w(ty)) € B] = P[C, (7, B)]
= P/[CH(T>B)] = Bty tn (B)

meaning that p is the system of finite dimensional distributions of the process X and
the proof is complete. O

We observe that if we take T' = [0, +00) and £ = R?, d > 1, then the consistency con-
ditions (2.1) and (2.2) for the system of finite dimensional probabilities can be simplified
to

Ptr,otn(B1 X ... XBr_1 X EX Bpyy...x By) =
Foty ot 1 tkg 1ot (By X ... X By—1 X Biq1 ... X By)

and the following theorem (cf. Shiryaev (1996), 11.§9, Theorem 1) holds

2.7)

2.1.8 Theorem. Let p := {p4; .1,, t1 < ... < t,} be a system of finite dimen-
sional distributions such that pyg,,..t, , t1 < ... < t,, is a probability measure on
((Rd)",%’(Rd)"), and satisfying (2.7). Then there exists a probability space (2, .7 ,P)
and a stochastic process with state space (Rd, %(Rd)) such that its associated system of
finite dimensional distributions is given by p.

We conclude this section fixing some notations: In the remaining chapter of these
notes, we shall consider (E, &) equal to (R, Z(R)) or (R% #(R?)) and T equal to Ry
or to [0,T], T > 0 (little abuse of notation!).

Existence of a regular version of the conditional probability. At this point we
can give an answer to the question about the existence of a regular version of the con-
ditional probability, at least in the case of the conditional distribution of a stochastic
process X.

Let (2,.%#,P) be a probability space, 4 C .% a sub-o-algebra of .# and X a stochastic
process with state space (E, &) := (R%, B(R%)). For the following theorem see Shiryaev
(1996), corollary to Theorem 5 in Chapter II, §7.
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2.1.9 Theorem. Let P[X; € B|¥] be the conditional distribution of X given &. Then
there exists a regular version of the conditional probability, which we denote by P[X,; €
B|9]. Furthermore, for every bounded real-valued positive function f, the following
formula holds

E[f(X,)|¥] = /E JW)PIX, € dy|9).

2.2 Paths of stochastic processes

In this section we denote (F,&) := (R,2(R)). This will be the state space of all
stochastic processes we are going to consider. A probability space (2,.%#,P) is given.
Let X be a stochastic process.

2.2.1 Definition. Let X be a stochastic process with values in (F, &).

(i) The mapping ¢t — X (w) is called path or trajectory of the process X.

(ii) The process X is said to be (a.s.) continuous if (almost) all its trajectories are
continuous.

(iii) The process X is said to be (a.s.) cadlag if (almost) all its trajectories are cadlag.

(iv) The process X is said to be stochastically continuous (or continuous in probability)
if

iiLI%IP’[|Xt—XS| >¢] =0, foreveryt>0ande>0.

2.2.2 Remark. We remark that the word cadlag is the abbreviation of French “continue
a droite, limité a gauche”. This means that the paths of the process X are right-
continuous and admit finite left-limit in everye point, that is

l;?tl X =X;, lgn X, exists and is finite for every ¢ > 0.
2.2.3 Definition. Let X be a cadlag process.

(i) We define the random variable X;_ for every t > 0 as X;_ := limg X, which
is finite, and Xo_ := Xop. By X_ = (Xi—)i>0 we denote the left-hand-limit process
associated with X.

(ii) The jump process AX := (AXy)i>0 of X is defined by AX; := Xy — Xy, t>0.

(iii) If, for a fized t > 0, AX; # 0 we say that the process X has a fized discontinuity
at fixed time ¢ > 0.

Notice that for any cadlag process X, AXg = 0. Furthermore, if X is a continuous
stochastic process, then X_ = X and AX = 0. For two stochastic processes X and Y,
there exist different concepts of equality:

2.2.4 Definition. Let X and Y be stochastic processes. Then X and Y are
(i) equivalent if they have the same finite dimensional distributions
(ii) modifications if P X; = Y;] = 1, for every ¢t > 0.
(iii) indistinguishable if P[X; =Y, for every t > 0] = 1.
(iv) (a.s.) equal if X;(w) = Yi(w) for every ¢ > 0 and for (almost) every w € €.
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If X is a cadlag and stochastically continuous process, then X has no fixed dis-
continuities a.s. This means that, the random variable AX; is equal to zero a.s., for
every fixed ¢ > 0. This is a delicate point: If X is stochastically continuous then
the process AX is a modification of the process identically equal to zero. However,
these two processes are not indistinguishable.

2.2.5 Exercise. (x) (i) Prove that the implications (iv) = (#i) = (it) = () holds
in Definition 2.2.4. Do the implications in the converse direction hold? If no, give an
example of two processes which are modifications of each other but not indistinguishable.
Prove that if ¢ € N, then (i7) < (éi7). Show that the same holds for right continuous
processes which are modifications of each other.

(ii) Let X be stochastic continuous and ¢;(u) := Elexp(iuXy)], v € R, ¢ > 0. Then
the mapping ¢ — ¢;(u) is continuous.

The importance of the cadlag property for stochastic processes will be made clear in
the following chapters. We notice here that this property was used to define the process
X_ and hence the jump process AX. Furthermore the following result, for which we
refer to Appelbaum (2009), Lemma 2.9.1, holds.

2.2.6 Theorem. Let X be a cadlag process. Then
(i) For any € > 0, the set Sc := {t > 0: |AXy| > €} is finite.
(ii) The set S :={t > 0: AX; # 0} is at most countable.

Theorem 2.2.6, (i) asserts that a cadlag process has only finitely many fixed discon-
tinuities bigger in absolute value of a given positive number, while Theorem 2.2.6, (ii)
claims that fixed discontinuities of a cadlag process are at most countable.

Observe that one important consequence of Theorem 2.2.6 is that for any cadlag
process, the infinite sum

Z |AX8| = Z |AX8’1{AXS750}5 t>0

0<s<t 0<s<t

consists at most of countably many terms. Therefore it is a well-defined random variable
taking values in [0, +oc].

We conclude this section with the well-known Continuity Theorem of Kolmogorov,
ensuring sufficient conditions for the existence of a (Holder-)continuous modification of
a given stochastic process. We refer to Revuz & Yor (1999), Chapter I, Theorem 1.8.

2.2.7 Theorem. Let X be a stochastic process with state space (E,&) such that there
exist three real numbers o, 5,c > 0 such that for every s,t € Ry the estimate

E[|X: — Xi|°] < cft — 5|

holds. Then there exists a continuous modification Y of X. Furthermore the paths of Y
are Holder-continuous with parameter v < a/f.
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2.3 Filtrations, stopping times and martingales

In this section we denote (E, &) := (R, ;%’(R)) Let (9, Z,P) be a probability space. By
N (P) we denote the null sets of P, i.e., # (P):= {ACQ:3Be.%, AC B, P(B) =0}.
If 4 (P) is not contained in .% we enlarge the o-algebra by setting . := .Z V.4 (P). We
call % the completion of F (in itself) with respect to P or simply P-completion of F
and we say that (€2,.%,P) is a complete probability space. If not otherwise specified, we
assume a probability space to be complete. In the remaining of this chapter we assume
that a complete probability space (2,.%,P) is fixed.

2.3.1 Definition. (i) A family F = (.%;):>0 of sub-c-algebras of .# which is increasing
is called a filtration, that is, % C % is a o-algebra, t > 0, and %, C %, 0 < s < t.

(ii) A filtration F is called complete if A (P) C .%; for every t > 0.

(iii) With a filtration F = (%;):>0 we associate the filtration Fy = (Fy)i>0 by
Fry = NesoFpre. The filtration F is called right-continuous if F = Fy, that is, if
Fir = Fy, t > 0. Note that Zp = .

(iv) A filtration F which is complete and right-continuous is said to satisfy the usual
conditions.

Notice that if a filtration F is not complete we can introduce the complete filtration
F = (%i)i>0 by setting % = Fy V A (P), t > 0, and we call the filtration F the
P-completion of F (in .%).

Given a filtration F we can always associate to it a filtration F satisfying the usual
conditions by setting % := Fpy V A (P), t > 0. In the following of this work, if not
otherwise specified, we shall always consider filtrations satisfying the usual conditions.

The mathematical concept of a filtration F has the following interpretation: The
events B € .%; are known at time ¢ > 0. That is F models the flow of information which
increases in time.

We set

F=Fi=0 (Utzo ﬁt> . (2.8)

2.3.2 Example. With a stochastic process X, we associate the o-algebra j}X =
o(Xs, 0<s<t). We call the filtration FX = (.Z,X);>¢ the filtration generated by X.
Let X := .2 v ¥ (P) denote the P-completion of .%;X. The filtration FX := (% )i>0
is the P-completion of FX (in #). By FY = (jt)i)tzo we denote the smallest right-
continuous filtration containing the filtration generated by X, i.e., 9?_{ ) th ,t>0.In
the sequel, the most relevant filtration associated with the stochastic process X will be
Fff , i.e., the P-completion in .# of Ff . The filtration Ff satisfies the usual conditions
and we call it the natural filtration of X.

A stochastic process X is always adapted to its generated filtration FX. Moreover, it
is adapted to a filtration F if and only if FX C F.

2.3.3 Definition. (i) A process X is adapted to a filtration F if X} is .#-measurable,
for every t > 0.

(ii) A process X is called progressively measurable if, for every u > 0 the mapping
(w,t) = X(w,t), t <wu, from Q x [0,u] to E is (%, ® A([0,u]), &)-measurable.
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2.3.4 Exercise. (x) Show the following claim: Let X be an F-adapted process and
assume that the filtration is complete. Then every modification Y of X is adapted.

Observe that any progressively measurable process is measurable and adapted. The
converse claim is, in general, not true. However, the following result holds (cf. Dellacherie
(1972), Theorem 11 in Chapter III).

2.3.5 Theorem. Let X be a stochastic process.
(i) If X s right-continuous or left-continuous, then it measurable.
(ii) If furthermore X is adapted, then it is progressively measurable.

Now we come to the important notion of stopping time.

2.3.6 Definition. Let F be a given filtration.

(i) A mapping 7 on € into [0, +00] is called a stopping time (with respect to F) if the
set {7 <t}:={weQ: 7(w) <t} is F-measurable, for every t>0.

(ii) Let 7 be a stopping time. We define .7, :={A € . : An{r <t} € F#, Vvt >0}

We now enumerate some (assumed to be known to the reader) properties of stopping
times:

(i) 7 =t is a stopping time, ¢ > 0.

(ii) For a stopping time 7, %, is a o-algebra.

(iii) Maxunum minimum and sum of stopping times are stopping times.

(iv) Z, - for any stopping times o and 7 with o < 7.

(v) Tisa IF 4- stopplng time if and only if {7 < t} is .Z#-measurable, for every t > 0.

Let X be a process and 7 a finite-valued nonnegative random variable. We denote by
X; the mapping w — X (w,7(w)) on Q into E. It is clear that, if X is a measurable
process, then X is a random variable. Indeed, X, is the composition of the measurable
mappings w — (w, 7(w)) of  into  x Ry and of (w,t) — X (w,t) of @ x Ry into E. In
particular, if 7 is a finite-valued stopping time, X is a random variable. If furthermore,
X is progressively measurable, X, is .%,-measurable (cf. Dellacherie (1972), Chapter III,
Theorem 20 or Revuz & Yor (1999), Chapter I, Proposition 4.9).

2.3.7 Definition. Let X be a measurable F-adapted process and 7 a stopping time.
The process X 7 = (X[ )¢>0 defined by X := X, ¢ is called stopped process (at time 7).

If X is an F-adapted stochastic process and B € & is a measurable sets, we define the
random variable

T :=inf{t > 0: X; € B}, (2.9)

with the convention inf () := +o00. The relevant question is if this random variable is
an F-stopping time. We summarise in the next theorem some results concerning this
problem

2.3.8 Theorem. (i) Let X and F be right-continuous and B be an open set. Then g
18 a stopping time.

(ii) Let X be continuous, F right-continuous and B closed. Then Tp is a stopping
time.

(iii) Let X be progressively measurable and assume that F satisfies the usual conditions.
Then Tp is a stopping time for every B € &.
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Proof. We only verify (i) and (ii). To prove claim (iii) a very deep result, called “debut
theorem”, whose proof is demanding, is needed. We refer Dellacherie (1972), Chapter
III, Theorem 23.

We start proving (i). Clearly {75 < t} = (J,.,{Xs € B} holds. Because B is open and
X is right-continuous, U, {Xs € B} = U, seq{Xs € B}. Therefore J,_{X; € B}
is .#;-measurable, as a countable union of .%;-measurable sets. Hence, {75 < t} is .Z;-
measurable, which is equivalent to {7p < t} is %#;-measurable, F being right continuous
and the proof of (i) is complete. We now show (ii). Let d(-,-) denote the Euclidean
distance in (E,&) and let U, := {x € E : d(z,B) < 1/n}. Then U, is an open
set, its closure is U,, = {x € E : d(z,B) < 1/n}. Because of (i), 7y, is a stopping
time and 7y, < 1p,,,, n > 1. Let 0 := lim, yc 7y,. Then o is a stopping time and
because 1y, < 7B, we also have 0 < 7. We now show ¢ = 7p and for this ¢ > 75 is
sufficient. Notice that if o(w) = 400, then 75(w) = +00 and therefore o(w) = 75(w)
on {o = oo}. We now consider the case 0 < +o0o. Because of the continuity of X,
Xo(wy(w) = limp 400 X; (o) (w) and X, (y(w) € Uy, C Up, for every n > m. Hence
Xo(w)(w) € Up, m > 1 and therefore X,y (w) € Np—; Um = B, which implies 75 < 0.
The proof of the theorem is now complete. O

Now we introduce martingales.

2.3.9 Definition. Let F be a filtration and X an F-adapted stochastic process. Then
X is a non-cadlag martingale (resp. submartingale, resp. supermartingale) (with respect
to F) if

(i) X; € LY(P), for every t > 0;

(i) E[X¢|.Z5] = X5 (resp. E[X{|.%s] > X, resp. E[X|.Z5] < X;), for every 0 < s < t.

If X is furthermore cadlag , we call it simply a martingale.

The next theorem ensure the existence of a cadlag modification of a martingale. For
the proof see He, Wang & Yan (1992), Theorem 2.44.

2.3.10 Theorem. Let X be a non-cadlag martingale with respect to a filtration I satisfy-
ing the usual conditions. Then there exists a modification of X which is an F-martingale
(that is cadlag ).

We will always assume that the filtration [F satisfies the usual conditions. In this case
we always consider martingales (if we have a non-cadlag martingale we pass to the cadlag
modification, according to Theorem 2.3.10).

2.3.11 Lemma. Let (X ")nen be a sequence of F-martingale such that X' converges to
X; in LY(P) as n — +o0, for everyt > 0. Then X is adapted and satisfies (i) and (i)
of Definition 2.3.9.

2.3.12 Exercise. (x) (i) Show Lemma 2.3.11.
(i) Is X cadlag ?

2.3.13 Theorem. Let 7 be a bounded stopping time (|7| < M, M >0, a.s.) and let X
be a martingale. Then the stopped process X7 is again a martingale. Furthermore, for
every bounded stopping time o the relation E[X;|.%,] = X, holds on {o < T}.
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2.3.14 Remark. The claim of Theorem 2.3.13 still holds if 7 and ¢ are general stopping
times (also not finite) and X is a uniformly integrable martingale. This is in particular
true if X; is dominated in L' by a random variable Y (cf. Jacod & Shiryaev (2000),
Chapter 1, Theorem 1.39).

Let X be a martingale and 7" > 0. The following estimate is the well-known Doob’s
inequality:
E| supiepo.ry th|?} < LE[X7|?], p>1. (2.10)

2.3.15 Definition. Let X be a martingale over [0,7], T > 0. We say that it is square
integrable if Xp (and hence each X3, t < T) is square integrable.

2.3.16 Exercise. If X is a square integrable martingale with time set [0, 7], is it uni-
formly integrable? What is the definition of a square integrable martingale if the time
set is Ry 7

We conclude this section with the important procedure of localization.

2.3.17 Definition. Let € be a class of stochastic process. We denote by %o the
localized class of € defined as such: A process X belongs to %loc, if there exists a
sequence of stopping times (7,,)nen such that 7, T +00, n — +o0, such that X ™ € 7.
The sequence (7, )nen is called a localizing sequence for X (relative to €).

2.3.18 Exercise. (*) (i) Give the definition of a local martingale.

(ii) Show that any local martingale which is bounded in L! is a true martingale. Is a
local martingale integrable, in general?

(iii) Define the class of locally bounded processes.

(iv) Let IF satisfies the usual conditions. Show that any continuous adapted process is
locally bounded.

Solution. (1) An F-adapted stochastic Process X is called a local martingale if there
exists a sequence of stopping times (7,,)nen such that 7, T 400, n — +oo, such that
X ™ is a martingale.

(i) We assume that X is a local martingale such that |X;| <Y € L!'(P). Then, if
(Tn)n>1 1s & sequence of stopping times localizing X, applying Lebesgue’s theorem on
dominated convergence we get, for every 0 < s < ¢,

X,= lim XT'= lim E[X]F] = B[ lm_X[|7] = B[X|.7),
meaning that X is a true martingale.

(iii) A locally bounded adapted process X is a stochastic process such that there exists
a sequence of stopping times (7, )nen such that 7, T 400, n — 400, such that X ™ is
bounded. If X has continuous paths and starts at zero, then 7, := inf{t > 0: | Xy| > n}
is a stopping time by Theorem 2.3.8. By continuity of X, (7,)n,>1 is an increasing
sequence of stopping times and, again by continuity, X™ is a bounded process. O

We notice that if X is a cadlag process starting at zero, then the left-limit process is
locally bounded. Indeed, 7, := inf{t > 0: | X;| > n} is a localizing sequence: If t < 7,,
then | X;| < n. It could happen, that X has a jump in 7, therefore this is not a localizing
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sequence for X but, because X;_ is the left limit of X, this never happens. Notice that
if X is a continuous process, then the sequence (7,,)nen is always a localizing sequence.
If Xo # 0, then (7,)nen is a localizing sequence for 1¢g )X, in case X is cadlag, or
for 1(g,400)X if X is moreover continuous.

2.4 Markov processes

Let as usual (E,&) denote (R, Z(R)). We consider a stochastic process X on a (com-
plete) probability space (2,.%,P) with values in (E, &) and denote by FX the filtration
generated by X (cf. Example 2.3.2). The filtration FX models the flow of information
generated by X. Therefore, th := 0(Xs, s < t) is the history of the process X up
to time t > 0. Let s < ¢ and assume that at this point (“the present”) we want to
make a prediction about the future of X (that is about X;), knowing all the history
of X up to time s > 0 (that is .Z.X). If we compare o(X,) with .Z2X, then clearly the
second og-algebra is, in general, bigger than the first one. Therefore, one could think that
making a prediction on Xy at time s <t using jSX , would issue a “better” result than
using only o(Xs). A Markov process is a process for which in the procedure described
above, the use of f/:sX is not more effective than the one of o(Xs). That is, for Markov
processes the conditional distribution of X; given ﬁ;s , 18 a measurable function of Xj:

P[X; € AlF}] =g (X,), Ae&

where g4 is a measurable function. In the remaining of this section we try to formalize
the intuitive definition of a Markov process given above. Then we shall show the exist-
ence of Markov processes as a nice application of Kolmogorov Extension Theorem (cf.
Theorem 2.1.7). For this section we refer to Revuz & Yor (1999), Chapter III.

2.4.1 Definition. A kernel N on (E, &) is a mapping on F X & into R} U {+oo} such
that

(i) A — N(z, A) is a positive measure on &, for every z € E.

(ii) = N(z, A) is &-measurable, for every A € &.

If furthermore the kernel N is such that N(z, E) = 1, for every € E, then N is
called a transition probability.

Let N and M be kernels on (E,&), f > 0 a &-measurable function and A € &. We
define the mappings = — N f(x) and (z, A) — M N(x, A) by

N f(z) ::/EN(x,dy)f(y), MN (z,A) ::/EM(x,dy)N(y,A). (2.11)

2.4.2 Exercise. (i) Show that the mapping z +— N f(x) in (2.11) is measurable and
nonnegative. (Hint: Use Theorem 1.2.2 for f bounded...)
(ii) Show that M N in (2.11) is a kernel on (E,&).

2.4.3 Definition. (i) A transition function on (K, &) is a family P = (Ps;)o<s<ter, Of
transition probabilities on (E, &) such that for every A € &, s <t < v and x € E the
relation

Py oz, A) = /E Pyo(.dy)Pro(y, A) (CK)
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holds.
(ii) A transition function P is called homogeneous if Ps; depends on s an t only
through their difference ¢t — s. In this case we write P; := Fp; and (CK) reads

Popy(z, A) = /E Py(z,dy)Pi(y, A), (CKH)

for every s and ¢. In other words, P = (P;);>0 forms a semi-group.

The equations (CK) and (CKH) are called respectively, Chapman—Kolmogormov and
homogeneous Chapman—Kolmogormov equation.

2.4.4 Definition. Let (2, .#,P) be a probability space and let F be a filtration of events
of Z. Let a probability measure u be given and X be an adapted stochastic process with
value space (F, &) and initial distribution p (that is, Xo ~ p). Let P be a transition
function on (E, &).

(i) We say that X is a Markov process (relative to F) with transition function P if,
for every f >0, 0 < s < t, we have

E[f(X))|.7] = Pt f(Xs), as. (2.12)

(ii) If furthermore the transition function is homogeneous, then X is a homogeneous
Markov process (relative to F) and (2.12) reads

E[f(X))|Zs] = Py f(X,), as. (2.13)

Notice that, if (2.12) and (2.13) hold for measurable nonnegative bounded functions,
then they also hold for every measurable bounded function.

As we mentioned in the introduction of this section, for a Markov process with re-
spect to a filtration F, we expect that the conditional distribution of X; given % is a
measurable function of X;. We say that an F-adapted process X possesses the Markov
property if

PX; € B|Z,| =P[X; € B|X,], 0<s<t, Beé&. (MP)

2.4.5 Theorem. Let X be a Markov process relative to F with transition probability P.
Then X possesses the Markov property (MP).

Proof. Let f > 0 be a measurable function, then Ps;f(X;) is 0(X,)-measurable. Taking
now B € & and f = 1p, yields Ps;f(z) = Ps(x, B). Therefore, using the property of
the conditional expectation, X being a Markov process,

P[X: € B|X,] = E[E[15(X})|%s]| Xs] = E[Ps (X5, B)|Xs] = Ps (X5, B) = P[X; € B|.Z]
and the proof is complete. O

For Markov processes it is easy to determine the family of the finite dimensional
distributions, as the following theorem and the subsequent corollary show.
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2.4.6 Theorem. Let X be a Markov process relative to F with initial distribution and

associated transition function p and P respectively. Then, for every fi,..., fn measur-
able, bounded and nonnegative functions, and every 0 =tg < t;1 < ... <t,, n € N, we
have

E

E)fi(Xti)] :/Eﬂ(dxo)fo(xo)/Epo,tl(xo,dm)fl(m).../EBn_l,tn(:vn_l,d:cn)fn(gyn),
(2.14)

Proof. The proof is given by induction. For n = 1, using the properties of the conditional
expectation and then the definition of a Markov process, we get

E[fo(X0)f1(Xt,)] = Elfo(Xo0)E[f1(Xt,)|Fo]] = E[fo(Xo) Po.t, f1(Xo)]
:/E,u(dxo)fo(xo)Po,tlfl(ﬂﬁo)

— [ masfoteo) [ Pos (o dan (o).
E E

We now assume that the claim of the theorem holds for m = n — 1 and show it for
m = n. Using the properties of the conditional expectation and then the definition of a
Markov process, issues

E

n [n—1
[Trx0| =E| 1 fi(Xti)E[fn(th)@tnl]]
=0 L :=0

[n—1
=E H fi(Xti)Ptn_l,tnfn(th—1)]

L i=0

[n—2
=E H fi(Xti)ﬁl—l(thl)] g

L =0

where ﬁl,l(x) = fa—1(x) Py, t, fn(x). Clearly (why?) fn_1 is bounded and nonnegat-
ive. Therefore we can apply the induction assumption to conclude the proof. ]

2.4.7 Corollary. Under the assumptions of Theorem 2.4.6,

P[Xo € By, ... ,th € Bn] = / M(dxo)/ P07t1 (mo,dxl)/ . / Ptn—lytn (a:n_l,da:n)
BO Bl B2 n

for every By,...,B, € & and every 0 =ty <t1 <...<t,, neN.
Proof. Let fi(x) =1p,(x),i=0,...,n and apply Theorem 2.4.6. O

Theorem 2.4.6 shows that the transition probability P and the initial distribution p
of a Markov process X, completely determine the finite dimensional distribution of X,
which are given in Corollary 2.4.7.
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Existence of Markov processes. As a next step we want to show the existence of
Markov processes. More precisely, let P be a transition function and p a distribution
both on (E, &), we prove the existence of a probability space (2,.%#,P), of a stochastic
process X on it such X is a Markov process with transition function P and initial
distribution  with respect to FX (see Example 2.3.2). We apply Kolmogorov Extension
Theorem (Theorem 2.1.7 and Theorem 2.1.8).

As a first step we associate with a transition function P and an initial distribution p
on (E,&) a system of finite dimensional distribution. This will be the system of finite
dimensional distribution associated with a Markov process X. According to Corollary
2.4.7, the unique possible definition is the following: For every By, ..., B, € & and every
O0=tg<t1 <...<ty, n€N, we define

Ptf,...,tn(BO X By X -+ X By) :=

/ wu(d zg) P07t1(x0,dx1)/ Pyt (@n—1,dxy).
Bg B B> B,

(2.15)

The system P* := {P/' ,, 0=ty <t1 < ... <tyn € N} is the system of finite
dimensional distributions generated by P. The aim is to associate with P* a Markov
process.

2.4.8 Remark. (i) At this point P and u are only a transition function and a probability
distribution on (E, &): They are not yet related with a Markov process.

(i) For every 0 = tg < t; < ... <tn, B!, isa probability measure on (E"1,&"F1):
For B;=FE,i=0,...,n, then Ptf’m’tn(E"“‘i) =1.

(iii) Let f be a measurable bounded function. Then

/ +1Ptﬁ,...,tn (dx()v s ,d.%'n)f(.%'(), s 7xn) =
B (2.16)

/ o /L(d(L‘O)PQtI (330, dxl) T Ptn_l,tn ("I,'nfl, d.’En)f(.'Eo, e ,Cﬂn).
En

To see (2.16), consider f; = 1p,, Bi € &, 1 =0,...,n and f(zo,...,zn) = [[1—, fi(z:).
In this special case (2.16) clearly follows from (2.15). The system of bounded measurable
functions ¢ := {1pyx..xB,, Bi € &, i =0,...,n, n € N} is a multiplicative class which
generates &"t!. Using dominated convergence, it is easy to show that the family of
functions .# := { f measurable and bounded : (2.16) holds} is a monotone vector space.
Furthermore % contains ¥. An application of Theorem 1.2.2 yields (2.16) for every f
measurable and bounded function. In particular, if f(zo,...,zn) = [, fi(zi), with
fi > 0 measurable and bounded, ¢ = 0,...,n, then (2.16) becomes

/ Ptlf,...,tn (dx07 o ,dﬂj‘n) H fz(xz) =
En+l o

[ wtdaonsta) [ Ponteodanniten) [ [ P dz)fen),

(2.17)

2.4.9 Lemma. The system P* of finite dimensional distributions in (2.15), is consist-
ent, that is, it satisfies condition (2.7).
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Proof. We know that P/, is a probability measure on (E™+!, &™) for every 0 =
to < t1 <...<tp, n €N Wenow show that it fulfils (2.7). Let By,...,B, € & and
0=ty <t1 <...<ty,n€&N. Then

Byx By XX Bg_1 X E X Bgy1 X+ X Byp) =

" (
tyeote—1:tks bkt 1,0tn

[ ntam) [ Ponoday [ Py (s da)
Bg B1
X/Pt“,tk(ﬁk—hdxk)/ Py tyeir (T, dpeg) - -
E Byy1

X / Ptn_l,tn(xn—lydxn)-
(2.18)

Applying Fubini’s theorem, we deduce the relation

/ Ptk—latk (xk_l,d$k) / Ptk7tk+1 («’L‘k, dxk+1) =
E Byy1
/ / Py e (-1, dog) Py gy (T, dTgg1) =
Byt JE
/ Ptk—17tk+1 (xk—l) d$k+1)
By

where in the last equality we used Chapman—Kolmogorov equation (CK). Inserting the
latter computation in (2.18), yields
Ptlfa---vtk—l7tk7tk+17---7tn(BO X By X+ XBp_1 XEXDBgyp XX Bn) =
tl;,...,tk,l,thrl,...,tn(BO X Bl X o+ X Bk—l X Bk+1 X o+ X Bn)

which is the consistency condition (2.7) and the proof is concluded. O

Now we are ready to formulate the theorem about the existence of Markov processes.
We recall that we use the notation (E, &) := (R, Z(R)).

2.4.10 Theorem. Let P be a transition function and p a distribution on (E,&).

(i) Then there exists a probability space (2, F,P) and a stochastic process X on
(Q, Z#,P) with state space (E,&) such that Xg is p-distributed and P* given by (2.15)
is the system of the finite dimensional distribution associated with X.

(ii) Furthermore the process X is a Markov process with respect to the filtration FX.

Proof. The measurable space (E, &) (with the Euclidean norm) is clearly a Polish space.
Therefore it fulfils the assumptions of Theorem 2.1.8. Because of Lemma 2.4.9 P is a
consistent system of finite dimensional distributions. Hence (i) follows from Theorem
2.1.8. (Exercise: give the explicit definition of (2, #,P) and of X). We have to prove
claim (ii). Because of (i), P* = {P/ ,, 0 =1ty < t1 < ... < t,} is the system
of finite dimensional distribution associated with X. Therefore, for every measurable
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nonnegative bounded f;, i =0,...,n, we have

E

Hfi(Xti)] :/ P, (dxo,... dzy) [ ] filw)
Ertt =0

i=0
= /M(dxo)fo(xo)/ Po (w0, dx1) f1 (961)/ . / Pt (@01, dzn) fr(2n)
E E e JE
as we have seen in Remark 2.4.8 (iii). To conclude, we apply Lemma 2.4.11 below. [

2.4.11 Lemma. Let X be a stochastic process on a probability space (2, F,P) with
value space (E,&). If (2.14) holds for every measurable nonnegative bounded function
fi,i=0,....n,0=1%1 < ... <tp, n €N, then X is a Markov process with respect to
the filtration FX.

Proof. Let 0 = tg < ... < t, < s < t and let ¢ > 0 be a measurable nonnegative
bounded function. Let f;, ¢ = 0,...,n, be measurable nonnegative bounded functions
and f,11 := g. Then, because of (2.14),

n+1
:E[H fl(th)] =
1=0
/E u(dzo) folxo) /E /E Poy s o @ty dn) fulen) /E Py, 4 (n, dy)g(y)-

On the other side

E

[17:(Xe)g(X0)
i=0

(2.19)

E [H fi(Xt,-)P&tg(Xs)] _

=0

/Eu(dffo)fo(ﬂﬁo)/E"'/Eptn_l,tn(%1,d$n)fn($n) /Eptn,s(fﬂmdz)/EPs,t(Zvdy)g(y)-
(2.20)

Applying Fubini theorem and Chapman—Kolmogorov equation yields

[ Prastensde) [ Puatediygo) = [ Postondng(o)
E E E
that is (2.19) and (2.20) are equal for every bounded f;, i = 0,...,n. In particular,

E[1B,x..xB, (X0, Xt,)9(Xt)] = E[lByx..x B, (X0, - - -, X3, ) Ps.t9(X5s)],

for every B; € &,1=0,...,n,0 =1y <t <--- <t, <s. These functions clearly build
a multiplicative class ¥ which generates .#.. From Theorem 1.2.2 it follows

E[Wg(Xt)] = E[Wps,tg(Xs)]
for every bounded jf -measurable random variable W. But this means
E[g(X:)|F¥] = Porg(Xs), 0<s<t,

for every measurable bounded nonnegative g and the proof is complete. O
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Markov property and Markov processes. We complete this section about Markov
processes discussing the converse of Theorem 2.4.5. More precisely, we have seen that
any Markov process X possesses the Markov property (MP). We now consider a pro-
cess X satisfying the Markov property (MP) and ask if it is a Markov process with
respect to some filtration IF. The problem is here that one need to construct a transition
probability starting from (MP). We shall see that this problem is strictly connected
with the existence of a regular version of the conditional probabilities P[X; € B|X,| and
P[Xt S B[ﬁs]

We first give a result concerning the existence of a regular version of the conditional
distribution P[X; € B|X,] which involves transition probabilities. We refer to Kallenberg
(1997), Theorem 5.3.

2.4.12 Theorem. Let X be a stochastic process with state space (E,&) satisfying the
Markov property with respect to the filtration F. Then there exists a transition probability
P on E x &, such that

P, (Xs,B) =P X, € B|X;], Beé, 0<s<t
Px, -a.s.
Because of Markov property we have
P[X, € B|7,] = P[X, € B|X,] = Py(X,, B),

where P is the transition probability of Theorem 2.4.12. Notice that the previous equal-
ities hold a.s. At this point it is important to use the structure of (E, &): Because this
is a Borel space, we can choose a common exceptional set for every B € &.

Let g be a measurable nonnegative bounded function and 0 < s < ¢t. From Theorem
2.1.9, we have

Elg(X,)| 7] = /E PLX, € dylZilg(y) = /E PIX, € dy|X.]g(y)
(2.21)

—/EPS,t(Xs,dy)g(y)—Ps,tg(Xs%

where in the second equality we used (MP). The previous relation shows that, if P
is a transition function, then X is a Markov process in the sense of Definition 2.4.4.
Therefore we have to show that P satisfies (CK). Let 0 <r < s <t and B € &. Then

P.+(X,, B) = PX; € B|X,] "2 PX; € B|#,] = E[P[X; € B|F]|%]

= E[P[X; € B|X,]|Z/] = E[Ps+(X,, B)|.Z].

where in the last but one equality we used (2.21). Setting ¢(X;) := Ps+(Xs, B) in the
previous formula, we deduce from (2.21)

Pri(Xr, B) = E[g(Xi)| %] = Prig(Xy) = / Py s(Xr, dy) Ps iy, B)
E
which is (CK). We summarize the previous discussion in the following theorem:
2.4.13 Theorem. Let X be an F-adapted process with values in (E,&) fulfilling (MP).

Then X is a Markov process with respect to the filtration F with transition probability P
given by Ps(z, B) :=P[X; € B| X, = x|, for every Be &, 0<s<t.
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2.5 Processes with independent increments

Let (Q,.%#,P) be a complete probability space and let X = (X;)¢>0 be a stochastic
process. The random variable X; — X, 0 < s < 't, is called an increment of the process
X over [s,t]. We furthermore consider a filtration F = (.%#;);>0 to which the process X
is adapted.

2.5.1 Definition. (i) We say that X has independent increments if the random vector
(Xty, X, — Xitg, - - - X4, — X3, ;) is independent, for every 0 < tp <t; < ... <tp, n€N.

(ii) If there exists n € N such that the random vector (Xi,, Xy — Xiy,... Xy, —
Xy, ,) is distributed as the random vector (X, Xy —ty,..., Xip—t,_,), for every 0 <
to <t <...<tp, k=0,...,n then we say that X has homogeneous n-dimensional
increments. We say that X has homogeneous increments if it has homogeneous n-
dimensional increments for every n € N.

(iii) If X is F-adapted and X; — X is independent of %, 0 < s < t, then we say that
X has independent increments with respect to F (or F-independent increments).

2.5.2 Exercise. Let X be a process with independent and 1-dimensional homogeneous
increments. Then it has homogeneous increments.

The next theorem establishes the relation between property (i) and (ii) in Definition
2.5.1. The proof of the theorem is left as an exercise. It can be found in Bauer (1996),
§45, or in WTHM, Satz 11.3.

2.5.3 Theorem. (i) If X has independent increments with respect to F, then it has
independent increments.

(ii) If F = I~FX, then a process with independent increments has also independent F-
independent increments.

Processes with independent increments are a special case of processes possessing the
Markov property (MP). To see it, we need the following lemma.

2.5.4 Lemma. Let (Q2,.%,P) be a probability space and (E, &) a measurable space. Let
& and € independent sub-o-algebras of F#. Let ¢ : (E x Q,8 @ ) — (R,Z(R)) a
bounded measurable function. If X : (Q,9) — (E, &) is a (¥, &)-measurable random
variable, then

Ele(X, )] = (Elp(x, "))

Proof. First we deduce the result for the simple case of ¢ with separated variables,
that is p(z,w) = @1(r)p2(w) with @1, @2 bounded, ¢; (&, B(R))-measurable and
o2 (A, 2(R))-measurable. In this special case, the claim follows using first the ¥-
measurability of X and then the ¢-independence of ps:

Elp1(X)2(1)19] = 1(X)E[pa2(-)|] = ¢1(X)E[ea(:)]
= (p1@ELpo()])| = (Blw(a, )]

=X

=X

x:X'

As a next step, we consider the general case. Let . be the class of the functions ¢ as
in the assumptions of the lemma, such that the claim holds. Then £ clearly contains
the multiplicative class € of functions with separated variables, which generates & ® 2.



2.5 Processes with independent increments 31

Because of the monotone convergence theorem, we can conclude that £ is a monotone
vector space and from Theorem 1.2.2, we deduce that .# contains all bounded functions
©(+,+) and the proof is complete. O

We remark that the notation (E[p(z,-)]) is a computation rule and it says: First
X

fix the ¢¥-measurable part of the random variable ©(X,-) and then integrate the inde-
pendent part. After this integration, replace the fixed x with X, to get a ¢-measurable
quantity.

2.5.5 Theorem. Let X be a process with F-independent increments. (i) Then it pos-
sesses the Markov property (MP). In particular, every process with independent incre-
ments possesses the Markov property with respect to FX.

(ii) X is a Markov process with respect to F. In particular, every process with inde-
pendent increments is a Markov process with respect to FX.

Proof. We start proving (i). We define 7 := o(X¢4s — Xt) and 4 := F;. Because
of the F-independence of the increments of X, these two o-algebras are independent.
Because of the adaptedness of X, is X; #;-measurable. If we show that E[¢)(Xy4s)|-F]
is o(X¢)-measurable, then follows

EW(XHS)L%] = E[¢(Xt+s)|Xt]

because of the properties of the conditional expectation. Let
oz, w) = P(Xips(w) — Xi(w) + ).

Then ¢ is & ® s -measurable and hence an application of Lemma 2.5.4 yields

B[y (Xes )| ZElp(X0, )] = (Elp(e, )]

=X

which is clearly o(X;)-measurable. If now F = FX, the claim follows from Theorem
2.5.3. Now (ii) follows from (i) and Theorem 2.4.13. O

It is easy to check if a process with independent increments is a martingale.

2.5.6 Lemma. Let X be an adapted process with F-independent increments such that
Xo = 0. Then X is a martingale (not necessarily cadlag) if and only if the random
variable X, is integrable and E[X,] = 0, for every t > 0.

Proof. If X is a process with F-independent increments such that Xy = 0 and a (not
necessarily cadlag) martingale then E[X;] = E[Xy] = 0, ¢ > 0. Conversely, if X is a
process with F-independent increments such that Xy = 0 and that E[X;] =0, ¢t > 0, we
get

E[X:|.Zs] = E[X; — Xs|.Z6] + Xs = E[ Xy — Xs] + X = X,

proving that X is an F-martingale. O

The F-independence of the increments and the homogeneity of the one-dimensional
increments are stable under convergence in probability, as the following lemma shows.
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2.5.7 Lemma. Let X be an F-adapted process. If (X™)p>1 is a sequence of processes
with F-independent increments (resp., homogeneous one-dimensional increments) such
that X{* converges to X; in probability, for every t > 0, as n — +o0o, then X has
F-independent increments (resp., homogeneous one-dimensional increments).

Proof. We assume that the sequence (X"),>; has F-independent increments (resp., ho-
mogeneous one-dimensional increments). For every 0 < s < ¢, we have

E[e™(XI—X0)|.Z,] = B[e™CT =X (resp., E[e™XF X = E[e™X-s]), ueR.

Letting n converge to 400 in the previous formula and applying the theorem of Lebesgue
on dominated convergence we get

E[e™X—X)|.7,) = E[e™X )] (resp., E[™N %) = E[e™X]), weR,
which concludes the proof. O

We only consider processes X with F-independent increments which are also stochastic-
ally continuous (cf. Definition 2.2.1 (iv)). In this special case we speak of additive pro-
cesses.

2.5.8 Definition. Let X be an adapted and stochastically continuous process such that
Xo=0.

(i) We say that X is an additive process in law if it has independent increments.

(i) If X is a cadlag additive process in law, we simply call it an additive process.

(iii) We say that X is an additive process in law relative to the filtration F if it has
F-independent increments. If X is also cadlag, we simply call it an additive process
relative to IF.

The notation (X, F) emphasizes the filtration relative to which X is an additive process
(resp., an additive process in law) and sometimes we simply say that (X, F) is an additive
process (resp., an additive process in law) to mean that X is an additive process (resp.,
an additive process in law) relative to the filtration F.

2.5.9 Proposition. Let X be an adapted stochastically continuous process such that
Xo=0.

(i) If (X,F) is an additive process in law, then X is an additive process in law.

(ii) The following statements are equivalent:

(a) X is an additive process in law.

(b) (X, FX) is an additive process in law.
(¢) (X,FX) is an additive process in law.
(d) (X FX) is an additive process in law.
(e) (X,F<) is an additive process in law.

Proof. The statement (i) follows from Theorem 2.5.3 (i). Now we come to the equi-
valences in (iii). The statements (a) and (b) are equlvalent from Theorem 2.5.3 (ii).
Furthermore (b) and (d) are equivalent because .%;* and %% differs on null sets: In
general if Y is a random variable which is independent of a sub—a—algebra 4, then Y
is also independent of 4 := 4 v .4 (P). Indeed, if A € ¢, then A = A’ U N, with
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A" € 4 and N € A (P). This implies that the disjoint union AAA" = N N (A)¢ is
also a null set (recall: BAC := B\ CUC \ B). Hence A\ A’ C AAA is a null set.
Because the probability space is complete, then all these null sets are measurable and
hence P[A] = P[A\ A’] + P[AN A’] = P[A']. More generally, for every F' € ¢, we have
P[AN F] =P[A' N F]. If we now take F':={Y € B}, B € &, we get

P[A, F] = P[4/, F] = P[A'|P[F] = P[A]P[F]

for every A € 4, meaning that 4 and Y are independent. This explains (b)==(d).
The converse implication follows because .Z;* D th , for every t > 0. In the same
way one proofs the equivalence between (c) and (e). We have to show that (b) and
(c) are equivalent. It is clear that from (c) follows (b). We now show the converse

implication. Let A € jt)_i and £ := 14. Because of the definition of jfi, £ is jtﬁ 1-

measurable, for every n. Furthermore, since the FX-independence of the increments of
X, & is independent of n, := X, 15— X 1. The joint characteristic function of & and
N, say @€ (1, v), equals @7 (u)ps (v), where " and ¢¢ are the characteristic functions
of n, and & respectively. Let now 1 := X;1; — X;. Because of the stochastic continuity
of X, n, converges to n in law, as n — 400. Hence
P ()t (v) = lim o™ (u)p(v) = lim ™4 (u,v) = @ (u,0)
n—oo

n—oo
which implies the independence of 1 of Z t)i

because .7 t)_(‘_ 12 jfi, for every n € N. O

1, for every n € N. The prove is now complete

We remark that Wang (1981) proved that for an additive process X, the filtration F¥
coincides with f .

2.5.10 Lemma. Let X be a stochastic process with one-dimensional homogeneous in-
crements such that Xg = 0 a.s. and that X; — 0 in probability as t | 0. Then X 1is
stochastically continuous. In particular, any cadlag process with one-dimensional homo-
geneous increments which starts at zero is stochastically continuous.

2.5.11 Exercise. Prove Lemma 2.5.10.
For the next result we refer to He, Wang & Yan (1992), Theorem 2.68.

2.5.12 Theorem. If F is a filtration satisfying the usual conditions and (X,F) is an
additive process in law, then there exists a modification, again denoted by X, such that
(X,F) is an additive process.

We shall always assume that the filtration F with respect to which we consider an
additive process X satisfies the usual conditions and therefore we always consider the
cadlag version of X. In other words, the notation (X,F) has to be understood as: X
is an additive process with respect to the filtration F satisfying the usual conditions.
Notice that in Proposition 2.5.9 (ii), if we remove (a), the chain of equivalences holds
also if we replace FX with a general filtration F. This means that, if F does not satisfies
the usual conditions, then we can consider F,, that is the smallest filtration satisfying
the usual conditions and containing F. Then (X,F,) is an additive process and we can
pass to one of its cadlag versions, which is again an additive process with respect to F..
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Strong Markov property. Let (X, F) be an additive process. For any u € R, 0 < s < ¢,
we introduce

@st(u) :=E[exp(iu(X; — X;))] (2.22)
that is, s is the characteristic function of the random variable X; — Xs. The F-
independence of the increments implies

Vst(t) = @sr(W)pr(u), 0<s<v<t. (2.23)

Because of the stochastic continuity of X, X, converges to X, in probability, as r — v.
This implies that X, converges to X, in law, as u — v (this means that Px, weakly
converges to Px,, u — v). We can therefore conclude that ¢..(-) is continuous is all
its arguments (a characteristic function is always continuous in u). Furthermore, the
following lemma holds:

2.5.13 Lemma. Let (X, F) be an additive process. Then, for allu € R and all0 < s < t,
we have g ¢(u) # 0.

Proof. Let to :=inf{t > s : ps(u) = 0}. Since pss(u) = 1, then ¢y > s. Let us assume
ty < 4+00. By definition of ¢g, it holds ¢, (u) = 0. Let us take t € (s,%p). From (2.23),
we have 0 = @4, (1) = @st(0)prs, (u). But @si(u) # 0, hence it must be ¢y 4, (u) = 0.
Letting t 1 tg, by continuity of the characteristic function of an additive process, we
deduce function @y, 1(u) = limyy, pre,(u) = 0. But this is a contradiction, because
©to.to(w) = 1 by definition. Therefore tg = +o00 and the proof is concluded. O

For an additive process relative to F we can introduce

Zsi(u) : exp(iu(Xy — X)) . (2.24)

 paa(u)
2.5.14 Proposition. The process (Zsi(u))i>s defined by (2.24) is a martingale with
respect to (Ft)e>s, for every u € R.
Proof. Let 0 < s <r < t. Because of the F-independence of the increments and (2.23),
we get

1

E[Z(u)|Z] = oa2(1) exp(iu(X, — X,))Elexp(iu(X; — X,))|.Z]
_pnelw) e .
= () PO = X)) = Zop(u).

O]

We shall write Z; := Zp;(u) and ¢; := ¢o¢. The next theorem shows that for an
additive process the strong Markov property holds:

2.5.15 Theorem (Strong Markov property). Let (X,F) be an additive process and T
be a finite valued stopping time. Let Y = (Yi)i>0 be defined by Y == X4y — X7, t > 0.
Then

(1) Y; is independent of F-;

(ii) (Y2)i=0 has (Fiyr)i>0 independent increments;

(iii) Y is independent of F;.

If furthermore X has homogeneous I1-dimensional increments, then Y; has the same
law of X;.
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Proof. Let us first assume that 7 is a bounded stopping time. Then because Z =
(Z¢)t>0 defined is an F-martingale, from Theorem 2.3.13 we deduce E[Z,4|%;| = Z;,
a.s. Therefore

=) ratu), (2.25)
meaning that X..; — X, is independent of .Z.. If furthermore, X has homogeneous
one dimensional increments, then ¢;,4; = ;. We now assume that 7 is an a.s. finite
stopping time. Then 7, := 7 A n is a bounded stopping time and for every A € %, we
have AN{r <n} € Z, (= # N.Z%,). Because of the first step we get

E[exp(iu(XT-l-t - XT))|<G%\T]

Elexp(ivl angr<ny +iu(Xr, 10 — X7,))] = Elexp(ivl anr<ny) [Elexp(iu (X7, 1+ — X7,))]
and dominated convergence yields
Elexp(ivlg + iw(Xr4: — X7))] = E[exp(ivla)|Elexp(iv(Xr4t — X7))]

meaning that Y; is independent of .%.. We now see (ii). Clearly for 0 < s < t, setting
u:=t—sand o := 7+s, for every a.s. finite stopping time 7, we have Y;— Y, = X,1,— X,
which is independent of %, = %, ;. We have to prove that Y is (#4)i>0-adapted. To
see it, because X is adapted and cadlag, then it is a progressively measurable process
and hence X is an .#¢-measurable random variable, for every a.s. finite valued stopping
time ¢ (cf. Definition 2.3.3, Theorem 2.3.5 and the discussion after Definition 2.3.6).
Therefore, X, and X4, are respectively .#, and .#.;-measurable. We can now conclude
that Y; is .%,;measurable because .7, C .Z..;. To see (iii) it is enough to show that
for every t; < ... < tp, the vector (Y;,,...,Y;, ) is independent of .%,. But this is clear
because Y;, is independent of .%; by (i) and we can proceed by induction over n.

If we now assume that X has homogeneous 1-dimensional increments, for a bounded
stopping time 7, (2.25) yields

Elexp(iu(Xrit — X7))] = ¢t (w),

meaning that Y; is distributed as X; in this special case. To pass to the general case
in which 7 is an a.s. finite valued stopping time, we use dominated convergence as in
the proof of (i) starting from this latter relation. The proof of the theorem is now
complete. O

We remark that, because of Theorem 2.5.15, for every a.s. finite valued stopping time
7 and for an additive process (X, ), from Lemma 2.5.4, we have, for every B € &,

P[X,.; € B|Z,] = PX 1 — X, + X, € B|.Z,] = <IP’[XT+t X, +z€ B])

=X,
and the right-hand side is o(X;)-measurable. Therefore, we have
P[X,1¢ € B|.%;] = P[ X4 € B|X;]

and this justifies why we called Theorem 2.5.15 strong Markov property.
A relevant subclass of additive processes, which we are going to introduce, are Lévy
processes.
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2.5.16 Definition. (i) We say that an additive process (resp., an additive process in law)
is a Lévy process (resp., a Lévy process in law) if it has also homogeneous increments.

(ii) We say that an additive process (resp., an additive process in law) relative to F
is a Lévy process (resp., a Lévy process in law) relative to F if it has also homogeneous
increments.

Let X be a Lévy process (resp., a Lévy process in law) relative to F. The notation
(X, F) emphasizes the filtration with respect to which X is a Lévy process (resp., a Lévy
process in law) and sometimes we simply say that (X, F) is a Lévy process (resp., a Lévy
process in law) to mean that X is a Lévy process (resp., a Lévy process in law) relative
to F. As for additive processes, we shall always consider the cadlag version of a Lévy
process.

A Lévy process with bounded jumps has a finite moment of every order, as the fol-
lowing proposition states.

2.5.17 Theorem. Let (X,F) be a Lévy process with bounded jumps, i.e., such that
|AXy| < ¢, for everyt >0, a.s. Then for every t > 0, the random variable X[ belongs
to L*(P), for every m € N, thus,

E[X,|™] < 400, t>0, meN.

Proof. We define the sequence of stopping times (7,,)n>0 by setting 7y := 0 and then for
n>1, 41 = inf{t > 7, : | Xy — X.,| > ¢}. Then it is clear that (7,,)n>0 is increasing
by definition and that [AX, | < ec. We have 1p < 71 < ... < 7, < .... Without loss
of generality, we can assume that each 7, is an a.s. finite-valued stopping time. Indeed,
if 7, = +o00, by definition, this means that the process X will never exceed the level ¢
after 7,_1. In other words, this means that the process is bounded because there exist
a level which will be never crossed (notice that if 7, = 400, then 7, = +o0 for every
m > n) and in this case the theorem clearly holds. We notice that

sup | Xsar,| < 2cn. (2.26)
0<s<+o0
This can be easily proven by induction. Indeed, if n = 0, there is nothing to prove.
Assuming (2.26) for n = k we have, by the induction hypothesis,

sup [ Xsar,| = sup [Xoar, |V sup  [Xoar| <2kcV sup | Xonn |
0<s<+o0o 0<s<Tg TR <8<+00 T <8<+00

But then, again by the induction hypothesis we deduce

Sup ‘Xs/\m| < Sup ‘Xﬂﬁ-u - X'Tk‘ + ‘Xm‘

TR <8<+00 0<u<Tp4+1—Tk
< sup | X740 — X7 | + 2kc
0<U<Tk+1—Tk

and we have to estimate the first summand on the right-hand side in the previous
inequality. We have two possibilities: 7y1(w) = 400 or T11(w) < +o0o. The first
possibility can be excluded because in this case Supgcy<r, 7, | X740 — Xr| < cand

the prove is finished. In the second case we have
sup [ Xrptu — X | = |X — X | S |AXL [+ X

Tk+1 Th41—
0<u<Tp41—Tk

_XTk’
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and the first term on the right-hand side of this inequality satisfies |AX,, | < ¢ by the
assumptions on X, while | X, — X, | < ¢ because, by definition of 74, | X; — X, [ < ¢
on [7y, Tk41) (notice that X, denotes the process X evaluated at 7411). Therefore,
we deduce sup,, s o0 |[Xsar,| < 2(k + 1)c and the claim holds. We now apply the
strong Markov property for Leévy processes, that is Theorem 2.5.15. The time gap
between 7, and 7,41 is the smallest time ¢ > 0 such that | X, ;+ — X, | > ¢, that is
Tpt1 — Tn = inf{t > 0: | X, ++ — X, | > ¢}. By Theorem 2.5.15, 7,41 — 7, is therefore
independent of ., and is distributed as 7 — 79 = 71. Hence (741 — T%)k=o0,... » is an iid
sequence of random variables. Because of P[r; > 0] = 1, E[fe™"] =: a € (0, 1) holds. Let
us compute

Ele™™] = E[e” (" Tn-te 1] = E[e~ (™~ Tn-V]E[e 1] = qE[e '] = ... = a".

We now are ready to show that the process has finite moments of every order. Let m € N
be arbitrarily fized.

E[ X" =Y B [|X™ necixi<2miner] < D20+ Do) PIXy| > 2nd].  (2.27)
n=0 n=0

Because of (2.26), we have that if |X;(w)| > 2nc, then 7,(w) < t. Therefore {|X;| >
2nc} C {7, < t}. Using Chebychev inequality we can estimate

1
Plr, <t]=Ple ™ >e7] < FE[e_T"] = ela™.

With this latter estimation, we can estimate in (2.27)

E[1X:|™] < ) (2(n+ 1)) P [|X¢| > 2n]
n=0

< i(Q(n + 1)e)"P 1, < ]

n=0
o0
<efcmom Z(n +1)"a" < 400
n=0

(nt2)™

g @ — @ < 1 as n — oo and the proof is complete. a

because



CHAPTER 3

Brownian Motion and stochastic integration

In this chapter we are going to introduce Brownian motion and stochastic integration
with respect to it. We shall see that the pats of the Brownian motion are not of finite
variation. Therefore, it is not possible to give a pathwise definition of the integral with
respect to the Brownian motion.

We use the notation (E, &) := (R, Z(R)).

3.1 Definition, existence and continuity

Let (Q,.7,P) be a complete probability space and let F be a filtration of events of #
which satisfies the usual conditions.

3.1.1 Definition of the Brownian motion

3.1.1 Definition. Let B = (B:):>0 be a process taking values in (EF, &).
(i) B is a Brownian motion if
(a) Bp =0 a.s.
(b) For 0 < s <, the distribution of the increment B; — By is a central normal with
variance ¢t — s, in symbols B; — Bs ~ A7(0,t — s).
(c) B has independent increments.
(i) B is a Brownian motion with respect to F if (c) is replaced by: “B has F-
independent increments”. In this case we say that (B,F) is a Brownian motion.
(iii) We say that B is a continuous Brownian motion (resp., a continuous Brownian
motion with respect to F) if the paths are continuous.

Clearly, if (B,F) is a Brownian motion, then B is a Brownian motion. Furthermore,
if B is a Brownian motion, then (B,F?) and (B,FP) are also Brownian motions. If
furthermore B is continuous, then (B ,Ff ) and hence (B,F?) are Brownian motions (cf.
Proposition 2.5.9).

We recall that a one-dimensional stochastic process is called a Gaussian process if
for every n > 0 and 0 = tp < t; < ... < t, the vector (Xy,,...,Xs,) is normal
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distributed with mean by, . ;, and variance X, . ;.. In other words, a Gaussian process
X is such that the family p = {ue,. .+, 0 = to < t1 < ... < t,, n > 1} of the
finite-dimensional distributions of X is such that gy, . ¢, is an n-dimensional normal
distribution on (E™, &™).

From WTHM it is known that a Brownian motion is a special case of Gaussian process,
as the next theorem shows. For the proof we refer to WTHM, Theorem 10.6 and Theorem
10.7. The proof is left as an exercise.

3.1.2 Theorem. Let 0 <t; <...<t, andn € N.

(i) If B is a Brownian motion, then the distribution of the random vector (By,, ..., By,)
1s a n-dimensional central normal with covariance matrix (Etl,...,tn)ij =1t Ntj, 1,5 =
1,...,n.

(ii) Let X be a Gaussian process such that Xo = 0 a.s. and the distribution of
(Xt1, ..., Xy,) is an n-dimensional central normal with covariance matriz (X, . 1, )ij =
i,j=1,...,n,n € N. Then X is a Brownian motion.

Let po:={puy,..1,, 0><t; <...<ty, n>1} be the family of the finite dimensional
distributions of a Brownian motion. From Theorem 3.1.2, we know that

Lty tn = N (0, (6 At)ij=1,..m)-

Let now Y = (Y1,...,Y,) be a n-dimensional Gaussian vector with mean b and variance
Y. Because of the uniqueness of the characteristic function, this means that (cf. WTHM,
Appendix to Chapter 9), that the characteristic function of Y is

E[exp(i(¢, 1)) = exp (if,0) — §¢7¢), ¢ eR,

where (-,-) denotes the scalar product in R™. If ¥ is non-degenerate, we can associate
to this distribution a density which is

'—;ex —L@-bn'e Nz - x "
frl@) i= s p(-3@-0"=@-b), seR"  (31)

Coming back to the Brownian motion B, we want to apply these general results to
determine the density of py,, .. 4,, for every 0 =ty <t1 < ... <t,, n > 1, of the system
of finite dimensional distributions of B.

For 0=ty <t; <...<t,, we define

I:=(By,...,B,)"; A:=(By,—By,,...,B;,—By, ,); D:=diag(ti—to, ..., th—tn_1).

(3.2)
Then, because of the property of B, A ~ A47(0,D). Let now M be a lower diagonal
matrix in R™*™ with entries equal to one on and below the diagonal. Then we clearly
have I' = MA. We now set for simplicity ¥ := ¥;, ;.. Applying the properties of the
characteristic function we deduce

exp (— §(6,26)) = E[exp(i(&, T))] = E[ exp(ife, MA))]
= E[exp(i(MT¢,A))] =exp (— 3 (MT¢, DMT))
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meaning that ¥ = MDM " hence ¥~! = (MT)"'D~'M~!. Since M~! is a two-band
matrix with entries equal to 1 on the first diagonal and equal to —1 on the first sub-
diagonal, we see

n e )2
(@, 57 ) = (M2, D7 M) =) (@5 = 251)°

= tj — tj_l

and det(X) = [, (t; — tj—1). From (3.1), setting zp := 0, we can now conclude that
Hty,...t, has a density given by

1 1 -
Pttt (T ) 1= exp [ —5 Y == . (33)

V@O T (4 — ) 24t —tja

3.1.2 Existence of a Brownian motion

Let now g = {pt,,...t,, 0 <t1 < ... <ty, n € N} be the system of finite dimensional
distributions given by

Ptrtn (Bl X -+ X By) 1= / Dtyytn (T15 .oy Tp)dzy - -dxy, ¢ >0, (3.4)
Bix--XxBp

MO,tg,...,tn(Bl X X Bn) = 50(31)/ ptg,...,tn(m, .- -Jn)dﬂﬁn - -dao, (3-5)
Bo XX By,

with py, 4, as in (3.3). It is clear that this family satisfies the consistency conditions
(2.1) and (2.2). Therefore, Theorem 2.1.7 ensures the existence of a probability space
(Q,.#,P) and of a stochastic process X having p as associated system of finite dimen-
sional distributions. So ju, .. ¢, is an n-variate normal distribution, because py, ., are
Gaussian densities. We can then claim that X is a Gaussian process. Furthermore,
from the special form of these densities, we get that the covariance matrix of pi, ., is
(ti Ntj)ij=1,.n. Since Theorem 3.1.2 (ii), we can conclude that the process X must be

a Brownian motion.

3.1.3 Existence of a continuous modification

With the help of Kolmogorov Extension Theorem we were able to prove the existence
of a Brownian motion. However, the process constructed in this way need not be con-
tinuous. The question then arise if it is possible at least to find a continuous version
of a Brownian motion. The positive answer to this question can be given thanks to
Kolmogorov Continuity Theorem (cf. Theorem 2.2.7). The proof is left as an exercise.

3.1.3 Theorem. Let B be a Brownian motion. Then there exists a version X of B
which is a Brownian motion and such that the paths of X are a-Hdélder continuous,
for every o € (O,%), that is for every T > 0 and « € (0, %), there exists a function
Cro: 2 — (0,+00) such that

X, (w) — Xo(w)| < Cralt —s|*, t,s€[0,T], YweQ.
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Proof. Let B be a Brownian motion. Then Z := By — Bg/+/t — s is a standard normal
random variable. Hence, for n > 2, there exists ¢, > 0 such that 0 < E[|Z|"] = ¢,, < 400,
which yields

E[|B; — By|"] = calt — )3 = colt — )77,

Because of Theorem 2.2.7, there exist a version X of B which is a-Hélder continuous
with 8 =n, a = "T_Q and ¢ = ¢,,. Clearly, X satisfies all the properties of the definition
of the Brownian motion. In particular (Xy,, Xy, — X4y, ..., Xy, — Xt,_,) has the same
distribution (hence characteristic function) of (By,, By, — Bt,,..., B, — By, ,) (cf. Ex-
ercise 2.2.5). Notice that to ensure that X is again a stochastic process (see Definition

2.1.1), we need the completeness of the probability space. O
3.1.4 Exercise. (x) Prove Theorem 3.1.3.

In the sequel we shall always consider the continuous version of the Brownian motion:
For us a Brownian motion will always be a continuous Brownian motion. Notice that,
if we work with a Brownian motion with respect to a filtration, we need to require that
the filtration is complete to get that the continuous version is still an adapted process
and hence a Brownian motion with respect to the same filtration.

3.1.4 (Ir)Regularity of paths

In Theorem 3.1.3 we have seen that we can always choose a version of the Brownian
motion which is Holder-continuous. It is then natural to investigate if it is possible to
get better regularity of the paths of the Brownian motion. For example, it is of interest
to understand if the paths of a Brownian motion are differentiable. However, this is not
the case because the paths of a Brownian motion are not of finite variation.

3.1.5 Definition. Let f : R — R be a function and [a,b] C R be an interval.
(i) The quantity

n
Vitf i=sup Y [f () = flaio)l,
mell i—1
where 7 is a partition of [a,b] with a = xg < ... < x, = b and II is the set of all partition
of [a, b] as a such, is called total variation of f over [a,b].
(ii) A function f is of finite (total) variation if V,* f < +oo, for every a,b € R.

Let now B be a Brownian motion. In WTHM, Theorem 12.1 in Chapter 10, we gave
a proof of the following result:

3.1.6 Theorem. Let 7 := {tg,...,tm} be a partition of [s,t] with s =ty < ... < t, =t,
set |m| := maxo<g<m—1 |tk+1 — tx| and

[y

m—
Sy 1= (Btk+1 - Btk)Z'
k=0

Then S, converges to t — s in L*(P), as || — 0.

3.1.7 Exercise. Prove Theorem 3.1.6.
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As a consequence of Theorem 3.1.6 we deduce

3.1.8 Corollary. The paths of a Brownian motion B are almost surely of infinite total
variation.

Proof. Let S; be defined as in Theorem 3.1.6. Then

m—1
0< SW < Ogingan}i_l ’Btk+1 - Btk‘ kz_o ‘Btlﬁ—l - Btk" (3'6)

Since the paths of B are continuous, maxo<y<m—1 |By, ., — By, | goes to zero as |r| — 0.
If we now assume that the paths of B are of finite variation over a set A € % with
P[A] > 0, we deduce from (3.6), Sz(w) — 0, as |v| — 0T for w € A and this is a
contradiction to Theorem 3.1.6. O

3.2 P. Levy Characterization of Brownian Motion

Theorem 3.1.2 is a characterization of the Brownian motion among Gaussian processes.
The aim of this section is to characterize the Brownian motion as a continuous martin-
gale. This characterization is due to Paul Levy (1948). We refer to Schilling & Partsch
(2014), §9.4.

We start with two lemmas: The first one characterize the Brownian motion in term
of characteristic functions and the second one is a statement about the existence of the
fourth moment for some continuous local martingales.

3.1 Lemma. Let X be an F-adapted (continuous) stochastic process starting at zero.
Then it is a (continuous) Brownian motion with respect to F if and only if

E[exp (iu(X; — X5)) ’ﬁs] = exp <—; u?(t — s)> , 0<s<t (3.7)

for every u € R.

Proof. 1t is clear that, if (X, F) is a Brownian motion, then (3.7) holds. We now assume
that if (3.7) holds, then X is a Brownian motion. Let 0 =ty < ... < t,; X1 := 0.
Let I', A, D and M be defined as in (3.2) and the following lines starting from X. It is
enough to show that

Elexp(if¢, A)] =exp (- 3¢ Dg), ¢eR, (3.8)
which means A ~ 47(0, D). Indeed, because I' = MA, we have
Elexp(i(¢.1))] =exp (— $6TMDMTE), ¢eR,

and (MDMT)ij =t;At;, 1,5 =1,...,n, which from Theorem 3.1.2 (ii), implies that X
is a Brownian motion. To show (3.8) we use induction. For n = 1 there is nothing to
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prove. Now we assume (3.8) for 1 <m < n — 1 and prove it for n.

]E[exp( <£ A>)] E €xp <125j(th - thl))]
L 7=0

B n—1

—E|exp (iZgj(th _ Xt]._l)>1[«:[exp (160 (X, — thl))‘y}nl}]
i j=1

:exp( 5 &t — tn- 1>exp —%Z

=exp | — Z& — 1)

where in the last but one equality we used the induction hypothesis and (3.7).
O

The proof of the next result can be found in Schilling & Partsch (2014), Lemma 9.10.
We omit the proof and only stress that the proof given in Schilling & Partsch (2014)
does not use stochastic integration.

3.2 Lemma. Let X be an F-continuous martingale such that (X} — t)i>o is an F-
martingale. Then E[X}] < 4+o0 and, for every 0 < s < t, the estimate

E[(X¢ — X)*|.F] < At — s)?
holds.

We are now ready to state and prove the P. Levy-characterization of the Brownian
motion.

3.2.1 Theorem (P. Levy 1948). Let X be a continuous F-martingale starting at zero.
Then (X,F) is a Brownian motion if and only if (X? — t);>0 is an F-martingale.

Proof. Clearly, if (X,F) is a continuous Brownian motion then X and (X? — t);>0 are
continuous F-martingale. Conversely, let X be a continuous F-martingale such that
(X2 — t)¢>0 is an F-martingale as well. We are going to show that (X, F) is a Brownian
motion. Because of Lemma 3.7, it suffices to verify (3.7). We set Y := X; — X, and
h =t —s. We consider the Taylor expansion of exp(i{Y’) in £ around zero up to the
second order with a remainder of the third order and get

52 &
exp(ifY) =141iY — > —1—(77Y)

where 7 = n(w) is a complex valued random variable such that |n| € (0,1). The Taylor
expansion of exp(—%{h) up to the fifth order with a remainder of the sixth order is

exp(—ffh) =1- gh + = 54 - g(t9h)



3.2 P. Léevy Characterization of Brownian Motion 44

where 0 € (0,1). Subtracting these two expressions we deduce:

SR R
— SR =i () + S (0R)

Using that E[Y|.%s] = 0 because X is a martlngale starting at zero, that E[Y?|.%s] = h
because (X7 —t);>0 is an F-martingale and taking conditional expectation in the previous

2
exp(i{Y)—exp(—%{h) iy + h

expression, yields
. 1 g, € . g
E[exp(lfY) —oxp(—5¢h)|Fs | = = b7 + 2o (0h)” —iE[(nY)°| 7],
We now estimate E[(nY)3|.%#,]. By Hélder inequality with p = 4/3 and q = 4 we get
[E{6)*|7,]| < E[Y[PL7) < Y[ 78 < 4492,
where in the last estimate we used Lemma 3.2. This means that for every s < t with
h =t —s <1 there exists a constant c¢ such that for every { in a neighbourhood of zero
the estimate

B[ exp (i6(X; — X,)) — exp (— 5€2t — ) 7]

We now have to remove the restriction ¢ — s < 1. Let s < t be fixed and set t; :=
s+ (t—s)j/n,j=0,...,n,n>1. Then

(t—s)¥2.

exp (if(Xt—XS)) = H exp (ig(th—th_l)), exp ( H eXp E(tj—t— 1))
j=1
Using the estimate
[Elad — bB]I Ella - bIIAIIJOZs] + \E[ (A — B)|.Z]]

with a = E[exp (15 (X — )yn L eXp( —tn—1 )7 A= p(if(thq -
XS)),B—exp( 25 ne 1—3) weget

‘E[exp (€(X; — X,)) —exp (— 1e2(t — 5)) ‘fi} <
E[[E[exp (X, — Xi, ) — exp (— L&(t — tn 1) ‘ } ‘ ]
+ |Eexp (16X, = X)) = exp (= $&(ta-1 — 9))]|

n
<Y E[E[exp (i€(Xe, — X)) — exp (- 60— 4-0) [ F, ]| 2]
j=1
Let now n > 1 be big enough, so that t; —¢;_1 < 1. Because of the first step we get

<eey (ty—t;1)*?
j=1
t (= s)\ P2
j=1

= ¢ <(t\;ﬁs)>3/2

which converges to zero as n — +o0o and the proof is complete. ]

B exp (€08, = X.)) — exp (= 3% = )| 2]
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3.3 Stochastic integration

We start this section recalling Riemann—Stiltjes integration.
Let f be a function over an interval [a, b, and 7 := {z0,...,zp},a =20 < ... < zp =10
a partition of [a, b], setting || := maxj<j<yn |2; — z;—1|, we define

Fr = Z F(&) (i — xi-1), & € i1, ).
i1

If f is continuous then there exists A € R such that A = lim; o F. Furthermore A
does not depend on the choice of 7 and &;. In this case A is called Riemann integral of
f over [a,b] and A =: f; f(z)dx.

Riemann—Stiltjes integration is a generalization of Riemann integration: For an in-
creasing function g we set

P = Z;f(ffi)(g(wz‘) —g(®i-1)), & € [wio1, m).

If f is a continuous function then there exists A € R such that A = lim F?. Fur-
thermore A does not depend on the choice of 7 and &;. In this case A is called Riemann—
Stiltjes integral of f over [a,b] and A =: f:f(x)g(da:)

A first generalization of Riemann—Stiltjes integral can be given if the function g is of
finite variation. Indeed, in this case there exists two increasing functions h and k such
that g = k — h and V%g = k(x) + h(x). If f is a continuous function we then set

/ab f(z)g(dx) = /abf(x)k:(dx) _ /ab F(2)h(de).

The question is if it is possible to generalize the definition of the Riemann—Stiltjes
integral to integrators which are not of finite variation. The negative answer to this
question is given by the following theorem:

3.3.1 Theorem. Let g : [0,T] — R be a finite-valued function of infinite total variation
over [0,T]. Then there exist a continuous bounded function f over [0,T] such that the
Riemann—Stiltjes integral of f with respect to g on [0,T] does not exists.

To prove Theorem 3.3.1, we need Banach—Steinhaus theorem:

3.3.2 Theorem. Let X be a Banach space and Y a normed linear space. Let (Ty)aer
be a family of continuous linear (and hence bounded) operators on X in'Y. If for every
x € X, (Tax)aer is bounded (that is sup, | Tax|y < +00), then (||Ta||)acr is bounded
(that is sup, | Ta|| < +00), where | T, || := sup,ex || Tax|ly/||z|| x -

Proof of Theorem 3.3.1. Set (X, ||-|lx) = (C([0,T]), || |loo), where C([0,T1]) is the space
of continuous functions over [0, 7] and || - || the uniform norm, and (Y, |- [ly) = (R, |-]).
Let 7™ be a sequence of partitions of [0, 7] such that |[7"| — 0 as n — +o0. For every
partition 7 of [0, 7] with N points,

N-1
Tof = Y fE)gltin) — glts), feX
=0
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is a linear bounded (hence continuous) operator on (X, | - |x) into (Y,| - |ly). For
every partition 7, we can chose a function f? € X such that ||f}||x = 1 and that

[x(t;) = sign(g(tiy1) — g(t:)). Then
N-1
Tof*:=>_ lg(tis1) —g(t:)l, fe€X.
=0

The function ¢ is of unbounded total variation over [0,7] and therefore (||Txn||)nen is
unbounded. Because of Banach—Steinhaus’s Theorem (cf. Theorem 3.3.2) there exists a
function f € X such that (|Txn f|)nen is unbounded. Therefore lim,,—, o Frn cannot be
finite, meaning that fOT f(t)g(dt) does not exist. O

We now apply these results to the Brownian motion. Let (2, .#,P) be a complete
probability space and F a filtration of events of .# satisfying the usual conditions. Let
T > 0 be a fixed time horizon. All stochastic processes in this section are meant to be
(R, #(R))-valued. Let B be an F-Brownian motion. The aim of this section is to give
sense to the random variable -

/ HdB;.
0

A nive (and WRONG!!!) way to define the integral with respect to the Brownian motion
is to set

(/OTthBt> (w) = /OTHt(w)dBt(w), weQ

for every measurable and bounded continuous process H. However, we know that ¢ —
Bi(w) is a function of unbounded variation over [0,7] (cf. §3.1.4) and, from Theorem
3.3.1, a pathwise definition of the integral with respect to the Brownian motion is not
possible.

Our unique hope to give sense to fOT H.d By is to put into play the probability measure
P: If a pathwise definition of the integral is not possible, it may be possible to give a
definition of the integral in mean. This intuition is due to It6, who developed the theory
of stochastic integration which we are going to present.

3.3.1 Stochastic integral of elementary processes

As a firs step we define the stochastic integral for elementary processes. We want to
define the integral in such a way that it fulfils some elementary properties, that is it
should be linear and boundeb continuous functions have to be integrable.

3.3.3 Definition. Let H be a stochastic process with time parameter set [a,b] C Ry
and values in R. We say that it is an elementary process if there exist a partition
a=1ty <ty <...<ty,=">0of [a,b] and a sequence ey, ...,e,_1 of random variable such
that e; is .%;,-measurable and the decomposition

n—1
H, = Z eil[ti:tiJrl)(t) , t€ [a, b] (39)
1=0

holds.
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3.3.4 Exercise. (i) Show that aH + K is an elementary process, whenever H and K
are elementary and «, 8 € R.

(ii) Show that if H is an elementary process with representation (3.9), then H; is
square integrable if and only if eg, ..., e,_1 are square integrable.

(iii) Let H be an elementary process. Is it adapted? Is it progressively measurable?

3.3.5 Definition. Let H be an elementary process with representation (3.9). The
elementary stochastic integral (over [a,b]) of H with respect to B is defined by

n—1

b
/ HdBy:=Y ei(Bi,, — By). (3.10)

i=0
We also use the notation I2(H) := f; HdBs.
Let us see some first properties of the elementary stochastic integral.

3.3.6 Proposition. Let H and K be two elementary processes.
(i) The elementary stochastic integral is linear.
(ii) The random variable I°(H) is Fy-measurable.
(iii) The mapping t — I§(H) is continuous and adapted.
(iv) For a < c < b the identity I°(H) = IS(H) + I2(H) holds.

Proof. (i) is clear, (ii) follows because of the definition of I?(H) and B is adapted. The
adaptedness in (iii) follows from (ii) whenever a = 0 and b = t. For the continuity we
observe that, for ¢ € [ty tx11)

k—1
IN(H) =) €(Bi,,, — Bi,) +ex(B. — By,)
i=0
and t — By is continuous. Property (iv) is left as an exercise. O

We now come to some important properties of the elementary stochastic integral.

3.3.7 Theorem. Let H be an elementary process such that E[HE] < 400, for every
t > 0. Then the following relation holds

(i) I(H) € LA(P);

(i) E[1%(H)|.#.] = 0;

2 b

(ii) E[(15(m)°] = JYE[HF]at.
Proof. We show (i). Because of Proposition 3.3.6, the stochastic integral I°(H) is .%-
measurable. Furthermore, Z?;ol ¢;(By,,, — By,) is square integrable because e; and

(Bt;,, — By,;) are square integrable and independent, for i = 1,...,n. To see (iii) we
notice that

n—1 2 n—1
(IS(H))Q = (Z 62'(Bt¢+1 - Bti)) = Z e%(BtiH - Bti)2+
=0

1=0

n—1

2 Z eiej(Btj.»,_l - Btj)<Bti+l - Btz) .
t,j=0
1>)
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For i > j, ejej(By,, — By;) is independent of (B, — By,). Furthermore, because
ei(Bt, ., — By;) and ej(B;,,, — B;,) are square integrable, the right-hand side in the
previous equality is integrable. We can then compute the expectation, which yields

B[ (22(1))’]

n—1 n—1
= E [e?(BtiH — Bti)2] +2 Z E [eiej(Bth — Btj)(Btz‘+1 — Btl)]
=0 z%]>:jO
n—1 n—1
= ZE [612] E [(Bti+1 - Bti)2] +2 Z E [6i€j(Btj+1 - Bt]‘)] E [(Bti+1 - Bti)]
=0 z,i]>:j()
n—1 b
= ZE e7] (tix1 —t:) = / E[H{]dt,
i=0 a

where in the second line of the previous computation we used the independence of

eie; (BM+1 - Btj) and (By,,, — By,;) for i > 0 and the properties of the Brownian motion
to set the second sum equal to zero. We now show (ii). We have .%, C %, i=1,...,n.
Hence
n—1 ~
E[12(H)| 7] = YE [ei(Bi,,, — Bi)| 7]
o
= Z E E[ei(Bti+1 - Btl)|ﬁtl] ya:|
i=0
n—1 ~
=Y E[eE[(Bi, - B)][7] =0
=0

O]

3.3.8 Exercise. Let H be a square integrable elementary process. Show that the defin-
ition of the stochastic integral is well posed.

3.3.2 Extension of the stochastic integral

In §3.3.1 we defined the stochastic integral for elementary integrand and called it element-
ary stochastic integral. Aim of this section is to extend the definition of the stochastic
integral to more general integrands. The idea is to define a certain space of stochastic
processes containing the square integrable elementary processes and in which they are
dense. By approximation, we will then extend the definition of the stochastic integral
to random variables which are limit of sequences elementary iterated integrals. The
main point here is to prove that if we approximate consider the limit of a sequence of
square integrable elementary integrands, then the corresponding sequence of elementary
integrals converge. At this point property (iii) in Theorem 3.3.7 will play a crucial role.

We anticipate that we are going to develop an L?-theory: that is, the limit of square in-
tegrable elementary process will be taken in some L?-sense. Therefore, the processes for
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which we shall define the stochastic integral will be progressively measurable processes,
the probability space (§2,.%,P) being complete and the elementary processes being pro-
gressively measurable (they are adapted and right-continuous, cf. Theorem 2.3.5).

Let [0,T], T > 0, be the time horizon and 5’% the space of elementary processes H
over [0, T| which are square integrable, that is such that E[H?] < +oo, t € [0,7]. Notice
that, because of the definition of elementary process, if H is square integrable, we have

T
/ E[H7]dt < +oo
0

which, applying the theorem of Fubini becomes

T
E[/ HEdt] < +o0
0

meaning that H € L2([0,T] x Q, 2([0,T]) ® F,AQP, || - |xgp) =: L3(A ® P), where A
denotes the Lebesgue measure on [0, 7] and || - ||agp the norm of the scalar product, that

1S ) T )
1X1Bo ::E[ / Xtdt},

for every measurable process X. More precisely || - ||xgp is only a semi norm, to get
a norm we have to identify, as we do, measurable processes which are equivalent with
respect to the following equivalence relation

T
X~Y<:>IP’[/ |Xt—Y;|dt:0]:1.
0

We want now to define a space of progressively measurable processes containing Y%
Because we want to develop an L2-theory, the unique possible choice is

L*(B) := {H progressively measurable, H € L7(A®@P)} . (3.11)

The space L2(B) in (3.11) will be the space of the integrands for the Brownian motion,
that is, it is the space of processes for which we are going to define the stochastic integral
with respect to B. Obviously the inclusions

SECL*(B)C LA @P)

hold. We define

I(H):=II'(H), He 72 (3.12)
If we now regard the elementary stochastic integral I(H) as a mapping on ,Y%, Theorem
3.3.7 (i) shows that it maps .2 to L?(P), that is I : .22 — L*(P). Since Theorem
3.3.7 (iii), I is an isometry on .2 C LZ(A ® P) into L*(P):

IH(H) | z2e) = |1 H || xap- (3.13)

The isometry relation (3.13) is known as Ité isometry.

Let now H™ be a sequence in L?(B) converging in L4(A ® P) to H. Because our
probability space is complete and F satisfies the usual condition, this yields that also H
is a progressive process. In other words, L?(B) is a closed subspace of L4(A ® P) and
hence it is an Hilbert space with respect to the scalar product of L%()\ ® P).

We now summarize the situation:
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1. We defined the mapping I, that is the stochastic integral for elements in yTQ

2. We introduced the subspace L%(B) of L4 (A ® P) of progressively measurable pro-
cesses and we have the inclusion .2 C L?(B).

3. I:72 — L?(P) is an isometry of L2.(\ ® P) into L?(P).

Our aim is to extend the isometry I to processes in L2(B). For this we shall proceed
as follow: We first show that we can approximate elements in L?(B) with elements in
S22 in LA(A @ P). We then show that, if H € L?(B) and H" € .2 is the sequence
of elementary integrands approximating H, the sequence of the elementary stochastic
integrals associated to H™ converges in L?(PP) to a random variable X. Then we show
that the limit X does not depend on the approximating sequence but only on H. Hence
we are allowed to call X the stochastic integral of H with respect to B.

We start with the following proposition, about the possibility of approximating ele-
ments of L?(B) with elementary integrands.

3.3.9 Proposition. Let H € L?(B). Then there exists a sequence (H™)pen C 2 such
that ||H — H"||xep — 0, as n — +o0.

To prove Proposition 3.3.9 we need two lemmas, the first of which is a purely determ-
inistic one. The prove is elementary but a little bit technical. Therefore we postpone it
to the end of this section.

3.3.10 Lemma. Let (H"),en C %2 converge to H in L?(B). Then the sequence I(H™)
is a Cauchy sequence in L*(P).

Proof. This is an exercise. O

3.3.11 Theorem. There exists a unique linear and isometric mapping J on L2(B) into
L*(P) such that J(H) = I(H), for H € /2.

Proof. For H € %2, we set J(H) := I(H), where I has been defined in (3.12). Then,
J is a linear isometric mapping on .#? into L*(P) (cf. Proposition 3.3.6 and Theorem
3.3.7). We are going to extend this isometry to elements in L?(B). Let H € L2(B).
Then, from Proposition 3.3.9, there exists (H"),en C %2 converging to H in L2(B).
Because of Lemma 3.3.10, the sequence I(H") of the elementary iterated integrals is
then a Cauchy sequence in L?(P), which is an Hilbert space. Therefore, there exists
X € L?(P) such that

_ 72 _ : n
X =L*(P) nETOOI(H ). (3.14)
So, for H € L2(B), we define
J(H) = X. (3.15)

We have to show that this definition is well-posed, that is it does not depend on the
approximating sequence (H"),en C .72, Let (H")nen C 2 be another approximating
sequence for H in L?(B). Then, because of the linearity of the elementary stochastic
integral (cf. Proposition 3.3.6 (i)) and It6 isometry (3.13) we get

I(H™) = I(H")|| 2 = [|H" = H"|[xap — 0, as n — 400,
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showing that (3.15) is a well-posed definition. We now show that J is an isometry. Let
H € £*(B) and (H")neny C - an approximating sequence for H in #%(B). Then,
using the continuity of the norm and It6 isometry for elementary integrals, yields

1Tl 2@y = Y [T gy = Tim [[H"lxep = | e

which is the extension of Ito isometry to elements of L?(B). We now show that J is
linear: Let K € L?(B) and (K")neny C 2 an approximating sequence for K in .Z?(B).
Then, for every a,b € R

J(aH+bK) = hm J(@H"+bK™)=a lim J(H™)+b lim J(K")=aJ(H)+bJ(K).

n—-+4o0o n—-+o0o

To see the uniqueness of the linear isometric mapping J, we assume that there exists
another linear isometric mapping J on L?(B) into L?(P) such that J(H) = I(H) for
every H € .#2. Then, for every H € L?(B) and for every (H"),en C .72 converging to
H in LZ(A ® P), we have

|TCH) = JCH™) |22y = IT(H = H™) || 2y = [ H = H|xep — 0, as n — +ox.
Therefore,

1T(H) = () 2y = | J(H) — J(H") + J(H") = J(H)]| 128
< |T(H) = J(H)|| g2 + 1 (H") = J(H)|2p)

and the right hand side converges to zero as n — 40o. So J(H) = J(H) a.s., for every
H € L2(B) and the proof is complete. O

3.3.12 Definition. Let H € L2(B). Then the unique linear and isometric mapping .J
of Theorem 3.3.11 is called the stochastic integral of H with respect to B. We use the
notation

T
J(H) :;/0 H,dB, =: H - By .

3.3.13 Exercise. (i) Let B be a Brownian motion. Show that the following processes
belong to L?(B): B, B", e*B, Jo |BefPdt, p > 1, SUpseo,] Bs. Does B’ belong to L?(B)?
(ii) Compute B - Br.

3.3.14 Exercise. Let B be a Brownian motion over R;. Show that it is a martingale.
Is it a uniformly integrable martingale?

We conclude this chapter stating some properties of the stochastic integral. The proof
is an exercise.

3.3.15 Proposition (Moments). Let H, K € L*(B), f € L*([0,T]). Then
(i) E[H - Br] = 0;

ii) Var[H - Br] = fo E[H?|dt;

iii) Cov[H - Bp, K - By| = fo [H K)d t;

iv) H-Bp = K - By a.s. if and only if fo — K;)?dt = 0;

v) f - Br is a Gaussian random variable.

(
(
(
(
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Proof of Proposition 3.3.9. Let L2([0,7]) := L*([0,T],4([0,T]),\). By | - |2 we
denote the norm of the scalar product in L2([0, T]). Let P, : L*([0,T]) — L*([0,T]) be
the linear mapping defined by

[nT]—1

Pufi= 3 cnslPle o)), QWUU?=C;(ﬂf_ﬂ$ds. (3.16)

n=1

Notice that ¢, ;(f) < +oo, because f € L?([0,T]). The mapping P, is defined in such
a way to associate to f an approximating sequence P, f which is a step function over
interval of length % The value of P, f over each of these intervals, is given by the mean
of f over the preceding interval. The function P, f is right continuous.

3.3.16 Lemma. Let f € L*([0,T]) and P, be the mapping defined in (3.16). Then
(1) [1Pufll2 < [1fll2;

(ii) | Pnf — fll2 — 0, as n — +o0.

Proof. We start proving (i). Because of Jensen’s inequality applied to the probability
measure nA over an interval of length %, we get

(Cn,i(f))Q < (}) /an f(s)3ds

which yields

T [nT]—-1 1
Pl = [ (N5 = 30 eni(sP,
[nT]—1

i T
n 2d 2d — 2
< Zglﬁﬁf@> Sﬁﬁ f(s)%ds = | fII2

which proves (i). To see (ii) we first consider a continuous function g € L%([0, T]). Notice
that in this case P,g(t) converges to g(t), a.e. as n — +o00. Indeed, by continuity of g,
for every € > 0, there exists § = d(¢) such that g(t) — e < g(s) < g(t) + ¢, for every
s € (t—9,t+0), for every fixed t € [0,T]. For a fixed ¢, there exists a unique i* such
that ¢ € [, ©H). Therefore,

.
n

s
7

P,g(t) = n/z*n1 g(s)ds.

Hence for n > 1/4, (Z*T_l, %) C (t—4,t+9) and therefore

%
i

Paglt) =0 < [ lals) ~ glt)lds < ¢

n

which shows that P, g(t) converges to g(t), a.e. as n — 400 for a continuous function g.
By dominated convergence, because of

T
m@mssé|awm<+m,
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we also get P,g — g in L?([0,T]) as n — +oo. For the general case, we proceed by
approximation: Continuous functions are dense in L?([0,T]). Hence, if f € L%([0,T]),
for every € > 0, then there exists a continuous g such that || f — g||2 < /3, which yields
|Pof — Puglla < /3 because of step (i). We know that P,g — ¢ in L?([0,7]), as
n — +oo. Therefore, we can fix ng > 0 such that ||P,g — g||2 < /3 for n > ng. Using
triangular inequality we get

1Pof = fll2 < [|1Puf = Pagllz + 1 Pag — glla + [If — glla <€

and the proof is complete. O

We now want to approximate processes. Let H € L%(B). We denote by H.(w) the
mapping v +— X,(w). Then, from the definition of L?(B), the mapping H.(w) be-
longs to L?([0,T)) for almost all w € €. This means that we can define the mapping
P, : L3(B) — L%(B) setting (P,H);(w) := 0, if H.(w) ¢ L*([0,T]), (P,H)i(w) =
(PnH.( ))(t) otherwise. Observe that (P, H) € .#2. Indeed,

[nT|—
Z Crnllzz«kl ) nz:—i ) de

1—

3\>—‘

Then P, X is an elementary process as in Definition 3.3.3, (the 9 i -measurability of C; ,
follows because X is progressively measurable). Furthermore

i

1 n
BICRI < 15 [ EIHE s < e < +oc

n

and hence (P,H) € .72.
The proof of Proposition 3.3.9 is completed by the following lemma.

3.3.17 Lemma. Let H € L*(B). Then P,H converges to H in L*(B) as n — +oo.

Proof. First we set

T A
An(w) 22/0 |(PoaH)i(w) — H.(w)[*dt = || PaH.(w) — H.(w)|3,

| - |2 denoting the norm in L?([0,T]). So with this notation we are going to show

hm | P, H — H|3gp = lim E[A,(w)] = 0. (3.17)

n—-+ n—-+oo

Because of Lemma 3.3.16 (ii), we know that P, H.(w) converges to H.(w) in L%([0,T7)
for almost all w € . This means A, (w) — 0 a.s. as n — +oo. To conclude we apply
the theorem of Lebesgue on dominated convergence: Because ||a —bl||3 < 2(||a|3 +1/6]|3),
from Lemma 3.3.16 (i)

An(w) < 2(|PoH.()3 + [1H.()]3) < 4] H.(@)]13
and the last term in the previous inequalities is integrable because
E[|H.(w)|3] = [|1H|3gp < +o00

since H € L?(B). We can therefore apply the theorem on dominated convergence to
deduce A, (w) — 0 in L?(P), as n — +o0 and the proof is complete. O
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3.4 Miscellanea

In this section we collect some important properties and consequences of the stochastic
integral which we cannot develop in this lecture notes.

3.4.1 Stochastic integral as a process

First of all we discuss some properties of the stochastic integral as a function with respect
to the integration extremes. In other words, for every ¢ € [0,T] and H € L?(B) =
{H = (Hs)se[0) progressively measurable: E[ fot H2ds] < +o0}, we consider the random
variable

t
X, = / H.dB, te[0,T] (3.18)
0

and then the stochastic process X = (Xt);e[o,77- Notice that X; is a random variable for
every t € [0,7] (the definition can be given starting from .#? exactly as we have done
before). Therefore X is a stochastic process. However, from the construction, we cannot
conclude that it is a measurable process.

3.4.1 Theorem. Let (B,F) be a Brownian motion. The stochastic-integral process
X defined in (3.18) is a square integrable F-martingale. Furthermore there exists a
continuous modification of X, which is in particular a measurable process.

Proof. First we show that X is adapted and has the martingale property, that is X is
a non-cadlag martingale. Let H" € .2 be a sequence converging to H = (H,) s€[0,4]
in L?(B). Then H" - B, converges to X; in L?(P) as n — +oo. Therefore, because of
the .#-measurability of H™ - B, (cf. Proposition 3.3.6 (ii)) and the completeness of the
probability space, X; is .%#;-measurable and hence X is adapted. Because of

t
H”-Bt—H”-BS:/ H,d4B,
S

for s =1ty < ... <ty =t, we get

t
E { / H™dB,

Therefore, (H" - Byt)icjo,r) is @ sequence of F-martingales converging in L*(P) to X;.
Because of Lemma 2.3.11, X is a non-cadlag martingale. Now we show the existence of
a continuous modification of X. We can assume, passing if necessary to a subsequence,
that |H"— H | xgp < -%. This implies, by triangular inequality, || H" —H"!|[xgp < 5.
By Doob’s maximal inequality and Itd’s isometry we get

[(Bt;lﬂ _Bt?) ‘gt?]

9] —0.

k-1
ﬁs] =Y E[e}(By,,~By)| 7|
=0

Il
\'M
=
=

1 1
P| sup |H"-B,— H"' - B,| > 2] _IP’{ sup |H" - By —H"H-Bt\2 > —
te[0,7] n te[0,7] n

1
S
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Because ) # < +00. by Borel-Cantelli Lemma we deduce the existence of a measurable
set A of probability one and of ny = ng(w) such that
1

sup ‘H" - Bi(w) — H™1 -Bt(w)| < =,

te[0,T n
for every n > ng and w € A. But then, by triangular inequality

m—1

o0
1
sup ’H”-Bt(w)—Hm(w)-Bt‘ < Z sup ‘Hk-Bt(w)—Hk“.Bt(w)‘ < Z 5=
t€[0,7) e tE0,T] pnd

const
n

that is H" - By(w) is uniformly Cauchy for every w € A, P[A] = 1. Therefore, we can
define the random variable X°(w) as the uniform limit of H" - By(w) for w € A and
zero else. By Proposition 3.3.6 (iii), ¢ = H" - B;(w) is a continuous mapping. Hence
t — X7/°(w) is continuous for w € A, that is t — X°(w) is continuous for every w € .
We now have to show that X is a modification of X. We know that H" - By(w)
converges to X/ a.s. and H" - By converges to X; in L?(P). Therefore there exists a
subsequence H"* - By(w) converging a.s. to X;(w). By uniqueness of the a.s. limit we get
Xi(w) = X°(w) as. for every t € [0,7] and the proof is complete. O

3.4.2 A further extension of the stochastic integral
We now introduce the set

L2 .(B) := {H progressively measurable: f(;f HZdt < 400 a.s.}.

We notice that the inclusion L?(B) C L2 (B) holds. We are going to introduce the
stochastic integral with respect to the Brownian motion B for processes in LZ (B).
Notice that every locally bounded progressively measurable process, and in particular
any continuous adapted process, belongs to LIQOC(B). Therefore, if f is a continuous

function, then f(B) = (f(B:))ico.1] € Livo(B). These assertions are not true for L?(B).
Let H € L2 (B) and define

loc
Ty, = inf {t >0: fg HSQdS > n}

Then (7,)n>1 is an increasing sequence of stopping times. Indeed, by the progressive
measurability of H, the process t — fg H2ds is adapted (cf. He, Wang & Yan (1992),
Theorem 3.46). Furthermore this is a continuous process. Hence, by Theorem 2.3.5, it is
progressively measurable. By Theorem 2.3.8 (iii), 7, is a stopping time for every n > 1.
It is an increasing sequence because of the continuity of t — fg H2ds.

We define the stochastic interval

[0,7]) = {(w,t) € Q®[0,T]: 0 <t < 7 (w)}

and the stochastic process 1 5,]. Notice that 1y, j(w,t) = 1 on 7,,(w) >t and {7, > t}
is Fi-measurable, because 7, is a stopping time. Hence 1y is adapted and left-
continuous. By Theorem 2.3.5 it is a progressively measurable process and the process
H™ := 1}y ,.1H belongs to L?(B). Indeed

T Tn
E[ /O 1[0,Tn}(t)H,?] < E{ /O Hfdt} < n.
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3.4.2 Theorem. Let H € L} (B) and H" := Hly . Then there exists a continuous
adapted stochastic process X such that

n——+o0o

P[Xt: lim H"-B,, tel0,T]|=1.

Furthermore X is a (locally bounded) local martingale.

The stochastic process X of Theorem 3.4.2 is again called stochastic integral of H €

L2 (B) with respect to B. The notation is again

loc
X—:/HSdBS—H-B.
0

We stress that the space L2 _(B) is not a subspace of L3(A ® P) and for H € L (B),
H - By is not, in general, a square integrable random variable. In particular It6’s isometry
does not extend to all stochatic integrals H - B for H € L2 (B). For a more detailed

loc

discussion of this topic we refer to Schilling & Partsch (2014), §16.

3.4.3 It6’s formula

In this subsection we state It6’s formula in its simpler formulation. For a complete
presentation of this topic we refer to Schilling & Partsch (2014), §17.

1t6’s formula extends the well known chain-rule for the derivative of the composition
f o g of two differentiable functions f and g, that is [f(g(¢))] = f'(9(¢))¢'(t), which in
integral form becomes

Fa(t)) — F(g(0)) = /0 F(g(5))g/(s)ds = /0 £'(g(s))dg(s).

We know that the Brownian motion is a process of unbounded variation. However,
if we look back to Theorem 3.1.6, we immediately see that the quadratic variation of
the Brownian motion is finite, converges in L?(P) and is equal to the increasing process
A; = t. By Ito’s formula we can compute the differential of f(B), where f is a twice
continuously differentiable function and (B,F) a Brownian motion. However, the chain
rule has a correction term involving an integral of the second derivative of f with respect
to the quadratic variation of the Brownian motion.

Let H € L2 (B) and let K be a progressively measurable process such that K (w,-) €

loc

LY([0,T)) for every w € Q. Then we say that X is an It6’s process if

t t
Xt:X0+/ sts+/ HdB,, tel0,T]
0 0

which, in differential, form becomes
dX; = Kydt + HidBy, te€][0,T].

Let now f be a twice continuously differentiable function on R into itself. Then Ito’s
formula is

t t
FO0) = 50 + [ Fxax+ 5 [ s
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that is
t t
1000 = 1x) + [ (s s Yas+ [ fonas,
0 0

We notice that to write f(X;) we have to consider Taylor’s expansion of f up to the
second order:

df(Xy) = f/(Xy)dX; + %f”(Xt)(dXt)Q.

To determine (dX;)?, we use the computational rule given by the so-called Itd’s table:

X dt | dB;
dt 0 0
dB: | 0 dt

Hence
(dX;)? = (K.t + H,AB;)? = K2(dt)? + H(ABy)? + 2K H;dtd B, = H2dt.

This show that It6’s calculus is differs from usual differential calculus. On can say that
stochastic calculus is a differential calculus of “second order”.

3.4.3 Exercise. (i) Let A € R. Determine the stochastic differential of Y = exp(AB).
Is Y a martingale? If not, define a process Z such that X = ZY is a martingale.

(ii) Let f € L2([0,T]). Show that f - By is a centred normal random variable and
compute explicitely its variance.
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Poisson Process

In this chapter we introduce the Poisson process and give its characterization among
processes of finite variation. To this end, it is necessary to introduce processes of finite
variation and stochastic integration with respect such processes. We notice that in this
case, we can define the integral pathwise. We shall also discuss some problem concerning
with the independence of Poisson processes.

4.1 Processes of finite variation and stochastic integration

Let (92, #,P) be a complete probability space and T" > 0 a fixed time horizon. We
consider a filtration F = (#4),¢[0,7] which satisfies the usual conditions. We shal only
consider processes with values in (F, &) := (R, Z(R)).

4.1.1 Definition. (i) Let A be a stochastic process. By Var(4) := (Var(A):)icpo,175
we denote the variation process of A defined as a such: Var(A);(w) is the variation of
u > Ay (w) over the interval [0,¢], t < T.

(ii) We say that A is of finite variation if Var(A); < +oo, for every t < T.

(iii) We denote by 7 the set of processes of finite variation which are F-adapted,
cadlag and starts at zero.

(iv) We say that A is an increasing process if its paths are increasing. We denote by
¥+ the subspace of ¥ consisting of increasing processes.

4.1.2 Proposition. Let A € V. Then Var(A) is adapted and there exists a unique pair
of processes B,C € ¥ such that A= B — C and Var(A) = B+ C.

Proof. Set B := (A + Var(A4))/2 and C := B — A. Clearly the paths of Var(A) are
increasing, hence B and C' are increasing. Furthermore we have

n

Var(A) (@) == Tim 3 [Ayn() = Aoy (@)
k=1
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implying that Var(A) is adapted. Hence B and C are adapted and so they are in ¥ 7.
The uniqueness of the pair B, C is clear. O

For the next theorem we refer to Appelbaum (2009), Theorem 2.3.14.

4.1.3 Theorem. Let A€ V. Then

> |AA,] < Var(A), < 400

0<s<t
for every t > 0.

Notice that the process A? =", .. AAj is adapted: Indeed A is cadlag and there-
fore the sum on the right-hand side consists of at most countably many addends. The
process A¢ := A — A% is therefore adapted. Furthermore it is continuous, because we
deleted from A all its jumps. Hence we see that every process of finite variation A can
be decomposed in its continuous and purely discontinuous part:

A= A°+ A9, (4.1)

We stress that for this decomposition, it is important to know that A is of finite variation,
otherwise the process A is, in general, not finite-valued.

Let A € ¥ . We want now define the stochastic integral for this processes. Clearly ¢
Ai(w) is a measure generating function (it is right-continuous and increasing). Therefore
(cf. Bauer (2001), Theorem 6.5), there exists a unique measure % over ([0,7, %4([0,T1))
such that

i ((s,t]) == Ar(w) — As(w), 0<s<t<T. (4.2)

Notice that p4 is a finite measure on [0,7]. The stochastic integral with respect to
A € V7T of a measurable process H is defined as a Stiltjes—Lebesque integral, i.e., by
fixing w € Q and defining the integral pathwise with respect to the trajectory ¢ — Ay (w).

4.1.4 Definition. Let A € V™.
(i) We say that a measurable process H is integrable with respect to A if

t
/0 | HL ()] (ds) < +o0

for every t > 0 and for every w € Q.
(ii) If H is integrable with respect to A by

/Hs(w)dAS(w) ::/ Hy(w) pX(ds), t>0,
0 0

we denote the integral of H with respect to A up to time t. We introduce the integral
process H - A= (H - At)i>0 by

o Hy(w) dAs(w), it [ [Hs(w)| dAs(w) < +oo
H- At((,U) =

400, otherwise.
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We now consider the general case A € ¥. The stochastic integral with respect to
A of a measurable process H can be introduced in a similar way. Indeed, because of
Proposition 4.1.2 there exist a unique pair of processes B,C € ¥ such that A = B—C
and Var(A) = B+ C.

4.1.5 Definition. Let A € 7.
(i) We say that a measurable process H is integrable with respect to A if it is integrable
with respect to Var(A).

(ii) If H is integrable with respect to A, we introduce the integral process H - A =
(H - A)e=0 by

[5 Ho(w) dAg(w), if [) |Hs(w)| dVar(A)s(w) < +o00
H - At((,U) =

400, otherwise.

Notice that now the process A induces a signed measure: If B and C' is the unique
pair given in Proposition 4.1.2, then p% = u% — pd, where p% and pg are defined in
(4.2). If H is integrable with respect to A, then by definition,

t
/ | HL|dVar(A), < +oo
0

and the formula
Var(H - A) = |A| - Var(A) (4.3)

holds.
The next lemma gives a class of measurable processes which are integrable with respect
to processes in 7.

4.1.6 Lemma. Let H be a locally bounded measurable processes. Then H is integrable
with respect to A € V.

Proof. If H is a locally bounded measurable process and (7,,)ren is a localizing sequence,
say such that |H7| < ¢,, we have, for every n > 1 and every fixed t > 0, |[H1"|-Var(A); <
cpVar(A); < +00. On the other side, 7 1 +00. Hence, for every fixed ¢ > 0, there exists
n(t) € N such that 7, > ¢ for every n > n(t) and so |H| - Var(A); < ¢,Var(A); < +oo0,
n > n(t). O

From (4.3), we know that if a process H is integrable with respect to A, then H - A
is a process of finite variation. Furthermore, the following result, for which we refer to
He, Wang & Yan (1992), Theorem 3.46.

4.1.7 Proposition. Let A € ¥ and H be a measurable process which is integrable with
respect to A. If H is progressively measurable, then H - A is F-adapted.

We can now state a result of partial integration for processes in #. For the proof, we
refer to Lipster & Shiryaev (2001), Lemma 18.7.

4.1.8 Theorem. Let A,B € V. Then

ABy=A_-Bi+B_-A+ Y AAAB, tel0,T). (4.4)
0<s<t
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The formula of integration by part given in Theorem 4.1.8 is well defined. Indeed,
A_ and B_ are locally bounded processes, as we remarked after the solution of Exercise
2.3.18, and hence the two integrals on the right-hand side of (4.4) make sense because
of Lemma 4.1.6. Furthermore, the sum appearing in (4.4) is finite valued because of
Theorem 4.1.3.

If A€ ¥, it may non be integrable. This leads to the next definition.

4.1.9 Definition. (i) A process A € ¥ is called integrable if E[Ar] < +00. We denote
by /% the set of integrable processes.

(ii) A process A € ¥ is called of integrable variation if Var(A) € &/*. We denote by
&/ the set of processes of integrable variation.

We now want to investigate the situation in which a process A € ¥ is a martingale
and to see under which conditions the integral H - A is a gain a martingale. Before we
consider this problem, we need to introduce stochastic intervals and the o-algebra of
predictable sets.

4.1.10 Definition. (i) Let 7 be a stopping time. The subset [0, 7] C Q x [0, 7] defined
by [0,7] := {(w,t) € 2 x [0,T] : 0 <t < 7(w)} is called stochastic interval.

(ii) Let ¢* := {[0,7], 7 stopping time}. Then the o-algebra & := o(€¢™*) is called
predictable o-algebra.

(iii) A stochastic process X : Q x [0,T7] — R is called predictable, if it is (£, &)
measurable.

(iv) Let B € 7 ® %([0,T]). Then we say that B is a progressively measurable set
if {BN[0,t] x Q} belongs to .7 ® £([0,t]), for every ¢t € [0,7]. We denote by Z the
o-algebra generated by progressively measurable sets and call it progressive o-algebra.

The next theorem explains the relation between the o-algebras & and 2 introduced
in Definition 4.1.10.

4.1.11 Theorem. (i) A stochastic process X is progressively measurable if and only if
the mapping X : Q x [0,T] — R is measurable with respect to 2.
(i1) Let T be a stopping time. Then the stochastic interval [0, 7| is a progressively meas-
urable set. In particular, &2 C 2 and predictable processes are adapted and measurable.
(i) Let €' be the system of all adapted processes which are left-continuous. Then
o(¢') = 2.

Proof. We start proving (i). If X is Z-measurable, then it is clear that it is progressively
measurable. Let now X be progressively measurable. If X;(w) = 1p(w,t), with B C Q x
[0, 7], then X is progressively measurable if and only if B € 2. If we now denote by € the
class of all these progressively measurable processes and by % the class of all bounded
and progressively measurable processes which are Z-measurable, then ¢ C % and &
is a monotone class. Because of Theorem 1.2.2, we can conclude that every bounded
progressively measurable process is Z-measurable. If now X is positive X™ := X An is
bounded and converges pointwise to X, therefore we get the statement for progressively
measurable and nonnegative processes. For a general progressively measurable process,
X = Xt — X~ and the prove of (i) is complete. We now show (ii). Let 7 be a stopping
time. Then 1 7 is left-continuous and adapted. By Theorem 2.3.5, 1(g ;] is progressively
measurable and, by (i) it is Z-measurable. Hence [0, 7] is Z-measurable. To see (iii),
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we mention that Dellacherie (1972), Theorem IV.22, it is proven that left-continuous
adapted processes are predictable, hence o(¢”) € &. On the other side, 1jo - is left-
continuous and adapted, for every stopping time 7. This proves the converse inclusion
and the proof of the theorem is complete. O

The next lemma, explain the way in which the stopping procedure acts on the integral
with respect to processes in 7.

4.1.12 Lemma. Let 7 be a stopping time and H a measurable process which is integrable
with respect to A. Then (H - A)T = (19 H) - A.

Proof. The proof is given as an application of the monotone class theorem (cf. Theorem
1.2.2): First take H = 1(,,)xp, Where B € Fr. For this class of processes the claim
holds and they are stable under multiplication and generate .1 @ %([0,T]). Therefore,
we get the claim for bounded H and then, by approximation for nonnegative and hence
for integrable and measurable H. O

More generally the following result holds:

4.1.13 Lemma. Let A € &/ and K, H be locally bounded measurable processes. Then
K-Aand H- (K - A) are of finite variation and

H-(K-A)=HK-A

Proof. The proof is also consequence of the monotone class theorem. First we consider
H bounded and K = 1¢,,)xp, with B € #. The the statement clearly hold and
an application of the monotone class theorem yields the result for every bounded and
measurable H and K. To pass to the general case it is enough to observe that, if H
and K are locally bounded and (7,,),>0 and (0,,),>0 are localizing sequences for H and
K respectively, then (pn)n>0, pn := Tn A 0p, is a localizing sequence for HK and use
Lemma 4.1.12. 0

Let X be a martingale. X is of finite variation if X € ¥’; X is of integrable variation
it X e

It is clear that increasing martingales must be evanescent: this is a consequence of the
monotonicity of the conditional expectation. Furthermore the following result holds (cf.
Revuz & Yor (1999), Proposition IV.1.2).

4.1.14 Proposition. Let X be a martingale in V. If furthermore X is continuous, then
1t 1s constant.

In the next theorem, we now give sufficient conditions for H - X to be a martingale,
if X is a martingale in 7.

4.1.15 Theorem. Let H be a predictable and bounded process and X € </ be a mar-
tingale. Then H - X € of is a martingale.

Proof. Let T be a stopping time taking values in [0,7] and H = Ljo,7]- Then, because
of Lemma 4.1.12 X7 = H - X and, from Doob Stopping Theorem (cf. Theorem 2.3.13),
X7 is a martingale. From (4.3) and Lemma 4.1.12 we get

Var(X")r = Var(H - X)r = H - Var(X)r = Var(X)}. < Var(X)r € L*(P)
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meaning that H - X is a martingale in /. Let % be the class of all such processes.
Then, by the definition of predictable o-algebra, ¥ generates &2. We now denote by &
the class of bounded predictable processes H such that H - X is a martingale. Then,
 is a linear space containing 1 and € C #. We now show that .# is a monotone
vector space. Let (H™), C . be a uniformly bounded nonnegative and increasing
sequence converging pointwise to H. An application of Lebesgue theorem on dominated
convergence yields H" - Var(X); — H - Var(X); w-wise as n — +oo. Furthermore, H"
is uniformly bounded. Let ¢ > 0 be such that H" < ¢. Then H" - Var(X); < c¢Var(X)r
and we can conclude that H" - Var(X); — H - Var(X); in L*(P) as n — +o00. But then,
because H — H™ > 0

E[|H-X;—H" X|] <E[(H - H")-Var(X)r] — 0 as n — +oo.

Because of Lemma 2.3.11, H - X is a martingale. An application of Theorem 1.2.2; yields
the claim for all bounded predictable H. Notice that H - X € o/, H being bounded. [

4.2 Poisson Process: definition and characterization

In this part we want to discuss an important example of increasing process: Poisson
process. As a first step, we introduce simple point processes.

4.2.1 Definition. Let N € ¥ (hence, in particular, adapted). We say that it is a
simple point process relative to F if

(i) N takes values in N a.s.;
(ii) AN takes values in {0, 1} a.s.

Let N be a simple point process and introduce the increasing sequence of stopping
times (7,,)n>0 setting 79 := 0 and 7,41 = inf{¢t > 7, : N; = n+ 1}. Then N is equal
to zero on [0,71). In 71 it makes a jump of size one and stays constant over |71, 72). In
To it makes a jump of size one, its value becomes two and it stays constant over [r2,T3)
and so on. In conclusion, the paths of N are a right-continuous increasing step functions
taking values 0,1, ... and the values of IV changes only because of its jumps. Therefore
the continuous part N€¢ in the decomposition (4.1) of N is identically equal to zero.

4.2.2 Definition. Let N be a simple point process relative to F. We say that it is a
Poisson process relative to F if:

(i) E[N¢] < 400, for every t € Ry;

(ii) The function a(t) := E[/V;], called intensity function of N, is continuous;

(iii) Ny — Ny is independent of Z, for every 0 < s < t.
If N is a Poisson process relative to F with intensity function a(-) of the form a(t) = ~t,
t >0,y > 0, we say that N is a homogeneous Poisson process (with parameter =)
relative to F .

We notice that a Poisson process N is stochastically continuous. Indeed, by definition
it is a cadlag process end hence it is right-continuous. To show that it is stochastically
continuous it is enough to prove that it is stochastically continuous from the left. But
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this is an immediate consequence of Markov’s inequality: For any ¢ > 0 and 0 < s <t
we have INV; > N, and
. 1., 1.
1;%1]?[(]\715 —N;) >¢] < - liglE[Nt — N = - lgrtl(a(t) —a(s)) =0,
where in the first passage we applied Markov’s inequality and in the last equality we
used the continuity of the intensity function af(-).
We now give the characterization of the Poisson process.

4.2.3 Theorem. Let N be a simple point process with respect to F. Then N is a
Poisson process with respect to F if and only if there exists a continuous increasing
function t — a(t) such that N — a(-) is an F-local martingale. In this case, the function
a(+) is the intensity function of N and N — a(-) is a true F-martingale.

Proof. 1If N is a Poisson process with intensity a(-), then (N —a(-),F) is a centred process
with independent increments. Hence, because of Lemma 2.5.6, it is an F-martingale. We
now prove the converse implication, that is, we assume that N is a simple point process
such that there exists a continuous increasing function a(-) such that N — a(-) is an
F-local martingale. Then we show that N — a(-) is an F martingale and that N is a
Poisson process. Let N —a(-) be an F-local martingale and (7,),>1 a localizing sequence
for it. Then (N — a(-))™ is a martingale starting at zero and therefore

E[NZ] = E[a(T)™].
Furthermore applying B. Levi’s theorem on monotone convergence we get

E[Nr] =E[ lim Nrpr,| = lim E[Npy,] = lim E[a(T Ar)] =

n—-+o0o n—-+0o00 n—-+o0o

E[ lim a(T A Tn)] = a(T) < +oc.
n—-+oo

Hence Ny € L*(P). Furthermore, the estimate supsepo,r] [Ne—a(t)] < Nr+a(T) holds, N
and a(-) being increasing. Hence, N —a(-) is a local martingale which is bounded in L*(P)
and therefore it is a true martingale (cf. Exercise 2.3.18 (ii)). Furthermore, Var(N —
a(-))r < Nr + a(T), hence N — a(-) € &/. We now show that N is a Poisson process
with respect to F. We only need to verify that (N,F) is a process with independent
increments. We consider the (complex-valued) process ¥ = (ei“Ni)te[Qﬂ, u € R, which
changes only because of its jumps. Therefore, we can write

R Z AcitlNs — 1 4 Z (eiuNS _ eiuNs,) — 14 Z oluNs— (eiuANS _ 1)

0<s<t 0<s<t 0<s<t
=1+ 3 N (e 1) AN, = 1+ (M= 1) D VAN,
0<s<t 0<s<t

t
=1+ (ei“ — 1) / e“Ne=dN;
0

where in the last passage we used the definition of Stiltjes-Lebesgue integral with respect
to N. We now introduce the process Z = Ye e()(€"~1) — giuN—a()(e*~1) By partial

(4.5)
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integration (Theorem 4.1.8), we get

t . t .
Z, =1+ / a1 gy | / Y, de—a) 1)
0 0

£ Y AV, Ae @D

0<s<t

but the last summand on the right-hand side is equal to zero because a(+) is continuous.
Therefore, by (4.5), we deduce

; t iu ; : t i :
Zi=1+ (elu - 1) / e—a(s)(e —1)eluNS_st _ (elu _ 1) / e—a(s)(e —1)eluNs_da(8)
0 0

t ‘ _
1+ (ei“ - 1) / e_a(s)(em_1)e1“NS‘d(Ns —a(s))
0

t
1 (e 1) / Z,_d(N, - a(s))
0

(4.6)
where in the firs passage we used the chain rule for the Stiltjes-Lebesgue integral to
compute de~**)(€“=1) "in the last-but-one passage the linearity of the Stiltjes-Lebesgue
integral with respect to the integrator and in the last passage the definition of Z. By
Theorem 4.1.11 (iii), the process Z_ is predictable. Furthermore, because of the defin-

ition of Z and the continuity of a(-), |Z_| is bounded. Hence, we can apply Theorem
4.1.15, to conclude that Z is a martingale. This in particular yields

E[exp (iu(N; — N,)) ‘9] —exp ((a(t) —a(s))(e™ — 1)), 0<s<t  (4.7)

and hence (N, F) is an integrable simple point process with independent increments and
continuous intensity function, that is a Poisson process with respect to F. ]

Notice, if N is a Poisson process with respect to F, then (4.7) holds. Choosing s =0
and taking the expectation in (4.7) yields

E[exp (iuNt)} = exp (a(t)(e™ — 1)), te€ (0,7, (4.8)

meaning that IV, is Poisson distributed with parameter a(t), for every ¢ € [0, 7.

4.3 Independence of Poisson processes

Let N' ...,N™ be Poisson processes with respect to the same filtration F and let
a'(+),...,a™(-) be the respective intensity function. Because (N7, [F) is a process with
independent increments, from (4.8) and Proposition 2.5.14, we know that the process

Z7 = (Zg)te[O,T]a

Z] = exp (! N} —d’(t)(e™ — 1)), t€][0,T] (4.9)
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is an F-martingale, for every j = 1,...m and v/ € R. We define the process Z = (Z;);>0
by

m
zZ=1[2. (4.10)
j=1

The following theorem give sufficient conditions for the process Z to be an F-martingale.

4.3.1 Theorem. Let N',... N™ be Poisson processes relative to F with intensity func-
tion a'(),...,a™(), respectively. If ANJAN¥ =0, j,k = 1,...,m, k # j, then Z
defined in (4.10) is an F-martingale with Zy = 1.

To prove Theorem 4.3.1 we need two preliminary lemmas, the first of which is a purely
algebraic result.

Let z1,...,2y and x1_, ..., T, be two sequence of real numbers. We define
—_— PR— . — . m . —_— m PR— m .
Azj:=z;—xj—, j=1,...,m; AHj:1 xj = szlxj Hj:1 Tj_.
4.3.2 Lemma. For any two sequences xi,...,Tm and Ti_,...,Tm— of real numbers

such that AzjAzx, =0, j,k=1,...,m, j #k, it follows:

Aﬁszzm: (ﬁxk_>mj. (4.11)

=1 kA

Proof. We proceed by induction on m € N. If m = 1 there is nothing to show. Now we
assume (4.11) for m = n and show it for m =n + 1.

ATTE =TT 2 =TT -
= nt1 [o1 25 = Trn)- [Tjmr 25 + 2y - [Ty 25 — 2s)- TT=y @i
= AZpi (H?:1 zj— + [ o — 1= l%) + T (n41)- <H§‘L:1 zj = [z xﬂ'*)
= AZpi1 <H?:1 Tji—+ 30 (Hk#j :L'j_) A:):j> + T(ng1)- D1 (Hk# xk,> Az
= Z?Ll (Hk;éj ﬂfk—) Azj,
where in the last but one equality we used the induction hypothesis. ]

4.3.3 Lemma. Let N',... N™ be Poisson processes relative to F. For the martingales
ZY, ..., Z™ associated with N*,... ,N™ it follows that AZIAZF =0, j,k =1,...,m,
k # 4, if and only if ANTAN* =0, j,k=1,...,m, k #j.

Proof. By the definition of Z7 and Z*, for every t > 0 a.s., for j # k, we get
IAZIAZF| = |exp(iv? AN}) — 1|| exp(iu" ANF) — 1] x
x [exp(—a’ (t)(e™ = 1)||exp(—a®(t)(e™" — 1)].

The second factor on the right-hand side of the previous formula is different from zero,
for every t € [0,7] and uw/,u* € R. Therefore |AZJAZF| = 0 for every t € [0,T] ass.,
for every w/, u¥ € R, if and only if |exp(iu/ AN}) — 1||exp(iu* ANF) — 1| = 0 for every
t € [0,T] as., for every uw/,u* € R, which is verified if and only if ANJANF = 0,
ko . 0
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Proof of Theorem 4.3.1. We consider the function F(z1,...,zy) = H;”Zl 27. Then
Z=FZ',...,Z2™m).

We write
F(Z',...,Z2™:=F(Z}!,...,Z™), te][0,T).

By induction, we show the identity

U
Zt:1+za$ F(Z',....,2™)_ - Z]. (4.12)

Let F™ = F™(21,...,2m) = [[}L; 2/ and Z(m) = IT7%, ZJ. With this notation,
Z(m)y = F™(Z,...,Z™);. For m = 2, partial integration (cf. Theorem 4.1.8 for
complex-valued processes) yields

22 =22} =1+ 2L -2+ 22 2t + Y AZIAZ
0<s<t

and the last summand vanishes because of Lemma 4.3.3. Hence
2

0
Z@u=1+2 -2+ 2% -2 =1+

F(Z'.....2™_.7Z".
:181‘r ( I ’ ) t

We now assume (4.12) for m — 1 and prove it for m. By partial integration, we have
=142"-Zm—=1)+Z(m—-1)_-Z"+ > AZIAZ(m —1),.

0<s<t
Because of Lemma 4.3.2
m—1 . m—1 ,m—1 .
AZm-1)=A]] 7 = <HZE>AZJ.
i=1 J=1 Nk
Hence, because of Lemma 4.3.3,
m—1 ,m—1 4
> AZIAZ(m ( 11 Z§>Angzgn =0.
0<s<t =1 N k#j
So, by induction and Lemma 4.1.13,
Zm)y=142"-Zm—-1)+ Z(m—-1)_-2Z"

o)
=14+Zm-1)_-Z"+> %Fm—l(zl,...,zm Yezm.zr
'
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and formula (4.12) is proven. From (4.12) and (4.6), we deduce

But by definition |Z_| is predictable and bounded, as a product of bounded processes
(|Z”] is bounded over [0,7] by continuity of a’(-)) and (N" — a"(+)) € «/. Therefore,
from Theorem 4.1.15, Z is a martingale and the proof is complete. O

We are now able to proof the following result:

4.3.4 Theorem. Let N',...,N™ be Poisson processes relative to F. If
ANAN* =0, 4 k=1,...,m; j#k,

then the random vector (N} — N1, ... N/™ — N™) is independent and independent of
Fs, for every 0 < s < t. In particular the vector (N',...,N™) has F-independent
mcrements.

Proof. Let Z7 be the martingale associated with N7, j = 1,...,m. By Theorem 4.3.1
the process Z := [[*, 77 is an F-martingale: for every 0 < s < t, E[Z;|%;] = Zs. Hence

[exp< Zu] (N? — N7 )‘9} —exp(i (e —1)(a’ (1) —aj(s))>, (4.13)

for every 0 < s < and v/ € R, which implies, in particular, that (N} — N1, ..., NJ*— N™)
is independent of .#;. Clearly, the identities

exp zm: <ei“j - 1) (aj(t) - aj(s)) = ﬁexp ( wd _ )(aj(t) - aj(s))>

=t =t (4.14)

fj [exp(luj (N} — Ng))}

holds. Taking now the expectation in (4.13) and using (4.14), we deduce
E |exp | w/(N] - N7) H ( —1)(al(t) — aj(s)))
j=1

. ﬁE fexp (177 - V)]

j=1

meaning that the vector (N} — N} ..., N/® — N™) is independent. The proof is now
complete. 0
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As a consequence of Theorem 4.13, we get the following result about the independence
of Poisson processes.

4.3.5 Theorem. Let N, ... ,N™ be Poisson processes. If
ANANF =0, jk=1,...,m; j#k,
then the vector (N, ..., N™) is independent.

Proof. To keep notation simpler, we only prove the result for m = 2. We show that for
every n € Nand 0 =ty < t; < ...t, the formula

exp( Zuj Nt )+1zn:vj(Nt2th2j_l))]

7=1

(4.15)
=E |exp Zuﬂ Ntlj tj ) exp Zvﬂ tj tJ D1
for every w/,v/ € R, j = 1,...,n. Notice that, because of the independence of the
increments, we have
n .
E[exp (iZuj(Ntlj—Ntljl)) exp( Zvj Nt Ni,_ 1))]
=1 (4.16)

E oxp (1w (V) — N} ) )}ﬁ foxp (1072 - 32_))].

Because of Theorem 4.13, (N} — N}, N2 — N2) is an independent vector which is inde-
pendent of .Z,, 0 < s < t. Assuming that the vector

I
<.
=
_

A= (N} =N, N} —N2),....(N, =N} N?

to? 1 tn tn—1

2
- Ntnfg))
is independent, we get that the vector

B = ((Nt11 Ntlov N2 N1520)7 ceey (Ntln - Ntln_laNtZ Nt2n 1))
is independent. Indeed, A is %,  -measurable and (N} — N} N2 — NZ _))is an
independent vector which is independent of .%#; . Therefore, by induction, we get that,
for every n € N, the vector

B:=((N), = N&,N2 = NZ),....(N}, =N} N2 —NZ )

to?
is independent. Hence, setting

(Ujvvj)(Nt Nt Nt2j - Nt2j,1) = Uj(Ntlj - Ntlj,l) + Uj(NtQj - Nt%.,l)a

j—1’
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E

n n
exp (i S W(NL =N )i o (N - Nil))]
j=1 j=1

=E|exp <i(u1,vl)(Nt11 — NtIO,Nth — Nt20) +...

+ i(u”,vn)(Ntln — Ntlnfl’Nth — NthI))]

I
&=

J

o (00, - o <27

<
Il
=

exp <iuj(Nt1j - Ntljl)> E

exp (ivj(ij - NEJJ)]

ﬁ E [exp (ivj(NtQj — ijl))] :

j=1

<
Il
—

I
&=

E| exp (iuj(Ntlj — Ntljl)>

<
Il
—

Il

where, to get the second equality, we used the independence of the vector B for every
n € N. For the third equality we applied Theorem 4.13, which ensures the independence
of (Ntlj —Ntlj_1 , ij _Nth—l)' Therefore, (4.15) holds, because of (4.16). This means that
the vectors (N, =N}, ..., N} =N} _Yand (N2 —NZ,...,N2 —NZ ) are independent,
for every 0 = tg < t; < ... < t,. Hence, the vectors (N/,...,N} ) and (N2,...,N2)
are independent because they can be obtained as linear combination of the previous two
vectors respectively. Therefore (N, N?) is an independent vector of processes and the

proof is complete. O

The proof of the following theorem is very instructive for the understanding of the
developed theory. However, it will not be part of the exam (contrarily, the formulation
of the theorem will).

4.3.6 Theorem. Let N' and N? be independent Poisson processes with respect to the
same filtration F. Then AN'AN? = 0.

Proof. We first prove that the process (N! — a'(:))(N? — a?(+)) is a martingale with
respect to F. Because of the independence of the factors, the random variable (N} —

a'(t))(N? — a®(t)) is integrable and. Furthermore, setting N o= (N7 —dl(-), =12,
we get

—1 =l 2 2 ~l  ~liore? 2 ~1 1
E[(N; = NN, = NJ)|Zs] =E[(N, = NOE[(N, — N{)|Z: Vo(N, — N)||F] =0,
where in the last passage we used that (N? - N?) is independent of .#4 V O’(th - Ni)
and centred. Therefore, N'N’is an F-martingale. By partial integration and continuity
of a'(-) and a'(-), we get

(N} = a' () (N = a*(1)) =

(NI —a'(:)) - (N? = a®())e + (N2 = a®() - (N' = al ()t
+ ) ANIANZ,
0<s<t
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Because (N! — al(-))(N? — a2(-)) is a martingale and (N7 — a?(-)) - (N* — k(")) is a
local martingale j, k = 1,2, j # k, (cf. Theorem 4.1.15), both starting at zero, we deduce
that the process Y g.. ANIAN? is a local martingale which starts at zero. Let now
(Tn)n>1 be a localizing sequence. Then

E| Y ANANZ| =0
0<s<Tp At

which implies » oo o, ANIAN2 =0, t € [0,7)] a.s., because Y 0<s<- AN}AN? is a
nonnegative process. Furthermore, for every ¢ € [0,7] a.s. holds

0=A )  ANAN?= > ANJAN?- Y  AN!AN?=AN]}  AN?,

0<s<TnAt 0<s<T At 0<s<Tn At
hence
AN}AN? = lim AN} ,AN?,, =0, tel0,T], as.
n—+00 n n
and the proof is complete. O

The next result states that for a family of Poisson processes, independence of the
family and pairwise independence are equivalent properties.

4.3.7 Corollary. Let N',..., N™ be Poisson processes relative to the same filtration F.
Then (N',...,N™) is independent if and only if (N7, N*), j,k =1,...,m, j # k, are
independent.

Proof. It is enough to show that the independence of (N7, N*), j k=1,...,m, j # k
implies the independence of (N!,...,N™). The converse implication is clear. Be-
cause of Theorem 4.3.6, the independence of (N7, N¥), j,k = 1,...,m, j # k implies
ANIANE =0, 4,k =1,...,m, j # k. Hence by Theorem 4.13 we get the independence
of (NY,...,N™). O



CHAPTER D

Poisson random measures

5.1 Random measures

We devote this section to Poisson random measures relative to a filtration. We do not
consider general Poisson random measures. Rather we restrict our attention to random
measures associated with the jumps of adapted cadlag processes and consider only the
homogeneous case. Before we need to introduce the notion of random measure and of
integer-valued random measure. Of particular interest will be the part concerning the
definition of the stochastic integral of deterministic functions with respect to a Poisson
random measure and with respect to a compensated Poisson random measure. We fix
a complete probability space (2,.%,P), a time horizon [0,T], T > 0 and a filtration
F = (Ft)iejo,r satisfying the usual conditions. Then we assume .# = Fr. For the sake
of simplicity, we introduce the following notation:

(E,2(E)) = ([0,T] xR, £([0,T]) ® B(R)). (5.1)
All needed notions of measure theory (definition of ring, semiring...) are summarized in
the appendix to Chapter 1.

The jump jeasure of a cadlag process

5.1.1 Definition. A random measure p on (F,#(FE)) is a mapping on Q x A(E) in
[0, +00] such that:

(i) p(-, A) is a random variable for every A € #(E).

(i) p(w,-) is a measure on (E, B(F)) such that p(w;{0} x R) =0, w € Q.

If 44 is a random measure on (E, Z(F)), we write
W(A) = pu(w, A), A€ BE).

For any measurable set A, (A) is a nonnegative random variable on (€2,.%,P). We can
therefore introduce the expectation of p(A) (note that, by definition, u(A) > 0). We
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call intensity measure of p the mapping m on #A(E) in [0, +00] defined by
m(4) = E[u(4)]. (5.2)

The intensity measure m is a (deterministic) measure on (E, Z(F)). Indeed, m(f)) = 0
because p(w, ) = 0, for every w, u(w, ) being a measure. The o-additivity of m follows
from the theorem of B. Levi on monotone convergence (cf. Theorem 1.A.4).

5.1.2 Definition. We say that a random measure p on (E, Z(F)) is an integer-valued
random measure if p(A) takes values in NU {400}, for every A € B(E).

Integer-valued random measures are of special importance because of the relation that
they have with cadlag adapted processes. Let X be a cadlag adapted process. For every
A € B(F) we define on (E, #(FE)) the random measure y by

,u(w; A) = Z l{AXS(w)#O}lA(‘g? AXS(W)), we Ae€ %(E) (53)
s>0

5.1.3 Proposition. Let X be an adapted cadlag process with values in R. Then the
random measure p defined on (E,B(E)) by (5.3) is an integer-valued random measure.

Proof. We show that (5.3) defines an integer-valued random measure. The process X is
adapted and cadlag . Therefore it is progressively measurable (cf. Theorem 2.3.5) and
the set {t > 0 : AX; # 0} is at most countable (cf. Theorem 2.2.6). Therefore, from
this latter property, if (5.3) defines a random measure, it is an integer-valued random
measure. It is clear that for every w € Q p(w,-) is a measure on (E, Z(FE)). We have to
show that pu(-, A) is a random variable, for every A € #(FE). This is consequence of the
provgressive measurability of X. Indeed, X is a measurable process, being progressively
measurable and adapted. Therefore w — 1yax, (w)20} L4 (t, AXi(w)) is F-measurable for
every t € [0,T]. Therefore w — p(w, A) is a random variable for every A € B(E), as a
countable sum of random variables. O

5.1.4 Definition. We call the integer-valued random measure p defined in (5.3) the
jump measure of X.

We shall only consider integer-valued random measures which are jump measure of
some adapted cadlag process.

Let X be an F-adapted cadlag process and let p be its jump measure. It is easy to
see that p({t} x R) € {0,1}. Indeed, from the definition of x, we get

p({t} x R) = > o0 Liax, 20y Ly xr(S, AXS)
= Liax, 201 Ly xr(t, AXt)
= 1{ax,»0) €{0,1}.

If A€ B(E), we define the process N4 = (N/);>0 by
NA = u(ANo,t] x R). (5.4)

5.1.5 Lemma. Let X be an F-adapted cadlag process and let p be its jump measure
with intensity measure m. If A € B(E) is such that u(AN[0,t] x R) < +oo for every
t >0, then the process N4 introduced in (5.4) is a simple point process.
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Proof. By definition, the process N4 is increasing. Proposition 5.1.3 implies that s
is an integer-valued random measure and so NtA € N, t > 0. Furthermore, we have
n(AN[0,t] x R) < +oo for every t > 0 which yields u(AN[0,¢t+ 1] x R) < 400 for
every n > 1 and p(AN[0,t+ 1] xR) | u(AN0,#] x R) as n — +oo. Therefore N4 is
right-continuous. The left-limit of N/ is given by u(AN[0,t) x R) < +o00. Thus, N4 is
a cadlag increasing process. For every t > 0, NA = u(ANJ0,t) x R) and from this it it
follows that
AN = (AN {t} xR) < p({t} xR) € {0,1}.

We know that u(A N {t} x R) € N, because p is integer-valued and so the previous
formula yields AN4 € {0,1}. It remains to prove that N4 is an F-adapted pro-
cess. But this easily follow from the progressive measurability of X. Indeed, w —
Liax, ()01 1a(s, AXs(w)) is F-measurable, for every s < t and hence NA is F-
measurable, as a countable sum of .%#;-measurable random variables. ]

The assumption of Lemma 5.1.5 can be weakened requiring that u(AN[0,t] xR) < +oo
a.s. for every t > 0. In this case the process N4 introduced in (5.4) is defined only a.s.
and therefore the statement of Lemma 5.1.5 holds a.s. To extend the definition of N4
everywhere we can set N/ (w) = 0 on the exceptional set on which it is not defined by
(5.4). The filtration I satisfies the usual conditions and this version of the process N4 is
adapted and cadlag. We denote this process again by N4 and obviously the statement
of Lemma 5.1.5 holds also for such a modification.

5.2 Definition of Poisson random measure

We consider an F-adapted cadlag process X with jump measure . Let m be the intensity
measure of u. Thanks to Proposition 5.1.3, we know that the random measure p is an
integer-valued random measure. Now we are going to discuss the case in which the jump
measure of X is an homogeneous Poisson random measure relative to the filtration F.
The definition of Poisson random measure relative to a filtration can be given in full
generality, without relating it to the jump measure of an adapted cadlag process. Such
a general definition requires some technical preparation which would exceed the purpose
of these notes. For complete treatment of the topic we refer to Jacod & Shiryaev (2000),
Chapter II.

5.2.1 Definition. Let X be an F-adapted process and let u be its jump measure with
intensity measure m (cf. (5.3) and (5.2), respectively). We say that p is a Poisson
random measure relative to the filtration F if:

(i) The intensity measure m is of the form m = Ay ® p, where A\, is the Lebesgue
measure on ([0,77],%4(]0,T])) and p is a o-finite measure on (R, Z(R)).

(i) For every fixed s € (0,7] and every A € B(FE) such that A C (s,7] x R, m(A) <
+00, the random variable ;(A) is independent of .Z.

We remark that if X is a cadlag process and its jump measure p is a Poisson random
measure relative to F, then the process X as no fixed-time discontinuities a.s. Indeed,
we have m({t} x R) = AL ({t})p(R). Because p is o-finite, this implies m({t} x R) = 0.
Therefore E[u({t} x R)] =0 and so u({t} x R) =0 a.s., t > 0.
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We now show that if x4 is a Poisson random measure relative to F and A € #(F) is
such that m(A4) < +oo, then the process N4 introduced in (5.4) is a Poisson process
relative to F (cf. Definition 4.2.2).

5.2.2 Lemma. Let u be the jump measure of a cadlag adapted process X with intensity
measure m. If u is a Poisson random measure relative to I, then for every set A € B(E)
such that m(A N [0,¢] x R) < 400, t > 0, the process N4 introduced in (5.4) is an
F-adapted Poisson process relative to the filtration F with intensity function a(:) :=

m(AN[0,7] x R).

Proof. We are going to prove that under the stated assumptions the process N4 fulfils
all the properties of Definition 4.2.2. Because of m(AN[0,t] x R) < 400 for every t > 0,
it follows that pu(A N[0,¢] x R) < +oo a.s. for every t > 0. From Lemma 5.1.5 and the
comment following it, the process N4 is an F-adapted simple point process. Moreover,
m(ANJ[0,¢ x R) < +o0, t >0, yields N/ € L'(P), t > 0. Thus,

a(t) == E[NA] =m(AN[0,t] xRy) = Ay @ u)(AN[0,8] x Ry) < 400, t>0. (5.5)

The previous equalities imply that a“(-) is a continuous function because i is the
Lebesgue measure on [0, T]. It remains to prove that N4 has F-independent increments.
But this is immediate from the properties of u. Indeed,

NA—NA = ju(An(s,t] xR), 0<s<t,

and AN (s,t] x R C (s,T] x R. Because p is a Poisson random measure relative to the
filtration I, it follows that N/ — N2 is independent of %, 0 < s < t. Therefore (N4, TF)
is a Poisson process relative to F with intensity function a4 (). O

We now state some properties of Poisson random measures relative to a filtration.

5.2.3 Theorem. Let i be the jump measure of an F-adapted cadlag process X with
intensity measure m. If i is a Poisson random measure relative to the filtration F, then
it has the following properties:

(i) For every A € B(E) such that m(A) < +oo, the random variable u(A) is Poisson
distributed with parameter m(A).

(i) If A1,..., Apm, m > 1, are B(E)-measurable pairwise disjoint subsets such that
m(A;) < +oo, j =1,...,m, then the vector (u(A1), -, u(Am)) of random variable is
independent.

(iii) If A1,..., Apm, m > 1, are B(E)-measurable subsets such that m(A;) < 4+o00 and
that A; C (s, T] xR, s >0, j=1,...,m, then (u(A1), -, u(An)) is a random vector
independent of F.

Proof. Let A € #(F) be such that m(A) < +o00. We show that u(A) is Poisson distrib-
uted with parameter m(A). By Lemma 5.2.2, the process (N4, F) is a Poisson process
with intensity function a(-) = m(A N0, x R) and therefore, by (4.8)

E[ew“(A)] = E[ei“Nﬂ = exp ((ei“ — 1)m(4)).
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In particular, this implies that M (A) is Poisson distributed with parameter m(A) and
(i) is proven. Let Ay, ..., A, € B(E) be pairwise disjoint and such that m(A4;) < +oo.
By Lemma 5.2.2, we know that the process (N“4i,F) is a Poisson process. Furthermore,

ANAjAngAk = ,u(Aj N {t} X ]R)M(Ak N {t} X ]R) = 1{AXt750}1AjﬁAk (t, AXt) = 0, (56)

for every j,k=1,...,m, j # k.

Now we discuss (ii). If Ay, ..., A, are pairwise disjoint subsets of E such that m(4;) <
400, because of (5.6) and Theorem 4.3.5, the vector (N41,... N4m) is an independent
vector of Poisson processes and therefore (pu(A1),...,u(An)) = (Nj‘ih, . .,Nf‘m) is an
independent vector of random variables. To see (iii) it is sufficient to prove it for pairwise
disjoint sets. Indeed, we can always reduce the general situation to this particular case by
considering an appropriate partition of the union of the A;s. If Ay,..., A,, are pairwise
disjoint subsets of E such that m(A;) < 400 and that A; C (s, +oo) xR, j=1,...,m,
because of (5.6) and of Theorem 4.3.4, the vector (N;' — NA1, ... Njim — NA m) is
independent of s, 0 < s <t. On the other side, A; C (s,+00) x R implies N A =0,
j = 1,...,m. This yields the vector (NA1 NA’") is independent of %5, t > 0.
Therefore ( (A1), 1w(Ap)) = (Njfh, . .,NA ) is independent of .Z. O

5.3 Stochastic integration for Poisson random measures

Let X be an F-adapted cadlag process. We assume that that jump measure of X is a
Poisson random measure relative to the filtration F with intensity measure m = A ® p.
In this section we define the integral of deterministic measurable functions with respect
to pu. To simplify the terminology, in this section we call a Poisson random measure
relative to a filtration simply a Poisson random measure. We recall that the definition
of (E,%(FE)) was given in (5.1). For a deterministic numerical function f which is
A(E)-measurable we have introduce the notation

f*m:= /Ef(t,x)m(dt,da:)

if the integral on the right-hand side exists. In particular f %« m is well defined if f is
nonnegative. We define the integral of f with respect to p w-wise in an analogous way,
because p(w, ) is a (nonnegative) measure on (E, #(E)) for every w € Q. If f is a non-
negative measurable function, then the integral [p, f(¢, z) p(w,dt,dz) always exists. We
shall use the notation f * u for this random variable with values in [0, +o0c]. This defini-
tion extends to functions f of arbitrary sign. More precisely, for any measurable function
fon (E,B(E)), by Qf we denote the set of all w € Q such that [, f(t, ) p(w,dt,dz)
exists and is finite a.s. Obviously {2y € .#. We say that the integral of f with respect to
o exists and is finite a.s. if P[Qf] = 1. In this case the random variable f * ;i defined by

I5 f( w,dt,dz), ifwe Qg
foplw) = (5.7)
0, otherwise;
is called the stochastic integral of f with respect to the Poisson random measure u. Note

that the stochastic integral f * p exists and is finite a.s. if and only if |f| * u < 400 a.s.
We now state the so-called exponential formula (cf. Kallenberg (1997), Lemma 10.2).
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5.3.1 Lemma (Exponential Formula). Let f be a function on (E,%A(E)). If f > 0,
then
E[e /*#] = exp((e™/ — 1) * m). (5.8)

Proof. First we take f > 0 of the form f = ula, where u > 0 and A € (E, #(FE)) is such
that m(A) < 4o00. From Theorem 5.2.3 (i), we know that p(A) is Poisson distributed
with parameter m(A). This implies

Efe~/") = Efe™*] = exp((e™* ~ 1)m(A4)) = exp((e”/ ~ 1) +m),

Let now f be a simple function of the form f = Z;n:1 ¢jla; where ¢; > 0 for every j =
1,...,mand Ay,..., Ay € (E,%B(E)) are pairwise disjoint sets such that m(4;) < 4o0,
for every j =1,...,m. From Theorem 5.2.3 (ii), the random vector (u(A1),...,u(Am))
is independent and so, from the previous step, we get

Blo~/#] = B oxp - 7, cu(4) )|
= T, exp((e=s — 1)m(A;))

—exp (= e - D)) =exp((e !~ 1) sm)

If f is an arbitrary nonnegative function, it can be approximated by an increasing
sequence ( fp)nen of simple functions and from the previous step formula (5.8) is satisfied
for every n € N. We conclude the proof passing to the limit and applying the theorem
of B. Levi on monotone convergence (cf. Theorem 1.A.4). O

Now we characterize, in terms of the intensity measure m, under which conditions
the integral of a deterministic function f with respect to p exists and is a.s. finite (cf.
Kallenberg (1997), Lemma 10.2).

5.3.2 Proposition. Let pu be a Poisson random measure on (E, B(E)) with intensity
measure m. Then f % p exists and is finite a.s. if and only if (|f| A1) *m < +o0.

Proof. If f % p exists and is finite a.s., then, by definition, |f| * u < 400 a.s. Applying
Lemma 5.3.1 to | f| and using the estimate (x A1) < ¢(1 —e™7) for some constant ¢ > 0
and x > 0, we deduce (|f| A1) *m < +oo. Indeed, because of |f| * u < 400, we have

0 < E[e /"] = exp((e™/ —1) xm),

meaning (1 —e /) *m < +00. Hence (|f|A1)*m < ¢(1 —e 1) %y < +o00. Conversely,
we now assume that (|f| A1) *xm < +o00. We apply Lemma 5.3.1 to ¢|f|, where ¢ > 0:

Ele=f1*#) = exp((e~M = 1) x m). (5.9)

Letting ¢ converge to zero on the left-hand side of (5.9) and using dominated convergence,
we get E[e=/*#] — P[|f| * i1 < +o0]. For the right-hand side of (5.9) we observe that
the inequality

o~ — 1] < eff| A2
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holds. Because of ¢ | 0, we can assume ¢ € (0, 2] and so we get [e =</ —1] < 2(|f|A1). We
apply again the theorem of Lebesgue on dominated convergence to get (Je~M1—1[)+m —
0. In conclusion we have

P{I] 1 < o] = 1.

O
The following lemma can be shown in a similar way.
5.3.3 Lemma. Let f be a function on (E,#(E)). If (|f| A1) *m < 400, then
E[e /*#] = exp((e™ — 1) *m). (5.10)

We now show how to compute the expectation of the random variable f * u, where f
is a function which belongs to L'(m).

5.3.4 Lemma. Let f € L'(m). Then
E[f % pu] = f *m. (5.11)

Moreover, the stochastic integral with respect to p is a continuous operator on L'(m)
into L' (P).

Proof. For every nonnegative function f € L!(m) formula (5.11) holds. Indeed, this
is true for indicator functions of the form 14, A € A(E), m(A) < +oo, and hence
for nonnegative simple functions f. For an arbitrary nonnegative function f we can
find a sequence (fy)n>1 of nonnegative simple functions such that f,, T f pointwise as
n — 400. The result follows by monotone convergence. Clearly, formula (5.11) extends
to functions f such that |f|* m < 4+o00. The statement on the continuity follows from

B[/ # pl] S E[|f]* p] = | f]*m < +oc.

5.4 Compensated Poisson random measures

Let p be the jump measure of a cadlag adapted process and a Poisson random measure
relative to F with intensity measure m = AL ® p, where A4 is the Lebesgue measure
on (Ry,Z(R;)) and p a o-finite measure on (R, Z(R)). In this section we define the
compensated Poisson random measure and, using the theory of orthogonal measures
developed in Gihman & Skorohod (1974), we introduce the stochastic integral of de-
terministic functions with respect to a compensated Poisson random measure. First, we
introduce the following ring of sets of E:

o ={Ae€ BE): m(A) < +oo}. (5.12)
To each set A € o7 we associate the random variable fi(A) by
(A) = u(A) —m(4), Aeco. (5.13)

We remark that f is not defined on #(FE) but only on «/. Indeed, on Z(F) expressions
of the type “+ oo — 00” could appear. Notice that & defines a mapping on 2 x &/
into (—o0, +00] and that E[f(A)] = 0 for every A € o/. Now we recall the notion of
orthogonal measures (cf. Gihman & Skorohod (1974), IV§4).
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5.4.1 Definition. Let £ be a semiring of sets of E. We assume that to each A € &
there corresponds a real-valued random variable ((A) with the following properties.

(i) ¢(A) € L*(P) and ¢(0) = 0.

(ii) ((AU B) = ((A) + ¢(B) a.s. for disjoint A and B in % .

(iii) E[C(A)((B)] = a(AN B), where « is a set function on .%#".
The family ¢ := {((A4), A € '} of random variables satisfying the previous three
conditions is called an orthogonal random measure and a(-) is called structural function

(of ¢).

5.4.2 Lemma. The family i := {f(A), A € o} of random variables defined by (5.13)
is an orthogonal random measure on the ring &/ with structural function m.

Proof. Tt is clear that @(0)) = 0 and that m(AU B) = u(A) + u(B) for disjoint A and B
in o/. Because of Theorem 5.2.3, the random variable p(A) is Poisson distributed with
parameter m(A), for every A in «/. Therefore, E[fi(A)?] is the variance of a Poisson-
distributed random variable with parameter m(A), i.e.,

E[f(A)?] = E[u(4)] = m(4), A€ . (5.14)

Because of m(A) < +oo and of (5.14), we obtain fi(A) € L*(P), A € &/. It remains to
show that m is the structural function of . For this aim, we notice that the relation

A(AA(B) = [(A N B) + A(A\ B)] x [6(ANB) + A(B\ A), A,Be o,

holds. This and (5.14), together with the fact that (C) and (D) are independent if C'
and D are pairwise disjoint sets in &7 (cf. Theorem 5.2.3), yield

E[fi(A)fi(B)] = E[#(A N B)?*] + E[@(AN B)i(A\ B)]
+E[R(ANB)a(B\ A)] + E[n(A\ B)a(B \ A)]
[M(ANB)Y=m(ANB), ABcd,

and the proof is concluded. O

We call the orthogonal random measure 7z defined by (5.13) on the ring <7 the com-
pensated Poisson random measure associated to the random measure p or simply com-
pensated Poisson random measure.

5.4.1 Stochastic integration for compensated Poisson random measures

We are going to define the stochastic integral with respect to fi for functions in L?(m).
We start defining the stochastic integral for functions belonging to the set 2 C L?(m)
of simple functions:

g = {f = ZaklAk’ (ar)ie; CR;  (Ag)re; € & pairwise disjoint } (5.15)
k=1

For A € o/, we define
laxm=mn(A).
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Notice that E[(14 * 1)%] = 14 * m, that is the stochastic integral with respect to 7 is an
isometry from {14, A € &} into L?(P). Therefore, the integral with respect to i can
be uniquely extended to a linear isometry on 2 into L?(P): If f € 2, the elementary
stochastic integral with respect to [r is again denoted by & and

* 1= i w(Ay), feo. (5.16)
k=1
Moreover,
E[(f«m)(g*m] = (f9)*m, fg€eP. (5.17)

Now we extend the definition of elementary stochastic integral to every function f €
L?*(m) (cf. Gihman & Skorohod (1974), IV.§4 Theorem 1).

5.4.3 Lemma. The system 9 of simple functions is dense in L?(m).

Proof. We only need to verify that & satisfies the conditions of Lemma 1.2.3. The set of
simple functions is clearly such that 0(2) = Z(FE) (notice that m is a o-finite measure
on E). Because « is a ring, Z is N-stable and so Z is stable under multiplication.
The measure m is o-finite on E, hence there exists a sequence (Ay)neny C &7 such that
A, 1T E as n — +oo. Therefore, we can construct a sequence (hy),eny € 2 converging
pointwise to 1. (]

5.4.4 Theorem. There exists a unique (continuous) isometric mapping on L?(m) into
L?(P), again denoted by Ti, such that

laxum=mnu(Ad), Aecd. (5.18)

Proof. For a function f € 2, we have defined the elementary stochastic integral and
we know that it is an isometric mapping on 2 into L?(IP). Moreover, by definition,
the elementary stochastic integral satisfies relation (5.18). The linear space Z is dense
in L?(m), hence the elementary stochastic integral with respect to 71, regarded as a
mapping from Z into L?(IP), has a unique isometric extension on L?(m). We denote this
extension again by . We need to show the uniqueness of iz satisfying (5.18). But for
this it is enough to observe that any isometric mapping between two Hilbert spaces is
continuous. Relation (5.18) defines i uniquely on 2 and, by the density of % in L?(m)
and by continuity, uniquely on L?(m). d

Let 7z be the unique isometric mapping of Theorem 5.4.4 and f € L?(m). We call f 1
the stochastic integral of f with respect to the compensated Poisson random measure 7.
We can extend the definition of the stochastic integral with respect to i also to functions
in L'(m): Let f € L'(m). We define the stochastic integral of f with respect to Ji by

f*pm:=fxp— f*m. (5.19)

Of course, from Proposition 5.3.2, the right-hand side of (5.19) is well-defined and finite-
valued a.s. It remains to show that it is consistent with the definition of the stochastic
integral with respect to f.
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5.4.5 Proposition. If f € L'(m) N L?(m), then f * u and f 1 are both well-defined
and

fxp=fxpu—f*xm as. (5.20)

Proof. By Proposition 5.3.2 and Theorem 5.4.4, the stochastic integrals f*u and fxp are
both well-defined and finite-valued a.s. for any f € L!(m)NL?(m). For proving (5.20), in
a first step we assume that f € L!(m)N L?(m) is such that m({f # 0}) < 4+oc. Because
9 C L?(m) is a dense set, there exists a sequence (f,,)n>1 C 2 converging to f in L?(m).
Replacing, if necessary, f, with f;, 1{70y, without loss of generality we can assume that
fn vanishes outside of {f # 0}. This implies that (f,),>1 converges in L!(m) as well.
Relation (5.20), being obviously true for every f,, now extends to f by the L?(m)-
continuity of & and the L!(m)-continuity of 4 and m. (cf. Theorem 5.4.4 and Lemma
5.3.4). In case that f € L'(m)N L?(m) is chosen arbitrarily, we define f,, := f 15, where
B, € &/ is such that B,, T E (such a sequence exists because m is a o-finite measure on
(E,#(F))). Using the theorem of Lebesgue on dominated convergence, we observe that
(fn)n>1 converges to f in L'(m) and L?*(m). Since m({f, # 0}) < 400, we can apply
the first step and obtain (5.20) for every f,. Again by the continuity property of u, &
and m, we conclude that (5.20) remains valid for f. O

We conclude this section by giving necessary and sufficient conditions for a Z(F)-
measurable function f to be integrable with respect to m, i.e., to be such that f % is
well-defined and finite-valued a.s.

5.4.6 Theorem. Let f be a measurable function on (E, B(FE)). The integral f*Ti exists
and is a.s. finite if and only if (f2 A |f]) *m < +oo.

Proof. We first assume that (f2 A |f]) *m < +o00. We have

=<y + g

with flg <1y € L?(m) and Thsn € L'(m). By Theorem 5.4.4, (f1gf1<1y) * [t exists
and is a.s. finite. By Proposition 5.3.2 and Proposition 5.4.5, (f1ff>1}) * [ exists, is
a.s. finite and consistent. By linearity we put

frme= (Flyen) * B+ (Flygsny) <7

Hence, fx*@ exists, is a.s. finite and consistent. We do not verify the converse implication
and refer to Kallenberg (1997), Theorem 10.15 for a complete proof. O

5.5 Construction of Lévy processes

In §5.3 and §5.4 we have introduced the stochastic integral of deterministic functions
with respect to a Poisson random measure and the associated compensated Poisson
random measure, respectively. Now we want to apply the developed theory to construct
Lévy processes by integration of deterministic functions. We consider a cadlag F-adapted
process X with jump measure . We assume that p is a Poisson random measure relative
to the filtration F. The intensity measure of p is m = Ay ® v, where A is the Lebesgue
measure on ([0,7],%([0,T])), while v is a o-finite measure on (R, Z(R)). We stress
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that this assumption implies that the process X has no fixed time discontinuities a.s.
Furthermore, we require that v is a Lévy measure, i.e., v({0}) = 0 and (22 A1) € L(v).
If A € E is of the form A = [0,1] x B, then

that is the Lévy measure describes the mean of the jumps of X with size in B over a
time interval [0, 1]. Clearly

E[u((0,4] x B)] = tw(B), te [0,T),

meaning that the expected values of the number of jumps in B does not depend on
time ¢t. If B = {|z| > 1}, we know that X will only have finitely many jumps in B (cf.
Theorem 2.2.6) and, because of the integrability conditions on the Lévy measure, we also
get v(B) < +oo. Notice that also the stronger integrability condition |z| A 1 € L!(v)
yields v(B) < +oo. However, this condition also yields v({|z| < 1}) < 400, which does
not correspond to the property of a cadlag process X: From Theorem 2.2.6 we only
know that the “big jumps” of X are finitely many over compact time interval. However,
small jumps could be countably many. This is related with the fact that for any cadlag
process the sum > .., (AX,)? is always finite, while the sum Y .., |AX,]| is finite if
and only if X is a cadlag process of finite variation. In conclusion, one can see that, if
X is a cadlag process with jump measure p which is a Poisson random measure of the
form Ay ® p, then p is necessarily a Lévy measure.

Notice that the function h defined by h(t,z) := 1jg4 f(z) belongs to LI(A; @ v) if and
only if the function f belongs to L(v), ¢ > 1. We recall that, because F satisfies the
usual conditions, every adapted Lévy process in law relative to F has an adapted cadlag
modification which is a Lévy process relative to F (cf. Theorem 2.5.12). In the sequel
we do not distinguish a Lévy process in law from such a cadlag modification.

We introduce the system of simple functions in L4(v), ¢ > 1, by

9D = {f =3 L1aile, aj Ry Cj € B(R) pd., v(C)) < —i—oo}, (5.21)

where the acronym p.d. stands for pairwise disjoint.

5.5.1 Lemma. Let X be a cadlag adapted process with jump measure p. If p is a
Poisson random measure relative to the filtration F with intensity measure Ay @ v, then
for every f € 9 the process (1)9,1f) * pp = ((1jo,f) * w)e>0 is a Lévy process relative to
F.

Proof. Let f € 2 have the representation f = Z;nzl ajlg;. We put A; := [0,T] x Cj.
For every t > 0 we have pu(A; N[0,t] x R) < 400 a.s. because m(A; N [0,t] x R) =
m([0,t] x C;) = tv(C}) < +oo and the identity pu(A; N[0,¢] x R) = u([0,t] x Cj), t >0,
holds. Lemma 5.2.2 ensures that the process N4 = (u([0,] x C}))i>0 is a Poisson
process relative to IF. Therefore the process pu(1)f) is cadlag and adapted because

p(logf) = a;u((0,] x Cy).

J=1
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Furthermore, p(1yyf) = 0. For 0 < s < ¢, the function 1(,,f belongs to L'\ ®@v)
and we can apply Lemma 5.3.3 to get

E [exp(iu((1gqf) * b — (Lo, f) * 1))] = E [exp(iu(lsqf) * p)] = exp((t—s)(e"™/ —1)*v).

This means, in particular, that (1[0’.] f)*p has homogeneous one-dimensional increments.
We show the F-independence of the increments. Obviously,

(Logf) s — (Lo f)xp= (Lisgf) xp=>_ ajp((s,t] x Cy).
j=1

The sets (s,t] x C1,...,(s,t] x Cp, are pairwise disjoint because C1,...,C,, are. Fur-
thermore, (s,t] x C; C (s,T] x R for every j = 1,...,m. Hence, the vector (u((s,t] x
B1),...,u((s,t] X By,)) is an independent random vector independent of % (cf. The-
orem 5.2.3) and so (1(,f) * 1 is independent of F5. We have that (1) 1f) * u starts at
zero, is cadlag and has homogeneous increments. This is sufficient to assert that it is a
stochastically continuous process. Therefore (1o )f) * p is a Lévy process relative to F
for every f € 2. O

As a consequence of Lemma 1.2.3, the system Z introduced in (5.21) is total in LI(v),
q > 1. This allows to extend Lemma 5.5.1.

5.5.2 Proposition. Let X be a cadlag adapted process with jump measure . If p is a
Poisson random measure relative to the filtration F with intensity measure Ay @ v, then
for every f such that |f| A1 € L' (v) the process (1jg,1f) * = ((1jo,q.f) * 1t)e=0 4s a Lévy
process relative to IF.

Proof. First we assume f € L'(v). The system 2 is dense in L'(v) and so there exists
a sequence (fn)neny € 2 such that f,, — f in L'(v) as n — +o00. By Lemma 5.5.1, the
sequence (1[0,,} fn) * v is a sequence of Lévy processes relative to F. From the linearity
of the stochastic integral and Lemma 5.3.4 we get

0 <E[|(Xog/n) * 1= (Lo,gf) * ul] < E[(Lpglfn = f1) * 4]
=t(|fn— fI)xv —0, n— +oc.

So we can conclude that (1jg,fn) * u converges to (1jg,f) * g in L'(P). Because the
filtration [F satisfies the usual conditions, this implies that the process (1[07,]f) * [ is
F-adapted. Furthermore, the L!(IP)-convergence of (Ljo,gfn) * 1 to (1gqf) * p implies
convergence in probability. By Lemma 2.5.7, (1o f) * p is a process with F-independent
and homogeneous increments. Obviously, (1jof) * 4 — 0 a.s. as ¢ | 0 and from the
homogeneity of the increments, we can assert that (1jp 1 f)*pu is stochastically continuous
(cf. Lemma 2.5.10). In conclusion, ((1j 1f) * p1,F) is a Lévy process in law. Because
the filtration F satisfies the usual conditions, we can find a version of (15 1f) * u which
is in fact a Lévy process relative to F, i.e., also cadlag. We do not distinguish these
two processes and denote the cadlag version again by ((1(,]f) * i1, F). Hence, for every
f € L'(P), the process ((1jo,1f) * 11, F) is a Lévy process.

The remain of the proof is not part of the exam:

We now weaken the assumptions and consider f such that |f| A1 € L'(v). Because
of Proposition 5.3.2, the stochastic integral (1o, f) exists and is finite a.s. for every
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t > 0. Denoting by f™ and f~ the positive and the negative part of f, respectively, we
have f* < |f| so that f* A1 € L'(v) and the stochastic integrals M(l[o,t]fi) are well
defined and the relation p(1y9 4 f) = p(1jqf") — u(lpgf~) holds a.s. Let us introduce
the functions f := fil{‘fj:|<n} and f, := ff — f-,n>1. Then ff >0 and ff 1 f*
pointwise as n — +oo. Furthermore, ff € L!(v) because ff < (ffAn) <n(fFAl) €
L'(v). Therefore we also have f,, € L'(v). Hence u(1[07t]f71i) < +ocas.t>0,n>1,and
the theorem of B. Levi on monotone convergence implies that (1 1 (1 )
a.s. as n — 400, t > 0. Because of the previous step ((1(1o,q.fn))t>0,F) is a Lévy
process for every n > 1. Moreover,

lim (1o fn) = lim (I, fo) = lim p(lyfy)

n—-+00 n——+00 ’ n——+o0o

= pu(lpogf) — (g f™)
= N(l[(),t}f)’ t=>0.

The previous convergence takes place a.s. and so u(ljf) is F-adapted (the filtra-
tion satisfies the usual conditions). Furthermore, Lemma 2.5.7 yields u(1y, f) has
F-independent and homogeneous increments. Clearly, 1(1j4f) converges to 0 a.s. as
t | 0 and we know that this fact, together with the homogeneity of the increments im-
plies that 1(1j 1 f) is stochastically continuous. Therefore (u(1jo . f),F) is a Lévy process
in law. We do not distinguish such process from its cadlag modification and so we assert
that (u(1p,1f),F) is a Lévy process. O

Let now &z be the compensated Poisson random measure of L. From Theorem 5.4.4,
every deterministic function in L2(A\; ® v) can be integrated with respect to 7. For any

f € L?(v) we introduce the process X = (Xt(f))tzo by

5.5.3 Theorem. Let X be a cadlag adapted process with jump measure . If @ is a
Poisson random measure relative to the filtration F with intensity measure Ay ® v and
11 is the associated compensated Poisson random measure, then for every f € L*(v) the
process X defined by (5.22) has the following properties:

(i) ]E[(Xt(f))Q] = t(f? * v) and, in particular, the random variable Xt(f) is square
integrable, t > 0;

(ii) (XU, F) is a Lévy process;

(iii) X is a square integrable martingale;

(iv) AX() = FAX)Tiax20y a.s.

Proof. (i) is consequence of the isometry of the stochastic integral with respect to @ for
functions in L?(v). We show (ii) and (iii) together. If f € L?(v), then the sequence
Jn = flys1y belongs to L'(v) N L?(v) and converges to f in L?(v) as n — +o0.
Indeed, f2 < f? and

’fn| < f21{|f‘>1} + |f’1{%<|f|§1} < f21{|f|>1} +nf21{%<‘f|§1} < (1 + n)f2 c Ll(y) .

For every n > 1, Proposition 5.4.5 yields

X = (o) # = t(fnx1) = Tocuey In(AX) L ax.p0p — t(Faxv). £20. (5.23)
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From Proposition 5.5.2 we know that (XU") F) is a Lévy process for every n > 1.
Moreover, from (5.23) and Lemma 5.3.4 it follows that E[Xt(f”)] =0,t>0. Lemma 2.5.6
yields X () is an F-martingale. We can apply the linearity of the stochastic integral
with respect to 7z and its isometry property for functions in L?(\; ® v) to obtain

B[(X — X2 = B(X ) = t((fu = )2 %v) — 0 asn— +o0.  (5.24)

Therefore Xt(f") converges to Xt(f ) in L?(P), hence in probability, as n — 4oo. By
Lemma 2.5.7 we obtain that X (/) has F-independent and homogeneous increments. The
process X (/») is F-adapted because it is a Lévy process relative to F, so (5.24) shows
that also X(f) is F-adapted, because the filtration F satisfies the usual conditions. The
stochastic continuity of X /) is clear. Indeed, because of the isometry of the stochastic
integral with respect to @i for functions in L?(v), for every t € [0,T] and € > 0, by
Chebyschev inequality,

PIX() — XI| > ¢] < GBI~ XDV = 50— 5)(f#w) — 0, as s>t
Formula (5.24) implies that Xt(f") converges in L'(P) to Xt(f) and thanks to Lemma
2.3.11 we can conclude that X(/) is an F-martingale. The process (X/) F) is a Lévy
process in law and we consider a version of X ) which is also cadlag, i.e., which is in
fact a Lévy process relative to F. We denote this modification again by X (): (X (f ),IF)
is a Lévy process and an F-martingale. Because of (i), the martingale X () is square
integrable and this concludes the proof of (ii) and (iii). By (5.23) we have

AXIY = £ (AX ) axiz0p, E20, as. (5.25)
Because X ) is cadlag we can define the process AX() and because

lim AXYY = AXY | <1, as

n—-+o0o

we can conclude that AX () = f(AX)1{ax0} a.s. because T' > 0 was chosen arbitrarily.
The proof of the theorem is now complete. ]

5.6 The jump measure of a Lévy processes

In this section we prove that the jump measure of a Lévy process (X, F) is a Poisson
random measure relative to the filtration F.

Because the filtration F satisfies the usual conditions, we can assume that a Lévy
process (X, F) is a cadlag process. For this reason, the jump measure p of X, given on
(E,B(E)) (cf. (5.1)) by (5.3), i.e.,

plw, A) = Z 1{AX(w)57éO}1A(Sv AXS(W))v A€ B(E),
s>0

is an integer-valued random measure (cf. Proposition 5.1.3). In this section we show
that the jump measure of a Lévy process (X, F) is a Poisson random measure relative to
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the filtration F with intensity measure m := Ay ® v, where A\ is the Lebesgue measure
on ([0,77,24(]0,T])) and v is a Lévy measure on (R, #(R)), i.e., v is o-finite, such that
v({0}) = 0 and (22 A1) € L(v). For any Borel subset B of R contained in {|z| > ¢},
where & > 0 is arbitrary but fixed, we introduce the process £8 = (¢8 )t>0 by

¢P .= u([0,t] x B), t>0. (5.26)

Notice that &2 can be obtained from (5.4) by choosing A = [0,7] x B. Because of
B C {|z| > ¢} and of the cadlag property of the paths of X, we have that for every
t >0, u([0,t] x B) < +o0. Therefore, from Lemma 5.1.5, £7 is an F-adapted simple point
process. We are going to show that the process ¢¥ is a homogeneous Poisson process
relative to F. Now the situation is different from the one of Lemma 5.2.2 because we
only know that p is the jump measure of a Lévy process and not (yet) that it is a Poisson
random measure relative to F.
With the Lévy process (X, F) we associate the process ‘X by

"X, =Xps— Xi, s>0. (5.27)

Because of the Strong Markov Property (Theorem 2.5.15) the process X is independent
of #;. If we can show that the increment &is — ¢P is a measurable time-homogeneous
functional of !X, then we can conclude that 5&8 — &P is independent of .%; and has the
same distribution of ¢5, that is (¢Z,F) has homogeneous and independent increments.
However, we have to explain what we mean with “measurable functional”.

In general, if Y is a random variable taking values in some general measurable space
(Z,%) and it is independent of a o-algebra ¢, then F(Y') is also independent of ¢, if
F:Z — Risa (Z,%(R))-measurable functional. To apply this result to our case we
have to understand a Lévy process X as a random variable in some measurable space.

We observe that for every w € Q, the mapping w — {Xt(w) };¢(0,7] Is a cadlag function.
This suggest that we can look regard a cadlag process X as a random variable taking
value in the space of the paths. More precisely, we introduce the set

D :={z:[0,T] — R such that the mapping ¢ — z(¢) is cadlag} (5.28)

of cadlag functions on [0,7] into R is called the Skorohod space over R. We consider
the application Z; : D — R such that Z;(z) := 2(t), called coordinate projection. The
o-algebra Fp = o(Z, t > 0) is called the Skorohod o-algebra on D.
One can see that w — { X¢(w) }+efo,7 is (F, Fp)-measurable and therefore it is possible
to understand X as a random variable taking values on the Skorohod space (D, .%p).
Notice that, if P is a probability measure on (£2,.%), then we can consider the law of
the process X (as a random variable with values in the Skorohod space) Px by setting

Px[A] =PweQ: X(w) e A], Ae Fp.

Notice that, if for example X is a cadlag Gaussian process and A is a cylindrical set,
then Px[A] is a more-dimensional normal distribution.

In the same spirit we can consider a Brownian motion as a random variable taking
values in the measurable space C([0,T]) of continuous functions endowed with Skorohod
o-algebra generated by continuous functions.
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We now show that the increment ft]i s — &P can be represented as a time-homogeneous
(Zp, B(R))-measurable functional of the process ! X. From this it follows, in particular,
that £8 has F-independent and homogeneous increments.

5.6.1 Lemma. Let B € B(R) be such that B C {|z| > e}, where £ > 0 is arbitrary but
fized. We consider the process &P introduced by (5.26). For any s > 0 there exists an
(ﬁg,%(R))—meas’umble functional Fs g such that

- =F.p('X) as, t>0.
Moreover, there exists a constant, say v2 > 0, such that
aP(t) = E[¢f] = P, (5.29)
In particular, (£8,F) is a homogeneous Poisson process.

Proof. We define the functional G g by

Gop(2) = > Yaz.oropls(AZu(2)), z€D,

0<u<s
and the sequence (7x)x>0 by
70 := 0, Trt1(2) = inf{t > 7(2) : AZ(2) € B}, k>1.

Let Q be a probability measure on (D,.%#p) and ﬂg the Q-completion of .#p. Let
G = (%)icpo,1) be the right-continuous and complete filtration defined by ¥; := ﬁg,
t € [0,7]. Then (Zi)ieor) is a cadlag G-adapted process. Therefore from Theorem
2.3.5 it is progressively measurable. Since G satisfies the usual conditions, we can apply
Theorem 2.3.8 (iii) to deduce that 73 are stopping times with respect to G. In particular
T) is (ﬁg, P (R;))-measurable, because they are random variables on (D, ﬂg, Q) taking
values in [0, 4+00].
The functional G g is integer valued and because

{z:Gsp(z) =k} ={2:1(2) <t <7p31(2)}

and {1, <t < 741} 18 ffg—measurable, the functional G p is (ﬂg, % (R))-measurable,
for every probability measure Q on (D,.%p). Furthermore,

= ZO<u§s 1{AtXu;£0}lB(AtXu) = GS’B(tX), t,s > 0.

If we now choose Q := Py, = P:j, we find Fy g on (D,.#p) such that Fy p = G5 Pr-
a.s. (where P, denotes the law of L) and because under P, Fy p(*X) is distributed as
F, p(X) = &8 — ¢, we can conclude that ¢8, — ¢P is distributed as ¢Z. From Lemma
5.1.5, we know that &7 is a simple point process relative to F. We can assert that ¢8
is a simple point process with F-independent and homogeneous increments. Because
¢B is cadlag and starts at 0, the homogeneity of the increments implies that £ is also
stochastically continuous (Lemma 2.5.10), i.e., (¢Z,F) is a Lévy process with bounded
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jumps. Because of Theorem 2.5.17, the process £2 has a finite moment of every order.
We can introduce the process EB = (Ef)tzg by Ef = ¢P — E[¢P]. Because of Lemma

2.5.6, EB is an F-martingale square integrable martingale. By Doob’s inequality, we get
that supycpo 7 €| belongs to L?(P), hence to L'(P). Therefore

sup [€F17 < sup &7 + E[(¢7)?).
t€[0,T] t€[0,T]

Therefore, by monotone convergence, because £ converges to ¢ in probability (con-
vergence in probability is here enough, cf. Theorem 1.1.3), we can conclude that the
function ¢ — E[¢P] is continuous. Let a(t) := E[¢P]. Then because of the homogeneity
of the increments we get

aP(t+s) =E[¢f, — P] + E[ef] = aP(s) + aP(t), t,s >0,

which is the Cauchy functional equality. This relation together with the continuity,
implies that the function a”(-) is linear and therefore that there exists a v > 0 such
that aB(t) = tvB. In conclusion &7 is a stochastically continuous simple point process
with F-independent and homogeneous increments such that E[¢8] = tv5 ¢ > 0, vB >0,
i.e., (¢B,F) is a homogeneous Poisson process (cf. Definition 4.2.2) and the proof of the
lemma is complete. O

Thanks to Lemma 5.6.1, we can compute the explicit form of the intensity measure of
the random measure p. For any C € #(R), we put

V(C) = Eu([0,1] x C)]. (5.30)

Clearly, (5.30) defines a measure on the space (R, Z(R)). From the definition of x, we
have that v({0}) = 0. Moreover, v({|z| > €}) < 400, for every € > 0. Indeed, because
of Lemma 5.6.1, the process (¢ F), where B := {|z| > ¢}, is a homogeneous Poisson
process and therefore

v(B) = Elu([0,1] x B)] = E[eF] = v < +ox,

where the constant v® > 0 was introduced in (5.29). This implies that v is a o-finite
measure on (R, Z(R)) because the sequence (By,)n>1 defined by By, := {|z| > 1}, n > 1,
is such that B, TR\ {0} as n — 400 and v(R) = v(R\ {0}). It can be proven that the
function (22 A 1) is integrable with respect to v. We do not verify this property and we
refer to, e.g., Kallenberg (1997), Theorem 13.4. In conclusion, v is a Lévy measure. We
call v the Lévy measure of the process X.

5.6.2 Lemma. Let p be the jump measure of the Lévy process (X,F) with intensity
measure m. Then m = Ay ® v, where Ay is the Lebesgue measure on ([0,T],%([0,T]))
and v is the Lévy measure of X .

Proof. Because of Lemma 5.6.1, we have that m(A4) = (A @ v)(A) if A € E is such that
A = [0,u] x {|]z| > €}, e > 0, u > 0. To obtain that m = Ay ® v is now a standard
procedure with the help of the uniqueness theorem for measures (cf. Theorem 1.A.2).
We introduce the system of sets

¢ ={{0} xC,C e BR):v(C)<+o}U
U{(rv]xC:0<r<w, CeABR):v(C)<+oo}
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which generates #(F) and is stable under intersections. If A = (r,v] x Bwith0 <r <wv
and B € #(R) is such that B C {|z| > €}, ¢ > 0, then A € ¥ and p(A) = p([0,v] x
B) —u([0,7] x B) = ¢ —¢B. From the previous step, this yields m(A4) = m([0,v] x B) —
m([0,7] x B) = (v —r)v(B) = (A1 @ v)(A). The sets 4, := [0,7] x ({|z| > 2} U {0}),
n > 1, belong to ¢ and are such that US® ; A,, = E. Hence (A4;,)n>1 is a sequence of sets
of finite measure with respect to both m and Ay ® v. An application of the uniqueness
theorem for measures (cf. Theorem 1.A.2) shows that m = AL ® v on AB(F). O

Now we show that, for every A € %(FE) such that m(A) < 400, the process (N4, )
defined by (5.4) is a Poisson process.

5.6.3 Proposition. Let p be the jump measure of a Lévy process (X, F) with intensity
measure m = Ay @ v and let A € B(FE) be such that (A\y @ v)(A) < 4+oo. Then the
process N4 := (N/);>o defined by N/ := u(AN0,t] x R), t >0, is a Poisson process
relative to F and a(-) := (\; @ v)(AN[0,-] x R) is its intensity function.

Proof. We know that N4 is a simple point process for every A € %(E) be such that
(A ® V)(A) < +oo. For the claim of the proposition it is sufficient to show that
(N4 — a(-),FF) is a local martingale and then to apply Theorem 4.2.3. First we
consider the case A = (r,v] x B with B C {|z| > ¢}, € > 0. Then, for every t > 0, we
have

NA = (s @ 9)(AN[0,1] X B) = (€8 — tu(B))" — (€8 — tu(B)),

where the superscripts v and r denote the stopping operation at the deterministic times
v and r, respectively. By Lemma 5.6.1, (§B ,IF) is a Poisson process with intensity
a(t) = tv(B). Therefore, by Doob’s Stopping Theorem (cf. Theorem 2.3.13) N* — (\y ®
v)(AN[0,t] x R) is a martingale as a difference of martingales.

Now we consider ¢ > 0 arbitrarily fixed and let o/ be the algebra of measurable
subsets A of (0,T] x {|z[ > €} of the form A = |J;_; A; with pairwise disjoint rectangles
A]’ = (rj,vj] X Cj, 0 < Tj < Vj < T, Cj S %(R) and Cj - {|.T| > 5}. We notice that &/
generates the o-field #((0,T]) ® B({|x| > €}). For any A € < it follows

NA = (A @0)(AN[0,] X R) = Y (N4 = (A ©)(4; 1[0, ] x R))

and hence (N4 — (\y @ v)(ANJ0,] x R),FE) is a martingale by the previous step. The
class € C B(F) of all A C (0,T] x {|x| > €} such that the process (N4 — (A\; @ v)(AN
[0,] xR),F¥) is a martingale is a monotone class of subsets of (0, 7] x {|x| > £} (cf. §1.2).
Indeed, if A,, € € monotonically converges to a subset A of (0,7] x {|z| > €} then it is
easy to see that N/ — (A, @) (A, N0, #] x R) converges to N2 — (Ay @1)(AN[0,] x R)
in L'(Q), t > 0, and hence the process (N4 — (A; @ v)(AN[0,-] x R),FE) is again a
martingale (cf. Lemma 2.3.11). Because of the above-stated, we have &/ C ¥ and by
the monotone class theorem for sets (cf. Theorem 1.2.1), € = Z((0,T]) @ B({|x| > €}).
Let now A be an arbitrary Borel subset of [0,7] x R such that (A} ® v)(4) < +o0.
The sequence (Ay)y>1 defined by A, := AN (0,7] x {|z] > 1}, n > 1, converges to
A\ (0,400) x {0} increasingly. From this it follows that N/» — (A @ v)(4, N[0, ] x R)
converges to N — (\y @ v)(ANJ0,t] x R) in L*(P) for every t > 0. From the previous
step we know that (N47 — (A} ® v)(A4, N[0,-] x R),FX) are martingales and hence
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(N4 — (A ®v)(AN]0,-] x R),FX) is a martingale, too. This completes the proof of the
proposition. O

It is now immediate to see that if ;s is the jump measure of a Lévy process (X, F), then
it is a Poisson random measure relative to the filtration F. Indeed, if we fix s > 0 and we
consider a Borel subset A of (s,7] x R such that m(A) < +o0, because of Proposition
5.6.3, the process (N A [F) is a Poisson process. Notice that N, ;4 = 0. Therefore

which is independent of .%;. Lemma 5.6.2 implies that the intensity measure m of y is
equal to AL ® v. In conclusion we have shown the following result:

5.6.4 Theorem. Let (X,F) be a Lévy process and let p be its jump measure. Then p is
a Poisson random measure relative to the filtration F and its intensity measure is given
by m = Ay ®u, where \; is the Lebesque measure on ([0,T], %A([0,T])) and v is the Lévy
measure of the process X.

5.7 Lévy-lt6 and Lévy—Khintchine decomposition

In this section we are going to establish two important decompositions which are valid
for Lévy processes: Lévy—Ito Decomposition and Lévy—Khintchine Decomposition. The
first one give as informations about the structure of a Lévy process and more precisely
it states that each Lévy process (X, F) can be decomposed as the sum of a deterministic
drift, a Brownian motion and the sum of its jumps which can be decomposed as big
jumps and small jumps. These terms in the decomposition are independent. Lévy-
Khintchine decomposition, which thanks to the independence of the therms of the Lévy—
1t6 decomposition can be easily obtained by the latter one, gives informations about
the distribution of a Lévy process (X, F), that is, it explicitely gives the form of the
characteristic function of Xy, for every ¢ € [0, 7.

In §5.5, we have shown that if X is a cadlag adapted process whose jump measure
1 is a Poisson random measure with respect to the filtration F with intensity measure
At ® v, where A4 is the Lebesgue measure on ([0, 7], Z([0,T])) and v a Lévy measure
on (R, Z(R)), then for every f such that [f| A1 € L'(v), the process (u(1j,1f),F) is a
Lévy process.

We now assume that (X,F) is a Lévy process. Therefore, from Theorem 5.6.4, the
jump measure p of X is a Poisson random measure relative to the filtration F with
intensity measure A\ ® v, where v is the Lévy measure of the process X.

To prove the Lévy—It6 decomposition, we need to show that the increments of the
process (1.1 f), where f is such that [f| A1 € L*(v), can be represented as a time-
homogeneous (Zp, %(R))-measurable functional of the process !X. In other words, our
aim is to extend Lemma 5.6.1 to any deterministic function f such that [f|A1 € LY(v).

We recall that !X we denotes the process defined by

'Xoi=Xips — X4y 5,620 (5.31)
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while (D, .#p) denotes the Skorohod space (cf. §sec:gen.lev.pr). By Z we disign as usual
the system of simple functions in Li(v), for ¢ € [1, 400, that is,

9 = {f = Zajlcj, a; € R, Cj S %(R) : I/(Cj) < +OO}~ (5'32)
j=1

5.7.1 Lemma. Let f € 9, f > 0. Then the increments of the process Y/, th
(Lo, f) * i, can be represented as

Y;fj—t&-s - tf - FS,f(tX)7 a.S., t7 S Z 07
where Fy ¢ is an (Fp, B(R))-measurable functional.

Proof. Let f € 2, f > 0, with representation f = Z;”zl ajlc;, where a; > 0 for
every j = 1,...,m. For each C; appearing in the representation of f, we introduce the
sequence BT := C; N {|z| > 1} and the function

m
fn = Zale;z, nZl.
=1

The process £77 is given in (5.26). Because of Lemma 5.6.1, for every n > 1, we have

m
#lters)fn) = Zaa &)= Y ajFpr('L), as., ts>0,
j=1

where F pn() is an (Fp, #(R))-measurable functional. For every t > 0, u(1jo.fn)
increasingly converges to (1o 4f) pointwise in w as n — +oo. Therefore, if we put

m
Fy;("X) :=liminf Y " a;F, pn(*X),

n—-+00 4

we have Y;is — th = (Lppqs) f) ¥ 0= Fs ¢(*X) as. for every t,s >0, f€ 2, f >0. O

We observe that, from Lemma 1.2.3, the system 2 C Li(v) of simple functions is
dense in L?(v). As a consequence of this fact we can extend Lemma 5.7.1.

5.7.2 Proposition. Let f be such that |f| A1 € L' (v). The increments of the process
Y7, th := (Ljo,qf) * i can be represented, as

Vi, Y/ =F (L), as, t5s>0,
where Fg ¢ is an (Fp, B(R))-measurable functional.

Proof. First we consider the case f € L'(v), f > 0. The set Z of simple functions is
dense in L!(v) and so there exists a sequence (f,)neny € 2 such that f, >0, n > 1, and
fo? fin LY(v) as n — +o0o. By monotone convergence, (1 0,0.fn) T (1[04 f) pointwise
in was n — +o0. By Lemma 5.7.1, we have

/’L(l(t,t+s]fn) - Fs,fn(tX)v a.s., S,t Z 07 n Z 17
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where F ¢, is a (#p, #(R))-measurable functional. If we put

Fyy(1X) 1= limint F, 5, ('X)

we obtain, Y;’;s —th = (L pa5)f) * 1 = Fo 5, (*X) and Fy 5 is an (Fp, B(R))-measurable
functional.

The remaing of this proof is non relevant for the exam. We now weaken the
assumptions and consider f such that |f| A1 € L'(v). Because of Proposition 5.3.2,
the stochastic integral (14 f) * p exists and it is finite a.s. for every ¢t > 0. If fr
and f~ are the positive and the negative part of f, respectively, we have f* < |f| so
that f£ A1 € L'(v) and the stochastic integrals (I[O,t]f ) * i are well defined and the
relation (1[ 0f) = (Lo f") *u— (1jgf ") * pu holds. Let us introduce the functions
fE = f* 1{|f:t‘<n} and fn = fif - f,j. Then f 1 f* and f > 0. By monotone
convergence we get ( Et fn st ( 1[0 ] f* ) * 1 pointwise in w as n — +o00. Furthermore,
[ e LY(v), indeed f3 *An) <n(ffAl) e LY (v), for every n > 1. Because of the
previous step, (1 t,t+8]fn )*M FSJ%( X) a.s., where F ;+ is an (Zp, #(R))-measurable
functional. We can put

Fope('X) = lim inf F 7, (IXH),

which is an (Fp, Z(R))-measurable functional. Hence it follows that (14 ) =
Fy p+("X) a.s. and from (1j 1 f) * p = (Lo f ") % — (Ljg.f ) * p we have

)/tjjrsiiftf::u(ltt—i-s]f) sf+(tL)*Fs,f—(tX) = s,f(tX)v a.s., s,t=>0.
which is an (Zp, Z(R))-measurable functional and the proof is complete. O

Let (X, F) be a Lévy process and let i be its jump measure. From Theorem 5.6.4, we
know that p is a Poisson random measure relative to F and that its intensity measure is
A+ ® v, where \; is the Lebesgue measure on [0,7] and v the Lévy measure of X. We
define f(z) := 1gz>13@. The function f is such that [f|A1 € L'(v). Clearly this implies
that the function h(t,z) := 1jg 4 f is such that [h| A1 € L'(\{ ® v). From Proposition
5.3.2, we can consider the stochastic integral of h with respect to pu. We introduce the
process L? = (L?);>0 by

X7 = (Lo f) * 1= (Lo gufla/>132) ¥ 1, t>0. (5.33)

By Proposition 5.5.2, we know that (X?2,F) is a Lévy process and furthermore, from
Proposition 5.7.2, that its increments can be written as it follows:

X2, — XP=F;('X), as., ts>0,

where F. ;(*L) is an (Fp, Z(R))-measurable homogeneous functional of the process ‘L.
Let now Y = (Y;)i>0 be the process defined by

Y =X, — X2, t>0. (5.34)

Clearly, (Y,F) is a cadlag process starting at 0 and its increments are F-independent
and homogeneous, because Yiys — Y, = 'Ly — F, ;(*X) a.s., s,t > 0, which is clearly
an (Zp, Z(R))-measurable homogeneous functional of X. These properties imply that
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Y is also stochastically continuous and therefore (Y,F) is a Lévy process (cf. Lemma
2.5.10).

We stress that to claim that (Y, F) is a Lévy process, it is not sufficient that (X, F) and
(X2, F) are Lévy process: For the F-independence of the increments of Y we need that
the two dimensional process (X, X?) has F-independent increments. This is ensured by
Proposition 5.34.

Notice that the relation

X2 = Z 1{|AX5\>1}AXS7 t>0, a.s.,

0<s<t

holds. Therefore X7 is the sum of all the jumps of the process X up to time ¢ which are
bigger than one. This implies that the process Y has only jumps of size smaller than or
equal to one. Consequently, (Y,F) is a Lévy process with bounded jumps and, because
of Theorem 2.5.17, it has finite moments of every order. In particular, E[Y,?] < +oc for
every t > 0. Hence the Lévy process Y = (Y);>¢ defined by

Y=Y, —E[Y], t>0, (5.35)

is a square-integrable F-martingale (cf. Lemma 2.5.6). Because of the square integrability
of Yy, > 0, an application of Doob’s inequality shows that the process (?)OStST is
uniformly integrable. Consequently, the process (Y )o<i<7 is uniformly integrable. An
application of the generalization of theorem of Lebesgue on dominated convergence to
uniformly integrable families of random variables (cf. Theorem 1.1.3) shows that the
mapping ¢t — E[Y;] is continuous (see the proof of Lemma 5.6.1). We now define a(t) :=
E[Y;], t > 0. Because of the homogeneity of the increments we have

alt +5) = EYis — Yil + E[Yi] = a(t) + a(s), 5,20,

which is a Cauchy functional equation. We know that a(-) is continuous and from the
previous relation it follows that a(-) is a linear function. Therefore there exists f € R
such that

a(t)=pt, t>0. (5.36)

Now we are ready to prove the I[to—Lévy decomposition.

5.7.3 Theorem (It6-Lévy decomposition). Let L be a cadlag adapted process with jump
measure . Then (X,F) is a Lévy process if and only if p is a Poisson random measure
relative to F with intensity function Ay ® v, where Ay is the Lebesque measure on [0,T]
and v a Lévy measure, and there exists a Wiener process (W7, F) with variance function
o(t) = o?t, 02 > 0, called Gaussian part of L, such that the following decomposition
holds

Xp = Bt + W7 + (Lo gxfjai>13 @) * 1+ (Lo gxfje|<1y ) * B £ 20, as.,  (5.37)
where B € R.

Proof. We assume first that (X,F) is a Lévy process. From Theorem 5.6.4 we know
that p is a Poisson random measure relative to F and that its intensity measure is
A+ ® v, where A; is the Lebesgue measure on [0,7] and v the Lévy measure of X.
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We introduce the function g(z) := 1y4<13* and the sequence g" := 1{%<‘x|§1}$. The

function g belongs to L?(v), while g" € L'(v) N L?(v), n > 1, and g" —> g in L?(v) as

n — 400, by dominated convergence. We now define the processes X2 = (X?);>o and
3,n 37” -

L3 = (X" )izo0 by

Xt3 = (1[0,t]g) * b X?n = (1[O,t]gn) *p, 20, n=>1 (5.38)

Because of Theorem 5.5.3, we have L™ —s X3 in L(P) as n — 4o, for every t > 0
and the process L? is an F-square integrable martingale. Moreover, (X3, F) is a Lévy
process. The same statements holds for the process (X>" F). Furthermore, from Pro-
position 5.7.2, we know that the increments of X>" can be represented by a homogeneous
(Zp, B(R))-measurable functional of the process X (cf. (5.31)). We denote such a func-
tional by G.,n. We now introduce the processes X' = (X});>0 and X" = (th’n)tzo
by

Xli=X-X?’-X3=Y - X3, X=X - X2 X3n =y —X3"  (5.39)

respectively, where the processes X2 and Y were introduced by (5.33) and (5.34), re-
spectively. The process X" has F-independent and homogeneous increments because

X=X =X — Fy j((X) — G gn(1X), s,t>0.

Furthermore, th ™ converges in probability to X'tl, for every t > 0, as n — 400, because
Xfm converges in L?(P), and hence in probability, to X}, as n — +oo, for every ¢t > 0.
Hence Lemma 2.5.7 yields that X! has F-independent and homogeneous increments.
From Theorem 5.5.3.(iv), we know that the process X? has the following jumps:

AX3 = 1{AX7AO}1{\AX\§1}AX a. S.

Therefore the process (X2 + X3) has the same jumps of the process X a.s. But then we
can claim that the process X! is continuous a.s. The filtration F satisfies the unusual
conditions and so we can find an adapted version of the process X! which is in fact
continuous and has F-independent and homogeneous increments. We denote again by
X! such a modification. Then the process (X L F) is a continuous Lévy process. The
process Y introduced by (5.34) is such that Y; is square integrable, for every ¢ > 0 and
the same holds for X3. Moreover, E[X}] = 0. This implies that X} is square integrable
and that E[X}] = E[Y;], for every t > 0. We have seen that E[Y;] = 8t, t > 0, where
B € R. We introduce the process X' = (X});>0 by

X} =X} —pt, t>o. (5.40)

Clearly (X!, F) is a continuous Lévy process and because of E[X}] = 0, Lemma 2.5.6
implies that it is an F-martingale. Moreover, X} is square integrable, for every ¢t > 0 (its
jumps are bounded by zero!) We can assert that X! is a continuous square integrable
martingale. By Doob’s inequality, we get that the family ((X})?)o<i<z is uniformly
integrable. As a consequence of Theorem 1.1.3, the mapping t — E[(X})?] is continuous.
We put o2(t) := E[(X})?], t > 0. This is a continuous function and moreover, because
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of the homogeneity and the F-independence of the increments of X! and of E[X}] = 0,
t > 0, we get

o*(t+s) = E[(Xjy,— X + X))’ = E[(Xi4 — X))?JHE[(X))?] = 0®(t) +0%(s), t,5>0.
This relation and the continuity of o%(-), imply that o2(-) is a linear function, i.e., there
exists 02 > 0 such that o2(t) = ot, for every t > 0. In conclusion, we have shown that
(X1, F) is a continuous Lévy process and a square integrable martingale with a linear
variance function. We now discuss two cases.

The first case is 2 = 0. In this case X} = 0 a. s. for every ¢t and by continuity
we deduce that X! is indistinguishable from the zero-process. By (5.40) we the obtain
X} = Bt and from (5.39)

X =pBt+ X7+ X} =Bt + (Lpglie>12) * b+ (Lo g lyzi<y@) * 1

which is the Lévy—It6 decomposition in this special case.
We now consider the case 0> > 0 and introduce the process W = (Wi)iejo,r) by setting

1
W, = Eth, t €[0,T).

Clearly, W is an F-square integrable continuous martingale and for every ¢ > s

s

1 1 1
BWE — 1| 7] = BIXD? —17,] = E(X]) = (XD F) + 5 (X2 —t = W2 —s,

where in the last passage we used the independence of the increments, the definition of
W and the linearity of the variance-function of X'. The previous computation shows
that (W72 — t)te[O,T] is a martingale. Hence, an application of P. Lévy characterization
of the Brownian motion (cf. Theorem 3.2.1) yields that (W,F) is a Brownian motion.
Hence, by X! = oW and the definition of X! (cf. (5.40)), we deduce

Xt = Bt + UWt + XtZ + th = Bt + UWt + (1[0,t]1{|x|>1}$) * U+ (1[07t}1{|x‘§1}x) * (L.

Conversely, we now assume that X is a cadlag process with jump measure u, which
is a Poisson random measure with intensity Ay ® v, where v is a Lévy measure. We
assume that (W, F) is a Brownian motion and ¢ > 0, such that (5.37) holds. We verify
that X is a Lévy process. We put

(X1, X2, X3) i= (oW, (Lo, {jz|>13 @) * 1t (L0, )x {jz<1} ) * FA).

By assumption W is a Brownain motion process. Moreover by Proposition 5.5.2 (X2, F)
is a Lévy process. Analogously we know that (X3 F) is a Lévy process and an F-
martingale. The processes X2 and X? do not have common jumps. Because of the
continuity of X', we have that AX'AX7 =0, j = 1,2. From these properties one can
deduce that the vector (X!, X2, X3) is independent and has F-independent increments
(see Remark 5.7.4 below). Because of (5.37), we can assert that also the process X has
F-independent increments. Moreover, from (5.37) and the independence of the vector
(X' X2, X3) we have
E[em(xt—xs)] — oiuB(t—s) H§:1 E[eiu(xg—xg)]
— piuB(t—s) H?:l E[eiqu;S]
= E[e"“X‘*S], 0<s<t, ueR,
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where in the last but one equality we used that X7 has homogeneous increments,
7 =1,2,3. Then X is a cadlag adapted process with homogeneous and F-independent
increments such that Xg = 0. Hence X is also stochastically continuous. In conclusion
(X,F) is a Lévy process and v is its Lévy measure. This completes the proof of the
theorem. O

5.7.4 Remark. In the last part of the proof of Theorem 5.7.3, we used that the
vector-process (oW, (1j,)x{jz>1} T) * i (10,]x{|z|<1} T) * ) is independent and has F-
independent increments. We do not show this statement but we try now to justify it.

We know that (1jg jx{j|>1} @) * p and (1jgx{jz|<1} T) * @ can be approximated by
linear combinations of Poisson processes and of compensated Poisson Processes, respect-
ively. Hence it is enough to show that if W is a Brownain motion and N*' ... N™ are
Poisson processes with respect to F such that AYJAY* = 0, j # k, then the vector
(W, Y1, ..., Y") is independent and has F-independent increments. To this aim it is
sufficient to prove that the process Z = (Zt)te[O,T]v

~ u2
Zy := exp (ith -3 t> Zy,

is a martingale, where Z = (Zt)te[O,T] is the martingale of Theorem 4.3.1. For this goal
we need a general Itd-formula (or partial integration), which is outside of the scope of
this notes (also its formulation). The interested reader can find something about this
problem in He, Wang & Yan (1992), Theorem 11.43.

An immediate but important consequence of the Lévy—Itd decomposition is the Lévy—
Kintchine decomposition of the characteristic function of a Lévy process. We formulate
the Lévy—Kintchine decomposition as a corollary of Theorem 5.7.3. However it is also
possible to deduce Lévy—Ito decomposition from Lévy—Kintchine decomposition.

Before we give the following definition:

5.7.5 Definition. Let (X, F) be a Lévy process. The triplet (3,02, v) of Theorem 5.7.3
(B is the coefficient of the drift, o2 is the variance-parameter of W and v is the Lévy
measure of X) is called characteristic triplet of the Lévy process. If 02 = 0, we say that
X is a purely non-Gaussian Lévy process.

Notice that the Lévy processes which we constructed via stochastic integration with
respect to a Poisson random measure and a compensated Poisson random measure in
§5.5 are all purely non-Gaussian Lévy process.

5.7.6 Corollary. Let X be a Lévy process with characteristics (8,0%,v). Then for every
u € R and for every t > 0 we have

E[eiuXt] = exp <<zuﬁ _ %uQO‘Q + /(ezua: 1= iugpl{mgl}) y(dm))t) . (5.41)
R

Proof. We put ;X (u) := E[e?Xt], t > 0, u € R. We put

(X1, X2 X3) = (W7, (Lo g {13 @) (L0, x {ja]<1} T))-
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From Remark 5.5, the vector (X', X2, X?) is independent and has F-independent incre-
ments. Therefore

. 1 2 3
e (u) = Pl (W) (W (u), uweR, t>0. (5.42)

We know that X' (u) = exp (—% u?0?t). Moreover, Lemma 5.3.3 implies that

o2 (1) = exp (t /{ |x|>1}(em ) zx(d:c)).

To compute goLS (u) we have to proceed by approximation. If we define f,(x) =
1{l<|x\<1} x, then we have f,, € L'(v)NL*(v) and f,, — 1qjz<13@ in L*(v) as n — 4-00.
By Proposition 5.4.5 and Lemma 5.3.3, we have

E[eiu(l[o,t]fn)*ﬁ] = exp <’Lut/ xu(dx)) exp <t/ (eiux —1) I/(dJ:)).
{£<lz|<1} {L<|z|<1}

Passing to the limit as n — +oo, it follows

gotL3 (u) = exp <t /{|$<1}(ei“x — 1 —dux) V(d.’L‘))

and (5.42) implies (5.41). O
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