TECHNISCHE UNIVERSITAT DRESDEN
BEREICH MATHEMATIK UND NATURWISSENSCHAFTEN

Stochastic unfolding and homogenization of
evolutionary gradient systems

Dissertation
zur Erlangung des akademischen Grades

Doctor rerum naturalium
(Dr. rer. nat.)

vorgelegt dem
Bereich Mathematik und Naturwissenschaften
der Technischen Universitat Dresden

von
Mario Varga
(geboren am 06.01.1990 in Sombor, Serbien)

Gutachter
Prof. Dr. Stefan Neukamm (Betreuer)
Prof. Dr. Alexander Mielke

Tag der Einreichung: 05.04.2019

Die Dissertation wurde in der Zeit von Oktober 2015 bis April 2019 im Institut fiir
Wissenschaftliches Rechnen angefertigt.






Abstract

The mathematical theory of homogenization deals with the rigorous derivation of effective models
from partial differential equations with rapidly-oscillating coefficients. In this thesis we deal with
modeling and homogenization of random heterogeneous media. Namely, we obtain stochastic ho-
mogenization results for certain evolutionary gradient systems. In particular, we derive continuum
effective models from discrete networks consisting of elasto-plastic springs with random coefficients
in the setting of evolutionary rate-independent systems. Also, we treat a discrete counterpart of
gradient plasticity. The second type of problems that we consider are gradient flows. Specifically,
we study continuum L2-type gradient flows driven by A-convex energy functionals. In stochas-
tic homogenization the derived deterministic effective equations are typically hardly-accessible for
standard numerical methods. For this reason, we study approximation schemes for the effective
equations that we obtain, which are well-suited for numerical analysis. For the sake of a simple
treatment of these problems, we introduce a general procedure for stochastic homogenization — the
stochastic unfolding method. This method presents a stochastic counterpart of the well-established
periodic unfolding procedure which is well-suited for homogenization of media with periodic mi-
crostructure. The stochastic unfolding method is convenient for the treatment of equations driven
by integral functionals with random integrands. The advantage of this strategy in regard to other
methods in homogenization is its simplicity and the elementary analysis that mostly relies on basic
functional analysis concepts, which makes it an easily accessible method for a wide audience. In
particular, we develop this strategy in the setting that is suited for problems involving discrete-to-
continuum transition as well as for equations defined on a continuum physical space. We believe
that the stochastic unfolding method may also be useful for problems outside of the scope of this
work.
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Introduction

Modeling of heterogeneous materials plays a significant role in many aspects of contemporary
science. For example, in mechanics the analysis of granular media, cellular and composite materials,
and truss-like structures requires the development of multiscale models. Typically, such models
give rise to boundary value problems or evolutionary problems in the form of partial differential
equations with coefficients that feature rapid spatial oscillations. In particular, if the oscillations
appear on a very small scale, say ¢ < 1, an efficient numerical treatment is inaccessible. Therefore,
the derivation of effective (homogeneous) macroscopic models is vital for practical purposes. The
mathematical theory of homogenization deals with the rigorous justification of such effective models
by means of asymptotic analysis in the limit ¢ — 0.

In this work we study random heterogeneous media. In particular, the purpose of this thesis
is twofold. On the one hand, we consider specific evolutionary equations and obtain stochastic
homogenization results for them. On the other hand, to allow a simple treatment of these equations,
we develop a general strategy for stochastic homogenization — the stochastic unfolding method. We
view this method as a general and easily accessible technique for modeling and homogenization of
random media that presents an extension of the well-established periodic unfolding procedure to the
random setting. In this respect, one of the two main achievements of this study is the development
and detailed analysis of the stochastic unfolding method. The second main achievement are the
stochastic homogenization results that we derive for certain evolutionary gradient systems. In
particular, we obtain stochastic homogenization and discrete-to-continuum transition results for
discrete versions of elasto-plasticity and gradient plasticity in the setting of evolutionary rate-
independent systems. Also, we derive a stochastic homogenization result for a continuum L?-type
gradient flow given in terms of a A-convex energy functional. We also consider approximation
schemes for the obtained effective equations and prove their convergence with the help of the
stochastic unfolding method.

Early contributions in the theory of homogenization originate from the 60s and 70s, e.g., in
[Hil63] Hill considered elastic composite materials, [BLP11] is an early standard reference, and in
[Tar77, MT97] Tartar and Murat developed the notion of H -convergence, we also refer to the works
by Zhikov et al. [ZKON79, JKO12]. Variational problems were considered by Marcellini [Mar78],
Spagnolo [Spa76| via G-convergence, and De Giorgi and Franzoni using I'-convergence [DGF75]. In
the 80s and later, homogenization was intensively studied for a wide range of problems including
non-convex integral functionals (e.g., Miiller [Miil87, GMT93| and Braides [Bra85]), or the topic of
effective flow through porous media (e.g., see Hornung et al. [ADH90, HJ91, HIM94, Hor12] and Al-
laire [A1I89]). Most results in homogenization theory discuss problems with periodic microstructure,
for which specific analytic tools for homogenization of linear (or monotone) operators are developed,
including the notions of two-scale convergence and periodic unfolding [Ngu89, All92, CDGO02]. In
recent times considerable interest in applied mathematics emerged in understanding random het-



erogeneous materials, i.e., materials whose properties on a small length-scale are described only
on a statistical level (see [Torl3, OS07]). Although the first results in stochastic homogenization
were already obtained in the 70s and 80s for linear elliptic equations and convex functionals, see
[PV81, Koz79, DMMS&5, DMMS6], the theory in this setting is still less developed than in the peri-
odic case and it is the object of various recent studies, e.g., regarding error estimates and regularity
properties (see [GO11, GO12, GNO15, GNO14a, GNO14b, AS16, AKM17]), or modeling of random
materials [ZP06, ACG11, CR17, HPV17, Heil7, HN17, BSS17].

The notion of two-scale convergence was introduced by Nguetseng [Ngu89] and it is further in-
vestigated by Allaire [Al192] (see also [LNWO02]). This notion grants a very convenient approach
to periodic homogenization since two-scale limits capture information about the oscillatory behav-
ior of rapidly-oscillating sequences, and it has been applied to a great variety of problems (see
[LNWO02, Section 8] for a list of some of the many references). In [ADH90] the so-called dila-
tion technique (operator) is used for the study of flow through periodic porous media and similar
techniques have been employed for other specific problems, e.g., in [BLM96, Len97, AC98, Gri96].
Stemming from this strategy, in [CDGO02| the periodic unfolding method is introduced as a system-
atic approach to periodic homogenization (for further investigations see [CDGO08, Vis04, MT07]).
In particular, a linear isometric operator — the periodic unfolding operator — is introduced. By
means of a local “blow-up”, this operator transforms equations with rapidly oscillating coef-
ficients to “unfolded” problems with mildly-varying coefficients. Also, it turns out that two-
scale limits are equivalently characterized as weak limits of unfolded sequences in an extended
space. In recent years this method has been applied to many multiscale problems, e.g., see
[CDDAO04, Gri04, MTO07, Neul0, MRT14, Ptal5, CGM15, LR18, PP17, HK17].

In the stochastic setting, the notion of two-scale convergence is generalized in [BMW94] (see also
[AW98, SW1la]) and in [ZP06] (see also [Fag08, Heill]). Yet, as far as the author knows, the
concept of unfolding has not been investigated earlier in this case. We extend the idea of the periodic
unfolding procedure to the stochastic case. Namely, we introduce a linear isometric operator, the
stochastic unfolding operator, that enjoys many similarities to the periodic unfolding operator.
Also, as in the periodic case, stochastic two-scale convergence in the mean from [BMW94] might be
equivalently characterized as weak convergence of unfolded sequences. In this respect, we develop a
general procedure for stochastic homogenization, which allows us to systematically extend periodic
homogenization results obtained by unfolding to their stochastic counterparts, and to investigate
new issues arising from the randomness of the equations, e.g., practical approximations for effective
systems. Despite the many similarities to periodic unfolding, some difficulties arise in the stochastic
case that have to be carefully treated. In this work, the stochastic unfolding operator is introduced
for two settings. Namely, first we consider a notion suited for discrete-to-continuum transition
problems (such as partial difference equations); second, we investigate the theory for problems
given on a continuum physical space (such as partial differential equations).

The objective of our applications are evolutionary equations of the form
DR:(5(t)) + Dy&c(t,y(t)) = 0, (1)

where y : [0,7] — Y is the solution and Y is a Hilbert space. Above, R. : Y — R is a convex
dissipation functional, & : [0,T] x Y — RU {400} is an energy functional, and D and D, denote
suitable notions of derivative (or subderivative). Systems of this form are referred to as evolutionary
gradient systems (EGS). In the case that R. is positively homogeneous of degree 1, e.g., R.(v) =



||v]|, systems of this type fall under the category of evolutionary rate-independent systems (ERIS)
(see [MR15]). If R. has a quadratic structure, e.g., Re(v,v) = (rv,v) with » € Lin(Y) being
positive-definite, equation (1) corresponds to a usual Hilbert space gradient flow. Asymptotic
analysis of sequences of EGS (above we might see ¢ — 0 as a parameter) is important not only for
homogenization purposes, but also for a great variety of other problems, e.g., dimension reduction
problems or derivation of sharp-interface limits. For this reason, in the last decades novel general
strategies for the treatment of sequences of abstract EGS were developed (see [Miel6] and the
references therein). In this setting, periodic homogenization results via unfolding are obtained, e.g.,
for elasto-plasticity [MTO07], gradient plasticity [Han11], reaction-diffusion systems [MRT14, Reil5],
Cahn-Hilliard equations [LR18].

In this thesis we consider stochastic homogenization for two specific cases of EGS. First, we treat a
discrete version of elasto-plasticity and gradient plasticity with random and oscillating coefficients.
In this case, we deal with an ERIS, where R (positively 1-homogeneous and convex) and & (convex)
are integral functionals with random and rapidly oscillating integrands (¢ denotes the small scale
of the oscillations). Second, we investigate an L2-type gradient flow where R. (quadratic) and &-
(A\-convex) are as well random and rapidly oscillating integral functionals given on a continuum
physical space. Based on standard abstract strategies combined with stochastic unfolding, we
obtain homogenization results for these systems. Also, a peculiarity in stochastic homogenization
is that most often a direct computation of the effective properties of limit systems is inaccessible by
usual numerical methods and for this reason approximation algorithms are developed. A standard
method for approaching such problems is the so-called representative volume element method, see
[Owh03, BP04, EGMN14] and references therein. We present approximation schemes for the above
effective systems based on this method and prove their convergence using the stochastic unfolding
procedure.

References. This thesis is mostly based on the papers: [NV18] written by Stefan Neukamm
and the author, and [HNV18, HNV19| written by Martin Heida, Stefan Neukamm and the au-
thor. Moreover, the thesis contains additional original work by the author. We present a detailed
declaration on this matter in the summaries at the beginning of Parts II and III.

Outline. We present a brief reading guide for this thesis:

e Part I collects briefly some key results and methods in the theories of homogenization and
evolutionary gradient systems. This part might be skipped by the reader familiar with these
fields. In particular, in Sections 1 and 2 we present an introduction to periodic and stochastic
homogenization and to two-scale methods for homogenization. These two sections serve us
to put the proposed stochastic unfolding method into context. We recall existence results
and discuss strategies for asymptotic analysis of evolutionary rate-independent systems and
gradient flows in Sections 3 and 4. The applications that we consider later are phrased in the
settings of these two sections.

e In Part II we develop the stochastic unfolding method. We start this part with a short
summary of the main results. In Section 5 we define the stochastic unfolding operator in a
discrete setting and examine its main properties. Section 6 is the continuum counterpart to
Section 5 where an unfolding operator suited for problems defined on a continuum physical
space is considered. In Section 7 we explain the stochastic unfolding procedure on a simple



example of convex minimization and we briefly discuss some additional topics such as ap-
proximation schemes for effective systems and implications of stochastic unfolding to periodic
homogenization.

e In Part III we apply the stochastic unfolding method to stochastic homogenization of some
evolutionary gradient systems. We start this part with a short summary of the main achieve-
ments. In Section 8 we treat discrete models of elasto-plasticity and gradient plasticity in the
setting of evolutionary rate-independent systems. We obtain homogenization and discrete-to-
continuum transition results, and we discuss approximation algorithms for the corresponding
effective systems. Section 9 is devoted to a stochastic homogenization result for an L?-type
gradient flow which is driven by a A-convex energy functional. Also, we consider an ap-
proximation scheme for the homogenized system in a simplified case of an Allen-Cahn type
equation.

Notation

e (&) denotes a sequence of positive real numbers that converges to 0, most often we only write
¢ and similarly we write u. for a sequence of functions instead of (u.)e.

e d is a natural number denoting the dimension of the Euclidean space R¢ and {eitici a
denotes the canonical basis.

e All vector spaces considered in this thesis are real vector spaces.

e If Y is a topological space, we denote by B(Y') its Borel o-algebra. If Y = R?, the Lebesgue
o-algebra is denoted by L(R?).

e If (Y, F) and (X, G) are measurable spaces, the product o-algebra is denoted by F ® G. For
measurable mappings f : Y — X we frequently use the expression (F,G)-measurable. In the
case that X = R and G = B(R) we only write F-measurable.

o We frequently use the notation fg-du(s) for the averaged integral ﬁ Js-du(s).

e If Y is a Banach space, its dual space is denoted by Y*, and the duality pairing for £ € Y*
and y € Y is denoted by (§,y)y~« y. The norm is denoted by |[|-||y-. If Y is a Hilbert space, the
scalar product of y1,y2 € Y is denoted by (y1,y2)y. If the context is clear, we occasionally
drop the index “Y™.

e We use the letter ¢ to denote a positive constant that is independent of the quantities of
importance in the particular arguments that we consider and it may vary from line to line.

e We use the notation O = [0, 1) for the unit cell of periodicity and Oy = R¢/Z? for the unit
torus.

e We use the following shorthands: a.e. = almost everywhere; a.a. = almost all; L.s.c. =
lower semi-continuous; PDE = partial differential equation(s); EGS = evolutionary gradient
system(s); ERIS = evolutionary rate-independent system(s).
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Preliminaries



1 Introduction to homogenization

In this section, we collect some basic results and notions from the theory of periodic and stochastic
homogenization considering the example of an elliptic PDE with rapidly oscillating coeflicients. For
detailed studies we refer to the standard textbooks [BLP11, CD00, JKO12].

Periodic homogenization

Let € > 0, Q@ C R be open and bounded, and we use the notation O = [0, 1)¢ for the reference cell
of periodicity. We consider a coefficient field A € L"O(Rd;ngXHﬁl) and we assume that there exists
¢ > 0 such that A(x)F - F > c|F|? for a.a. z € R? and all F € RY. Moreover, we assume that
A is O-periodic, this means that A(- + k) = A(:) for any k € Z?. For f € L*(Q), we consider the

following equation
—div (A (g) Vu5> =f inQ,
ue =0 on 0Q.

(1.1)

The unique weak solution of the above equation is denoted by u. € H&(Q). A classical result,
which can be found in [BLP11], states that as e — 0,

ue — u  weakly in H'(Q),
where u € H(Q) is the unique weak solution to the homogenized (or effective) equation

—div (Ahomvu) = f in Q7

u=0 on JQ. (12)

Above, Apom € Rglyxn‘f (a constant matrix) is given by the formula, for i, j € {1,...,d},

Apomei - €5 = / A(z)(e; + Voi(x)) - ejdz,
O

where ¢; € Hl.(0) := {p € HL (R%): ¢ is O-periodic} is known as the periodic corrector and it
satisfies the following equation in a distributional sense

—div(A(e; + Vi) =0 in R (1.3)
This equation admits a unique solution in H}. (0)/R.

The main difficulty in the limit passage ¢ — 0 in the weak formulation of (1.1) is the expression

/QVug(x) <A (g) V(x)dx

6



that is a scalar product of two weakly convergent sequences. A classical resolution of this issue
is based on the so-called div-curl lemma and Tartar’s method of oscillating test functions from
[MT97]. An alternative approach to this problem is granted by the notions of two-scale convergence
[Ngu89, All92] and the periodic unfolding method [CDGO02]. In Section 2 we briefly describe the
ideas of the latter methods.

Stochastic homogenization

In stochastic homogenization, the coefficients of a PDE are assumed to be random, which means
that we only possess statistical information about the constitutive laws underlying the modeled
physical process. In particular, in order to describe the coefficients, we consider a probability space
(Q, F, P) and a random field A : Q x R? — R4 that is a F ® L£(R?%)-measurable mapping. The

elliptic PDE we consider features the rescaled random field A(w, Z) as a coefficient field.

In their seminal work [PV81], Papanicolaou and Varadhan introduced the following very convenient
functional analytic setting for the description of stochastic homogenization problems. Let (2, F, P)
denote a complete and separable probability space and let 7 = {7}, ga denote a family of invertible
measurable mappings 7, : {2 —  such that:

(i) (Group property). 1o = Id and 7,4, = 7, o 7, for all z,y € R%.
(i) (Measure preservation). P (1,E) = P (E) for all E € F and 2 € RY,
(ili) (Measurability). (w,x) — Tw is (F ® L(RY), F)-measurable.

We use the notation (-) for the mathematical expectation, ie., () = [-dP. We say that the
probability space (2, F, P,7) is ergodic (shorter (-) is ergodic) if the following implication holds:

ECcFand,E=Eforallz eR? = P(E)e{0,1}.

Sets that satisfy the antecedent of the above implication are called shift-invariant sets. We say
that a random field is stationary if it admits the form (w,z) + A(7,w) where A : Q — Rxd
is a random variable, i.e., it is an F-measurable mapping. We remark that the description of
stationary coefficients of PDE using an abstract dynamical system 7 might seem unusual at first
sight, however, “shifts” of this form appear naturally in modeling of random media that we explain
on examples in Sections 5.1 and 6.1 (see Examples 5.10 and 6.6).

Let ¢ > 0 and Q C R? be open and bounded. We consider A € L>(Q;R%X9) and we assume that

Sym
there exists ¢ > 0 such that A(w)F - F > ¢|F|? for P-a.a. w € Q and all F € R%. For f € L*(Q),
we consider the following equation

—div(A(Tew)Vue) = f in @ xQ,

(1.4)
u: =0 on Q x 0Q.

Precisely, the weak formulation of the above equation reads: Find u. € L?(Q; H}(Q)) such that

</QA<T§W)VU6(W:1’) : V(p(w,a:)dx> = </Q f(x)tp(w,a:)dx> for all ¢ € L*(; HY(Q)).



The Riesz representation theorem implies the existence of a unique weak solution. Assuming
ergodicity and stationarity for the coefficients the above equation homogenizes to a deterministic
limit. Namely, in [PV81] it is shown that u., the weak solution to (1.4), satisfies

ue —u weakly in L*(; Hy(Q)), wue —u strongly in L*(Q; L*(Q)) ase — 0, (1.5)
where u € HE(Q) is the unique weak solution to the (deterministic) homogenized equation

—div (ApomVu) = f in Q,

(1.6)
u=0 on 0Q.
Also, Apom € ngxnﬁl and it is given by the formula
Anomei - €5 = (A(w)(ei + xi(w)) - €5) , (1.7)

where y; € L}Q)ot(Q) :={Dy: ¢ € dom(D) C L2(Q)} c L*(Q)?is known as the stochastic corrector

and it is the unique solution to the following corrector equation

(A(ei +xi)-x) =0 forall x € Lf)ot(Q). (1.8)
Above, D : dom(D) C L?*(Q) — L%(Q)? is the so-called stochastic gradient and it is given by
Dy = (D1, ..., Dgp) where D; is the infinitesimal generator of the strongly continuous group of
operators {Upe, : L*(Q) — L*(Q) : Upe, (") = (p(Thei-)}heR. The space L2,(2) is the stochastic

counterpart of the space Hg)er(D) /R from the periodic setting. An essential difference between the
periodic and stochastic setting is that in the former the range of the gradient operator V is already
a closed subspace of L2(D)d due to the Poincaré inequality, whereas in the stochastic setting the
image of the stochastic gradient D is not necessarily closed since in general we do not have a

Poincaré inequality at our disposal.

The homogenization result from [PV81] is based on a suitable approximation for equation (1.8) and
Tartar’s method of oscillating test functions — for the quantitative treatment of this problem, we
refer to [GNO15]. An alternative to this procedure bases on stochastic two-scale convergence that
we briefly recall in the following section.

Remark 1.1. We remark that the above results extend to a nonergodic system with the difference
that the homogenized coefficient may still depend on w, i.e., Apom : @ — R¥¥4,

Remark 1.2 (Mean and quenched formulations). For P-a.a. realizations w € €, we might consider
the (uniquely solvable) deterministic equation parametrized by w:

—div (A(Téw)V%) =f inQ,
us =0 on 0Q.

(1.9)

The solution of the above equation defines a mapping Q > w + u.(w) € Hi(Q) that can be identified
as an element of L*(Q; HY(Q)) (see Section 7.3). In this regard, we may test (1.9) by o(w), where
o € L?(Q; HY(Q)) is arbitrary, and integrate it over Q, to obtain that u. is a solution to (1.4).
Using that both equations admit unique solutions we can identify them and this means that (1.4)
and (1.9) are two formulations of the same problem. We refer to the former as mean formulation



and to the latter as quenched (or pointwise P-a.e.) formulation. Typically, the consideration of
mean formulations for PDE with random coefficients leads to convergence in the L*(Q; L*(Q))
topology (mean convergence) as in [PV81]. On the other hand, the consideration of quenched
formulations leads to a convergence in a different topology: for P-a.a. w, u-(w) — u in L*(Q)
(quenched convergence). This can be done at the expense of using a pointwise ergodic theorem,
e.g., Birkhoff’s ergodic theorem or subadditive ergodic theorem, and we refer to the proof for elliptic
homogenization in this case to [Osa83, Neul7]. In the elliptic case, the dominated convergence
theorem, using the usual a priori estimates and the fact that f is fized and deterministic, yields
that quenched implies mean convergence, whereas the other implication holds only by extracting a
subsequence. However, for more general problems, the former implication might not be clear. In
this work we mostly focus on problems in the mean formulation.

Remark 1.3 (Computation of Ay ). Another difference between the periodic and stochastic setting
s the numerical treatment of the corrector equation. In particular, in the periodic case the corrector
equation is an elliptic equation with periodic boundary conditions that can be computed using stan-
dard finite difference or finite element approzimations. On the other hand, equation (1.8) is defined
in terms of stochastic gradients on a probability space, which might be an infinite-dimensional space.
This fact makes the computation of the stochastic corrector (resp. Anom) inconvenient for standard
numerical methods. For this reason, approxzimations for the corrector equation are required, see
Section 7.2 where we explain the standard periodization method for the resolution of this issue and
provide references.

2 Two-scale convergence and periodic unfolding

In this section we provide a short overview of some standard methods for homogenization such as
two-scale convergence and periodic unfolding, for detailed studies we refer to the works listed in the
text below. We consider the specific L2-Hilbert space case, however, most of the results translate
to the LP-setting for p € (1, 00).

Two-scale convergence

The notion of two-scale convergence is a well-established method for periodic homogenization (see
[Ngu89, All92, LNWO02]). Let Q C R be open and O = [0, 1)¢. We say that a sequence u. € L?(Q)

two-scale converges to u € L2(Q x O) (u, N w) if
x
/ us(x)p (.CU, 7> dx — / / u(z,y)p(z,y)dyde ase— 0 (2.1)
Q < QJo

for all ¢ € L?(Q; Cper(0)), where Cpe; (0) denotes the space of continuous and O-periodic functions.
This is an intermediate notion between weak and strong convergence in L?(Q). Namely, it holds

that if u. — u in L?(Q), then wu, 2 u; and if u. EN u, then ue — [ u(-,y)dy weakly in L?(Q). The



advantage of this notion can be seen, e.g., if we test equation (1.1) with a test function ¢, of the
form ¢.(x) = ¢(x,2) where ¢ € CH(Q; Cper(0)). The troublesome term in the weak formulation
of the elliptic PDE boils down to

/QA (g) Vue(z) - Vo (z)dr = /QVua(a:) -A (g) Ve (z)dz.

On the right-hand side we might consider the expression A (%) V. (z) as a test function in the
definition (2.1) (the continuity assumption for test functions in (2.1) might be relaxed). This means
that, in essence, it is sufficient to understand the two-scale limit of Vu, to obtain a homogenization
result. In particular, for this, the following compactness statements are helpful:

e ([Al192, Theorem 1.2]). If u. is a bounded sequence in L?(Q), then there exist u € L?(Q x O)

and a (not relabeled) subsequence such that u. 2

o ([Al192, Proposition 1.14]). If u. is a bounded sequence in H'(Q), then there exist u € H(Q),

¢ € L*(Q; H).(0)) and a (not relabeled) subsequence such that u,. 2 yand Vue > Vu +

Vyp. Here, V, denotes the gradient w.r.t. the y € O variable.

Using these observations and by a careful choice of the test functions, in the limit ¢ — 0, equation
(1.1) reduces to the problem: Find (u, ) € Hj(Q) x L*(Q; H}., (D)) such that

/Q / A(y) (V@) + Vyp(r,9)) - (Vi (2) + Vyta(e, y)) dyde = /Q [y (@)dz,  (22)

for all (¢1,92) € Hy(Q) x L*(Q; Hy. (D). We may fix the average of ¢, say (-, y)dy = 0,
to ensure that the above system has a unique solution. By reason of the emergence of the new
corrector variable @, this system is commonly called the two-scale effective problem. It is equivalent
to the formulation (1.2)-(1.3) by means of the formula ¢(z,y) = Z?Zl Viu(x)pi(y), where ; is the
usual periodic corrector given by (1.3).

Periodic unfolding

In the following we present some basic facts about the periodic unfolding method and for detailed
studies we refer to [CDGO02, Vis04, Vis06, MT07, CDG08, CDG18]. We follow the presentation in
[MTO07].

Let Q@ C R? be open and bounded with [0Q| = 0 and by O4 we denote the unit torus, i.e.,
Oy = R?/Z%. We tacitly identify elements from O by their corresponding equivalence classes in
O, and we identify functions defined on @ with their extension by 0 to the whole of R?. A central
object in this procedure is the periodic unfolding operator

Tz - LA(Q) — LA(R? x Oy), (linear isometry)
Teu(z,y) = u(lz]e +ey), (2.3)

where |z|. € €Z¢ is defined by x — |z]. € 0. This operator is a linear isometry and Tou is
supported in an e-neighborhood of @ x Oy. Also, a suitable left-inverse of this operator may be
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defined, the so-called folding operator F. : L*>(R? x Oy) — L?(Q), which is a linear contraction
and satisfies
F.oT.=1d in L*Q). (folding operator)

As a result of the isometry property of 7¢, the following implication holds (up to extraction of a
subsequence): Let u. be a sequence in L%(Q), then

limsup ||uel[ 2y <00 = Teue = u weakly in L2(RY x Oy). (weak compactness)
e—0

Also, it turns out that the above notion of convergence is equivalent to two-scale convergence: Let
u: be a sequence in L?(Q) and u € L*(Q x Oy), then

Toue —u  weakly in L*(RY x Oy) < ue 2. (equivalence to i)

Moreover, the following compactness statement for sequences of gradients holds (up to extraction
of a subsequence): Let u. be a sequence in H'(Q),

limsup [[uel| g1y <00 = Jue HYQ), ¢ € L*(Q; H' (Oy)), (compactness for V)
0

E—

TeVue — Vu+ Vyp  weakly in L*(R? x Oy4)%. (2.4)

Note that, H!(Oy) may be identified with Hl:l)er(D)‘ Furthermore, for any given u, ¢ as above, we
can find a sequence u. € H'(Q) such that

Toue — u  strongly in L(Q), (strong recovery)
TeVau: — Vu+ Vyp  strongly in L*(R? x Oy)<. (2.5)

This might be done in a systematic way with the help of the so-called gradient folding operator (see
[MTO07, Vis04]). We remark that strong convergence of unfolded sequences (that may be taken as
definition of strong two-scale convergence) plays a crucial role in homogenization of evolutionary
gradient systems since the above recovery statement together with the transformation formula (2.6)

below provides Mosco-type convergence for convex integral functionals with periodic integrands (see
[MTO7]).

The following important transformation formulas hold: Let u,v € L*(Q),

/QA (E) u(x) - v(x)dx = /Rd /] A(y)Teu(z,y) - Tev(x, y)dyde, (transformation)

3

/Q V(Ziu@) do = /R d /D V(y, Teu(z, y))dyde, (2:6)

where A € L>®(04)™? and V : Oy x R? — R is a normal integrand and V(y,0) = 0. The latter
assumption may be dropped by a slight modification of the right-hand side above.

We remark that despite the equivalence of the convergence notions, the approach to homogeniza-
tion via periodic unfolding differs from the approach using two-scale convergence. Namely, in the
periodic unfolding procedure, the application of 7; transforms equations with oscillating coefficients

11



to problems with mildly-varying coefficients in an extended space, e.g., in the case of the elliptic
equation (1.1) this amounts to

/ / AW)TeVus(a,y) - TeVeo(a, y)dyde = / f(@)p(x)de,
Re JO Q

where we used the first formula in (2.6). Note that using (2.4) and by choosing convenient test
functions by (2.5), the left-hand side boils down to a scalar product of a weakly and strongly
convergent sequences. In this regard, we may pass to the limit and obtain the two-scale effective
problem (2.2).

Remark 2.1. For the treatment of integral functionals, the periodic unfolding operator is specially
well-suited. In particular, by (2.6) the validity of the following “liminf inequality”

e—0

Teue = u  weakly = liminf/V<m,u5(x)> dac>/ /V(y,u(w,y))dydw
Q € Rd JO

boils down to weak l.s.c. of the functional [pa [V (y,-)dydz in the extended space LA(RY x Oy).
Typically, in applications u. is replaced by a sequence of gradients Vue.

Remark 2.2. The above described unfolding strategy extends to the treatment of problems which
involve singular domains, e.g., domains with holes [CDD" 12] (see also [DY12, CD15, CD16]) or
slender domains [Neul0]. In these cases the use of an unfolding operator is specially convenient
since it also captures the geometric properties of the environment.

Stochastic two-scale convergence

Two-scale convergence has been extended to the stochastic setting in [BMW94] (see also [AW98,
SW1la]) and in [ZP06] (see also [Fag08, Heill]). In the following we describe the notion of stochastic
two-scale in the mean from [BMW94].

Let (Q, F, P,7) be an ergodic probability space as in Section 1 and @ C R? be open. Up to slight
modifications, the below results hold even in a nonergodic setting. For a sequence u. in L?(2 x Q)

we say that it stochastically two-scale converges in the mean to u € L2(Q x Q) (u. A u) if

</Que(w,x)90(75w,x)dx> — </Qu(w,x)<p(w,:c)dx> ase — 0, (2.7)

for all ¢ € L?(2x Q) such that (w,z) — ¢(T2w, x) defines a measurable mapping. As pointed out in
[AWO8], the latter measurability assumption may be dropped by extracting a suitable representative
for the test function ¢.

Similarly to its periodic counterpart, stochastic two-scale convergence in the mean admits the
compactness statements:

e ([BMW94, Theorem 3.4]). If u. is a bounded sequence in L?(Q x @), then there exist u €
L?(2 x Q) and a (not relabeled) subsequence such that wu, =N

e ([BMW94, Theorem 3.7]). If u. is a bounded sequence in L?(2; H'(Q)), then there exist
ue HY(Q), x € L*(L2,:(2)) and a (not relabeled) subsequence such that u. 2y and
Vue 2 Vu + x.
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Similarly as in the periodic case, elliptic stochastic homogenization (cf. equation (1.4)) may be
obtained using the analogous two-scale convergence strategy, i.e., in

</QVu5(W,x) -A(T.zw)v%(w’x)dx>

the expression A(7zw)Vy(w,z) is considered as a test function in the definition of two-scale
convergence (with a suitable choice of ¢.). In this regard, in the limit ¢ — 0, the following two-

scale effective problem is obtained: Find (u,x) € Hj(Q) x L*(Q; L2, (€2)) such that

</QA(W) (Vu(z) + x(w, z)) - (Vi (z) +w2(w,;p))dx> - /Qf(w)%(:r)dx,

for all (¢1,12) € Hg(Q) x L*(Q; L2,(22)). This system is equivalent to the classical effective

problem (1.6)-(1.7) through the relation x(w,z) = Z?Zl Viu(x)xi(w), where x; is the standard
stochastic corrector characterized by (1.8).

Remark 2.3 (Quenched two-scale convergence). A different extension of two-scale convergence to
the stochastic setting is introduced in [ZP06] (see also [MPO7, Fag08, Heill]). In this framework,
instead of demanding convergence for the quantities integrated over Q2 in (2.7), the convergence
fQ uge (wo, ) p(T2zwo, x)dr — <fQ u(w,a:)np(w,x)d:v> for P-a.a. wy € ) is required. For this reason,

we refer to this notion as quenched stochastic two-scale convergence'. Compactness statements

in this setting rely on the use of Birkhoff’s individual ergodic theorem and they provide quenched
convergence results for homogenization problems. In particular, this notion is also well-suited for the
treatment of problems which involve random measures. We briefly discuss the relation of quenched
and mean stochastic two-scale convergence in Section 7.3.3.

3 Evolutionary rate-independent systems

In this section we briefly recall some basic facts about evolutionary rate-independent systems
(ERIS) in the Hilbert space setting featuring quadratic energy functionals. For a detailed treat-
ment and a more general theory, we refer to [MT04, Mie05, MR15]. Also, we summarize a standard
principle for asymptotic analysis of sequences of ERIS.

Basic notions and existence

We consider a separable Hilbert space Y (state space) and its dual space is denoted by Y*. The
dynamics of rate-independent systems is driven by an external loading I € C'([0,7],Y*), where

"We add the word “quenched” to the originally used phrase stochastic two-scale convergence to emphasize the
distinction from the notion of stochastic two-scale convergence in the mean.
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T > 0 denotes a fixed time horizon. We consider an energy functional £ : [0,7] x Y — R of the
form

1
E(t,y) = B (Ay, Y)yy — (UL Yy y s (3.1)
where

A € Lin(Y,Y™) is symmetric,

3.2
and there exists ¢ > 0 such that (Ay,y)y.y > ¢ ly||3- for all y € Y. (3:2)

Also, we consider a dissipation functional R : Y — [0, +00], which is
convex, l.s.c. and positively homogeneous of degree 1, i.e., (3.3)

R(av) = aR(v) for all &« > 0 and v € Y, and R(0) = 0.

The evolution of the system is described by a state variable y : [0,7] — Y. We consider the
following couple of inequalities

/ RG(s)ds = £0.9(0) = [ (it).0(),. s (E)
£(t,y(1) < E(.F) + R~ (1)) Torall jE . ()

together with an initial condition y(0) = %, where y° € Y is given. (E) is known as global energy
balance equality and (S) is called global stability condition for the solution y. We precise the notion
of solution in the following definition:

Definition 3.1 (Energetic solution). We say thaty € WHL([0, T);Y) is an energetic solution to the
ERIS (Y,E,R) with initial datum y° € Y if for all t € [0,T], y(t) satisfies (E)-(S) and y(0) = y°.

It is customary to equivalently restate condition (S) as
y) e S(t):={yeY: E(ty) <EtY) +R(y—y) forallyeY},
and we refer to S(t) as the set of stable states at time t € [0,T].

Remark 3.2. We remark that for more general systems, e.g., if £ is replaced by a nonconvex
functional, it is reasonable to consider energetic solutions which allow jumps in time. However,
we focus only on uniformly convex problems and therefore we include the continuity assumption
already in the definition of the solution.

Remark 3.3 (Equivalent formulations). Note that by differentiating (E) in t and using the chain-
rule $E(t,y(t)) = — <Z(t),y(t)>Y* . (DyE(t,y(t)), 4(t))y- y, it follows that for an energetic so-

)

(Dy&(t,y(1), y(1)) + R(y(t)) =0 for a.a. t €0, T]. (Eloc)

In fact, the opposite implication also holds: If y € WH1(0,T;Y) satisfies (Eioc), then an integration
over (0,t) yields (E). Moreover, it can be easily seen (using the quadratic structure of the energy)
that (S) is equivalent to the condition

lution y, we have

<Dy5(tay(t))>@y*,y +R(y) >0 forallyey. (Sioc)
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Furthermore, using the positive 1-homogeneity of R (see (A.2) in Example A.2), it follows that a
function y € WHL(0,T;Y) satisfies (Eioc)-(Sioc) if and only if the following differential inclusion
holds

0 € DyE(t,y(t) +0R(y(t)) for a.a. t €[0,T], (DI)

where IR is the convex subdifferential of R. In summary, we have the following equivalence of

formulations
(E)'(S) <~ (Eloc)‘(sloc) = (DI)-

Remark 3.4 (Rate-independence). Systems of this type are called rate-independent since time-
reparametrizations of the input loading l lead simply to time-reparametrizations of the corresponding
solution. For example, let y(-) denote an energetic solution corresponding to the input (l(-),yo),
then for a > 0 the solution corresponding to (I(a-),y°) is given by y(o-). Indeed, this can be
directly seen from the (DI) formulation using the fact that OR(aw) = OR(v) for any v € Y, which
is a simple consequence of positive 1-homogeneity and convexity of R.

The existence of Hilbert space rate-independent systems with quadratic energies might be shown
using the theory of maximal monotone operators, employing regularization techniques such as
the Yosida approrimation. On the other hand, existence may be obtained using time-discrete
approximation schemes, which are also beneficial for the numerical treatment of such problems.
For these proofs we refer to [Mie05, MT04].

Theorem 3.5 (Existence and uniqueness, [Mie05, Theorem 2.1]). Let £ satisfy (3.1)-(3.2) and R
satisfy (3.3), 1 € CL([0,T],Y*) and y° € S(0). Then, there exists a unique energetic solution to the
ERIS (Y, &, R) with initial datum y°. Moreover, y € C*¥P([0,T),Y) and

ly(t) ~yls)lly < 2t —s| for allt,s € [0.T], (34)

where A = [|{(t)| oo 0.1y -

The estimate (3.4) is essential for the asymptotic treatment of sequences of ERIS, in particular for
the homogenization problems that we consider in later sections and therefore we recall the argument
that leads to it:

Proof of (3.4) ([Mie05, Theorem 3.4]). Let 0 < s < t < T. Using the positive-definiteness of A,
we obtain

©(e) — y(5) B < 5 (A~ 5() 5(0) — y(Dy-y 55)

=E(s,y(t) — E(s,y(s)) — (Ay(s) = 1(s),y(t) —y(s))y+y -

According to Remark 3.3, y satisfies (Sjoc) and therefore (setting ¥ = y(¢) — y(s)) the expression
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on the right-hand side of (3.5) may be bounded from above by

E(s,y(t)) — E(s,y(s)) + R(u(t) — y(s)) < E(s,y(t)) +/7z

t

< E(s,y(t)) — G dT

= (I(t) — U(s), I(r Jdr (36)

0~ [ (it
v | (ie)
— /t <i(7), y(t) — y(T)>y*,Y ar

<A [ ot -l o

where the first inequality is obtained using Jensen’s inequality and by convexity and positive
1-homogeneity of R, the second inequality follows by (E). For fixed t > 0, we set f(s) =
lly(t) — y(s)|ly and in this respect (3. 5) and (3.6) imply that f2(s) < 22 f f(r)dr. This implies

-

1 1
that ——f f(r)dr = (2)‘ f f(r )2 that in turn results in —-% (f f(r ) < (%)2
An integration over (s,t) yields fs f(r)dr < Q—C(t — 5)? and therefore f2(s) < 2‘—2(15 — 5)2, which
implies the claim. O

Asymptotic analysis

In the following we briefly summarize a general approach for asymptotic analysis of sequences of
ERIS established in [MRS08]. This procedure is developed for systems with very general properties.
In the simplified Hilbert space setting with quadratic energies, the theory is specially convenient (see
[Miel6, Section 5.3]) and it has been applied to a variety of problems, e.g., periodic homogenization
of elasto-plasticity [MTO07] and gradient plasticity [Han11], dimension reduction in elasto-plasticity
[LM11].

We consider a sequence of ERIS (Y, &, Re), where Y is a Hilbert space, the energy functional has
the following form

ga(ta y) = % <A€y7 y)Y*,Y - <l€(t)a y>Y*7Y ’ (37)

where for each ¢ > 0, A, satisfies (3.2) (with ¢ uniform in €) and R. satisfies (3.3). The goal is
to show that the system (Y, &, R.) converges as ¢ — 0 to an ERIS (Y, &y, Ro), the limit system
having the same quadratic structure, in the sense of well-prepared E-convergence:

It ys(o) ‘= ”y(O), 55(0, ys(o)) — 50(07 y(O)),
then ye(£)“ — "yo(t), E-(t,ye(t)) — Eo(t,y(t)) for all t € (0,77,

where y.,y are energetic solutions to the ERIS (Y, &, R.), (Y, &, Ro), respectively. Note that we
write “ — 7 to denote a convergence notion which depends on the specific problem considered. In
particular, it is customary to consider weak (or strong) convergence in the space Y, however, for
our purposes we use a nonstandard notion of stochastic (cross-)two-scale convergence (see Section
8). We state the below strategy in terms of sequences of systems defined on a common state space
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Y. However, it might be simply extended to the case with variable state spaces Y: if, e.g., each Y,
embeds into a fixed space Y. Such a modification will be considered in Section 8 where we consider
homogenization and discrete-to-continuum transition problems.

The general principle for showing such evolutionary convergence statements consist of three common
steps that we briefly describe in the following (see [Miel6, Section 5.3]).

General principle: Let y. be the energetic solution to the ERIS (Y, &, Re).

Step 1. Compactness: Find a function y € WHY(0,T;Y) and a (not relabeled) subsequence such
that y-(t)“ — "y(t) for all t € [0,T].

A typical starting point for this problem is the a priori estimate (3.4) (in the case limsup,_,q ||ic|| <
o0) that might lead to an Arzela-Ascoli type argument. Also, an important ingredient in this case is
the pointwise relative compactness property of the sequence y. (w.r.t. “— 7). E.g.,if ©* — 7 is weak
convergence in Y, this property is satisfied by boundedness of y.(¢) in Y by the Banach-Alaoglu
theorem.

Step 2. Stability: Show that y is stable, i.e., y(t) € S(t).
A routine approach to this issue is the construction of so-called joint recovery sequences, i.e., if for
an arbitrary ¥ € Y we can find a sequence 3. € Y such that

lim sup (8s(ta Ye) — gs(tays(t)) + Re(ye — ye(t))) < 5(t,§) - g(tvy(t)) +R(y — y(t)),

e—0

then y(t) € S(t) since the left-hand side is nonnegative by the stability of y.(¢). In the specific case
of (3.7), the quadratic structure of the energy may be exploited (quadratic trick):

5a(ta ga) - 5€(t,y5(t)) + Rs(@a - ya(t))

= % <A6 (:yva - ye(t)) 7§8 + yé(t»Y*,Y - <l€(t)7g€ - ye(t)>Y*,Y + Re (ga - ya(t)) .

In this regard, the construction for y. (resp. y. — y-(t)) should allow us to jointly pass to the limit
in all three terms on the right-hand side. This is attainable, e.g., in the case that “—” is weak
convergence in Y and if £.(¢, ) m{ Eo(t,-) and R, 4 Ro, see [Miel6, Theorem 5.7]. Here M denotes
Mosco convergence, i.e., for a sequence of functionals Z. : Y — R we say that it Mosco converges
to Zy : Y — R if the following two conditions hold:

(i) (Liminf inequality.) For any y. — y weakly in Y, it follows liminf. o Z.(y:) > Zo(y).
(ii) (Recovery sequence.) For any y € Y, there exists y. € Y such that y. — y strongly in Y and
limsup, o Zc(y=) < Zo(y)-
Also, S means convergence along strongly convergent sequences, i.e., if y. — y strongly in Y, then
lim, Rz—:(ys) = RO(Z/)

Step 3. Energy balance: Show that y satisfies the energy balance equality (E) of (Y, &, Ro).

We remark that by Proposition 3.6 below, it is sufficient to show the “<” part of (E), if Step 2 is
already completed. This is obtained by passing to a liminf on the left-hand side and to the limsup
on the right-hand side of

Eultu) + [ R = 0,000 - [ (L)), s

Y
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In the case that “—” is weak convergence, upon assuming strong convergence for I, the right-hand
side converges by assumption. The liminf inequality for the left-hand side may be obtained if, e.g.,

E(t,-) LN Eo(t,-) and R. LR, Here, L denotes I-convergence that is defined analogously as
Mosco convergence with the difference that in (ii) the recovery sequence ¥, is required to converge
only weakly in Y.

For convenience of the reader, we recall the proof of the following result which can be found in
[MMO5].

Proposition 3.6 ([MMO05, Theorem 4.4]). Let the assumptions of Theorem 3.5 be satisfied. Let
y € WHL([0,T);Y) satisfy (S) for all t € [0,T]. Then, for all t € [0,T],

ttyo) + [ R = 0.0 - [ (i), ds

Proof. We consider {ti}ie{l,...,n}> a partition of the interval [0,¢], with ¢; = 0 and t,, = t. We have
t
et.y(®) + | R5()ds —£0.5(0)

= Sl + Y [ RGs)ds — £(0.9(0)
i=2 Jti—1

v

Ety(t) + Y R(y(t:) — y(ti1)) — £(0,4(0))

=2

— (U(tn), y(tn))y-y + ED), y(E))ye y + D = Altic1), y(tio1))ye y + ((tim1) y(t))yey
1=2

where the first inequality follows by convexity and 1-homogeneity of R (Jensen’s inequality) and
the second inequality is obtained by (S). Also, 7,y denotes the left-continuous piecewise constant
interpolation of y w.r.t. {t;}, which satisfies m,y(s) — y(s) as n — oo. Using the dominated
convergence theorem, we conclude the proof. ]

v

4 Gradient flows

In this section we recall the basic framework for gradient flows on Hilbert spaces and for detailed
studies we refer to the textbooks [Bré73, Zeil3, Roul3, AGS08]. In particular, we consider the
evolutionary variational inequality (EVI) formulation (see, e.g., the lecture notes [DS10, C1é09)).
Also, we recall some standard approaches for asymptotic analysis of sequences of gradient flows
and describe the strategy that we apply later.
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Basic notions and existence

Let Y be a separable Hilbert space and we denote its dual space with Y*. We consider a quadratic
dissipation potential R : Y — [0, 00) of the form

1

R(v) = 3 (rv,v)y«y , where r € Lin(Y,Y™) is symmetric, W)
and there exists ¢ > 0 such that % o]} < R(v) < c|jv||3 forallv e Y. .
Also, we consider an energy functional £ : Y — R U {oo} which is, for given A € R,
l.s.c., proper, A-convex, i.e., the mapping y — £(y) — AR(y) is convex,
(4.2)

1
and coercive, i.e., there exists ¢ > 0 such that £(y) > — ||y||y, —cforally € Y.
c

We consider a fixed time horizon T' > 0. The evolution of the gradient flow is described by a state
variable y : [0,7] — Y and it is determined by the inequality

d . -

g RO —9) = (rg(t),y(t) = Ply-y <E@) — EWR) = AR(y(t) —y) forallyey. (EVI)
We refer to the above as an evolutionary variational inequality (see [AGS08], in the case A = 0 this
corresponds to the weak formulation of gradient flows considered by Bénilan [Bén72]). We specify
the notion of solution as follows:

Definition 4.1 (EVI solution). We say that y : [0,T] — Y is an EVI solution to the gradient flow
(Y,E,R) with initial datum y° € dom(E) if:

(i) y is continuous on [0, T], locally absolutely continuous on (0,T] (this means that y is absolutely
continuous on [a,b] for any 0 <a <b<T);

(ii) y(0) = 4°, y(t) € dom(&) for all t € (0,T), y(t) satisfies (EVI) for a.a. t € (0,T].

Remark 4.2 (Equivalent formulations). We remark that if y is an EVI solution to (Y,E,R), then
it holds
for a.a. t € (0,T], y(t) € dom(9rE), 0€ DR(y(t))+ IrE(y(t)). (4.3)

Above O denotes the Frechét subdifferential, which in this A\-convex case has the form Op€(y) =
{5 EY &) <EW) + (&Y —Yysy — ARy — ) forally € Y} (see, e.g., [Kru03] for the gen-
eral case). In fact, (4.3) and (EVI) are equivalent. In many instances, it is convenient to consider
an integrated version of (EVI). In particular, if y is an EVI solution to (Y,E,R), we may multiply
(EVI) with e* and integrate it over the interval (s,t) for 0 < s <t <T, in order to obtain
t

MR(y(t) — 1) — e R(y(s) —7) < / AT (E®@) — E(y(r))dr  for all § € dom(E). (IEVI)
Above, we use that & (NR(y(t) — 9)) = M ER(y(t)—7)+AMR(y(t)—y). In fact, the formulations
(EVI) and (IEVI) are equivalent (see [AGS08, Remark 4.0.5b], [Clé09, Proposition 2.1]). (IEVI)

is very convenient since it features neither the derivatives of the functionals nor derivatives of the
solution.
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Existence results for such Hilbert space gradient flows follow using standard regularization tech-
niques (Yosida approximation) from the theory of maximal monotone operators with Lipschitz per-
turbations and for the proof of the following theorem we refer to [Bré73, Chapter 3] (see also [C1é09,
Theorem 3.2] and [Bar10, Section 4]). An alternative approach to existence is based on time-discrete
approximation schemes (De Giorgi’s minimizing movement scheme) (see, e.g., [AGS08, RS06)).

Theorem 4.3 (Existence and uniqueness). Let R satisfy (4.1) and & satisfy (4.2). For 3° €
dom(E), there exists a unique EVI solution y € HY(0,T;Y) to the gradient flow (Y,E,R) with
initial datum y°. Moreover, it holds

y(t)) < E(y(s)) forall0<s<t<T,

(4.4)
/R Ndr < E(W°) — E(y(t)) forall0 <t <T.

The a priori estimates (4.4) play a key role in the applications that we consider in later sections and
therefore we recall the argument that leads to them. By Remark 4.2, y satisfies (4.3) and testing
this inclusion with g(¢), we obtain

Le((0) =~ (DRGW), 90y <0 (45)

where we use the chain rule the A-convex functional £ (see, e.g., [RS06]). By the quadratic structure
R, we have (DR(y ) Y)y«y = 2R(y) for any y € Y. Consequently, an integration of (4.5) over

(s,t) yields fs 2R (y(1))dr = E(y(s)) — E(y(t)) for all 0 < s <t < T. This implies (4.4).

Asymptotic analysis

In the following we consider a sequence of gradient flows (Y, &, R:), and (Y, &y, Ro) (satisfying the
assumptions of Theorem 4.3, A being uniform in €). The objective is to conduct an asymptotic
analysis for the limit ¢ — 0 and to show well-prepared E-convergence of (Y, &, R.) to (Y, &y, Ro)
in the following sense:

If y-(0) € dom(&:), y:-(0)* — "y(0), & (y=(0)) — Eo(y(0)),
then ye(t)“ = "y(t), E:(ye(t)) = &o(y(t)) for all t € (0, 7],

where y. and y are EVI solutions to (Y, &, R.) and (Y, &, Ro), respectively. To keep the discussion
simple, we assume that “—” is strong convergence in Y, but keeping in mind that in our applications
we use the notion of two-scale convergence. We also remark that some of the below methods do
not require convergence of the initial energy as an assumption and in that case the convergence
notion is called E-convergence.

The general principle for proving such convergence statements consists of similar steps as in Section
3: First a compactness statement for the sequence of solutions is needed and second, based on that,
we are required to pass to the limit € — 0 in a suitable formulation of the gradient system. We refer
to [Miel6] for a comprehensive overview of general approaches for such problems. In particular,
an early contribution in this field is due to Attouch [Att78, Att84], where problems with fixed
dissipation potential R, = R and convex energy functionals &£ are considered. This approach is
based on the fact that for convex energies the Fréchet and convex subdifferentials coincide and
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therefore the EVI of (Y, &, R) boils down to (using the Fenchel equivalence Lemma A.1 and an
integration over (0,1))

R(ye(t)) + /O Ee(ye(s)) + EX(=DR(ge(s)))ds = R(y=(0)), (4.6)

where £ denotes the convex conjugate of & (see Section A.1l). In this setting, e.g., Mosco con-

vergence &, M &o is sufficient to conclude well-prepared E-convergence. Novel strategies have
been developed in [SS04, Serll] and [MRS13], which allow the treatment of very general problems
with varying (nonquadratic convex) dissipation potentials R. and possibly nonconvex energy func-
tionals &. They are based on De Giorgi’s (R, R*) formulation (see, e.g., [Miel6, Introduction)).
Also, based on the (IEVI) formulation, in [DS10] a method for sequences with A-convex energies
is proposed (see also [Miel5]). In [Ste08], the Brezis-Ekeland-Nayroles principle is utilized for the
development of a procedure for E-convergence for convex dissipation and energy functionals.

Typically, the methods that allow the treatment of nonconvex energy functionals rely on the as-
sumption that the energy “sublevels” Y, = {y € Y : &(y) < ¢, Ve} are compact in Y (or a similar
strong-type compactness assumption). We remark that in our applications in Section 9 we consider
problems with nonconvex (A-convex) energies with a lack of such strong compactness property,
we have merely weak-type compactness at our disposal. For this reason, we consider a modified
strategy that we briefly describe in the following and we refer to Section 9 for a detailed particular
application.

First, we note that by a change of variables y.(t) ~ e My.(t) the (EVI) of (Y,&.,R.) reduces
to a formulation given in terms of a modified convex energy'. In particular, we consider a new
time-dependent energy functional & : [0,7] x Y — R U {00},

E-(t,u) = NE(e M u) = AR.(u),

where &.(t,-) is convex for each ¢ (see Lemma 4.5 (i)). Moreover, if we introduce a new variable
u(t) := eMy.(t), it follows that the considered EVI boils down to (cf. Lemma 4.5 (ii))

Re(u(t)) + /0 Ex(s,us(s)) + &2 (5, — DR (itc(s)))ds = Re (u2(0)). (4.7)

This formulation is similar to (4.6) with the difference that the energy functionals are time depen-
dent and that the dissipation functionals depend on €. We extend the strategy from [Att78, Att84]
to this setting and in this way we avoid the use of strong compactness statements. In particular,
it might be obtained that if & M &, Re < Ro and R. RN Ro, then well-prepared E-convergence
for the corresponding gradient flows follows. However, in our applications we deal with modified
assumptions for the functionals, for the precise analysis see Section 9. The passage to the limit
is obtained similarly as for ERIS in Section 3, by first deriving a priori bounds that provide weak
convergence for the solution. Second, we pass to the liminf on the left-hand side of (4.7) and limsup
on the right-hand side, to obtain

Ro(u(t)) + /0 Eo(s,u(s)) + E5(s,—DRo(u(s)))ds < Ro(u(0))

o /O Eo(s, u(s)) + &5 (5, ~DRo(i(s))) + (DRo(i(s)), u(s))y- y ds < 0. (4.8)

"We learned this in a private communication from Goro Akagi.
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Note that by the Fenchel-Young inequality the integrand on the left-hand side is nonnegative and
therefore for a.a. t it holds

Eolt, u(t)) + & (1, —DRo(i(1))) + (DRo (1)), ult))y y = 0. (4.9)

This equality is in turn equivalent to the EVI formulation of the system (Y, &y, Ro) via the trans-
formation y(t) = e Mu(t) (see Lemma 4.5). The equivalence of (4.8) and (4.9) is a version of the
well-known Brezis- Ekeland-Nayroles principle (see [BE76, Nay76, Ste08]).

Remark 4.4. We remark that this strategy strongly relies on the quadratic structure of the dissipa-
tion functional, however, it is convenient for the treatment of A-convex energies and relies merely
on weak convergence arguments.

Lemma 4.5 (Convex reduction). Let R satisfy (4.1) and & satisfy (4.2). For (t,u) € [0,T] x Y,
we define B
E(t,u) = ePME(e Mu) — AR(u).
(i) £:[0,T] x Y — RU {oo} is a convex normal integrand (see Definition A.3).

(ii) Lety :[0,T] — Y be continuous on [0,T] and locally absolutely continuous on (0,T]. Then
y(t) satisfies (EVI) for a.a. t € [0,T] if and only if u(t) := e y(t) satisfies

%R(u(t)) + &t u(t)) + E(t,—DR(U)) =0 for a.a. t € [0,T], (4.10)

where E*(t,-) denotes the convex conjugate of E(t,-).

Proof. (i) For fixed t, convexity of £(t,-) follows from A-convexity of €. Also, £(t,-) is proper and
l.s.c. Indeed, this follows by continuity of R and by the fact that £ is proper and l.s.c. In the
following we show that & is £(0,T) @ B(Y )-measurable that implies the claim of (i). First, we
note that —AR is B(Y)-measurable since it is continuous, therefore it is sufficient to show that
the mapping (t,u) — e*ME(e Mu) is £(0,T) ® B(Y)-measurable. We note that £(e*u) is the
composition of the continuous mapping (¢,u) — e *u (thus (B(0,T) ® B(Y), B(Y))-measurable)
and the l.s.c. functional £ (thus B(Y)-measurable). As a result of this, it is B(0,7) ® B(Y)-
measurable. Finally, e?*'&(e~*u) is a product of a continuous and a measurable functional and
therefore it is £(0,7") ® B(Y')-measurable.

(ii) A simple rearrangement of the terms in (EVI) yields

(r (@) +2y(),y(t) =Yy y + W) — AR(y(t)) < E(y) — AR(y) forallyeY.

2Xt

We multiply the above inequality with e?* and set § = e~ 7% to obtain

(r (M50 +2XMy(0)) . y(0) = 5) |+ NEENNY(D) ~ XR(y(1)

< ME(eMY) = AR(Y) forall je Y.
Using the new objects u(t) = e y(t) and &, the above inequality reads
(ra(t), u(t) = Py« y + Etult) <EEF) foral FeY,

where we used that a(t) = e My(t) + AeMy(t). Since E(t,-) is convex for each ¢, the Fenchel
equivalence (Lemma A.1) implies that u satisfies (4.10), where we use the quadratic structure of R
in the form %R(u(t)) = (DR(u(t)),u(t))yy = (DR(u(t)), u(t))y«y. We remark that all of the
above implications are, in fact, equivalences and therefore the claim of the lemma follows. O
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Part 11

Stochastic unfolding
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Summary of main results

In this part we discuss the stochastic unfolding method, in particular, we define the stochastic
unfolding operator and examine its main properties. In the end, we explain the stochastic unfolding
procedure on a simple example and provide some general remarks. In the following we briefly
summarize our main findings indicating the analogies with periodic unfolding, cf. Section 2.

Sections 5 and 6: In these sections we develop the unfolding approach alongside in a discrete-to-
continuum and continuum settings, respectively. For ¢ > 0 and p € (1, 00), we consider a Banach
space Y. which is, in the following, either LP(Q x ¢Z%) or LP(Q x Q) with Q@ C R? open — in the
former case we deal with discrete unfolding in Section 5 and in the latter with continuum unfolding
in Section 6. Here, (2, F, P, 7) is a suitable probability space equipped with a discrete or continuum
dynamical system 7, see Sections 5.1 and 6.1. We define the stochastic unfolding operator

To: Yo = LP(Q x RY), (linear isometry)

that is a linear isometry. In the continuum case it is even an isomorphism. Also, we define a
suitable stochastic folding operator F. : LP(Q x R%) — Y. which is a contraction and

FeoT.=1d onY.. (folding operator)

Since 7; is an isometry, we obtain the following compactness statement, which holds up to extraction
of a subsequence: Let u. € Y, be a sequence, then

limsup [|uelly, <oo = 3FJue LP(QxRY), Tou — u weakly in LP(QxRY). (weak compactness)
e—0

(4.11)

In the continuum case, for bounded sequences, the above convergence notion is equivalent to
stochastic two-scale convergence in the mean from [BMW94]: Let u. € LP(Q x R?%) be a bounded
sequence and u € LP(Q x RY), then

Tiue = u weakly in P (Q xRY) < wu. 2. (equivalence to i)

In the discrete setting weak convergence of T.u. is equivalent to a discrete-to-continuum version of
stochastic two-scale convergence in the mean. In this respect, the compactness statement (4.11)
in the continuum L?-case may be obtained by referring to the proof in [BMW94]. However, the
proof based on the isometry property of 7; is simpler. For the reason of the above equivalence, we

use the shorthand notation w,. LY (resp. ue 2 u) for the convergence of the unfolded sequence
Teu. — u weakly (resp. strongly) in LP(Q x R%).

Moreover, we obtain the following compactness statement, that holds up to extraction of a subse-
quence: Let u. € Y; be a sequence, then

lim sup <||u5HYE + ”VEU/gHYrI) <oo = Juell (Q)eWHRY), x e L (Q) @ LP(RY),
e—0 €

inv pot
(4.12)

Ue EN u, Vu, 2 Vu+ X (compactness for V¢)

where V¢ is the usual gradient in the physical space variable in the continuum case, and in the
discrete case it is a suitable difference quotient. We remark that in the continuum L?-case this
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result is proved in the setting of stochastic two-scale convergence in the mean in [BMW94] and
for the LP-case in the setting of coupled periodic and stochastic two-scale convergence in [SW11b].
The proofs that we present are similar to [BMW94], but they are based on stochastic unfolding
and apply as well to the discrete setting.

We construct suitable strong recovery sequences for given functions u and x as in (4.12). Namely,
we find a sequence u. € Y; such that

Ue 2 u, Vu. 2 Vu+ X- (strong recovery)

Also, similarly as in the periodic setting, we obtain convenient transformation formulas for integral
functionals. In particular, in the continuum case for Q € R? open and bounded, we have for all
u€ LP(Q x Q)™

/ / (rew, 2, ulw, 2))dzdP(w / / \2))dzdP(w),  (transformation)

for a normal integrand V : Q x @ x R™ — R with standard growth conditions. The analogous
formula holds in the discrete case.

Sections 5 and 6 present analogous results and we discuss some specific additional properties in
each section separately. In particular, in the former we consider limits of scaled gradients and limits
of symmetrized gradients, whereas in the latter we consider l.s.c. results for integral functionals
with a dependence on a “slow” variable. Nevertheless, all these statements extend from one to the
other settings.

Section 7: In this section we explain the stochastic unfolding method on a simple model example
and provide some general remarks regarding this method. Namely, in Section 7.1 we consider
stochastic homogenization of convex minimization problems that is based on the above described
properties of the stochastic unfolding operator and follows the concept of the periodic unfolding
method.

In Section 7.2 we explain that in stochastic homogenization the typical formulas that describe
the effective coefficients are inaccessible for standard numerical methods. A classical procedure
that resolves this issue is the so-called periodization method which provides an easily-accessible
approximation scheme for the considered effective coefficients. We discuss this method on the
example of elliptic equations.

Differential equations with random coefficients admit two formulations — the mean and quenched
formulations, c¢f. Remark 1.2. Namely, in the former, a realization of a random medium w € 2
is considered as a variable and the weak forms of the equations feature an integration over €2,
whereas in the latter, w € ) is considered as a parameter in a deterministic parametrized problem.
In Section 7.3 we argue that in a typical situation, for equations with unique solutions, the mean
and quenched formulations are equivalent. We also explain that typically homogenization of any
of the two formulations yields the same effective equation. Finally, we briefly compare the notions
of stochastic two-scale convergence in the mean and quenched stochastic two-scale convergence.

The random setting that we consider includes as a specific example the framework for periodic
homogenization. In this regard, the stochastic unfolding method provides also a procedure for
periodic homogenization of discrete-to-continuum and continuum problems. However, we remark
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that this procedure does not match the standard periodic unfolding method explained in Section
2. In Section 7.4 we briefly discuss the consequences of the stochastic unfolding method to periodic
homogenization.

References: The results of Section 5 have already been published in the joint publication with
Stefan Neukamm in [NV18], and the content of Sections 6, 7.1, 7.3.2 and 7.3.3 are mainly based on
a recent, joint preprint with Martin Heida and Stefan Neukamm [HNV18]. Sections 7.2, 7.3.1 and
7.4 are new.

5 Discrete unfolding

In the following section, we study stochastic unfolding suited for the treatment of discrete-to-
continuum problems. In particular, we present the general framework for discrete random modeling
of spring networks, introduce the unfolding operator and derive its most important properties.

5.1 General framework

In the first part of this section, we define the basic objects for the description of discrete functions
and their (symmetric) gradients. The second part is devoted to the standard framework for the
description of stochastic homogenization problems in the discrete setting.

5.1.1 Discrete calculus

Let p,g € (1,00) be dual exponents of integrability, i.e., % + % = 1. {e} d denotes the

i=1,..
standard basis of R, For ¢ > 0, we denote the Banach space of p-summable functions by

1
LP(eZ%) = {u 1eZ = R (e g lu(@)P) P < oo}. To keep a neat notation, it is convenient
to view LP (EZd) as the LP-space of p-integrable functions on the measure space (EZd, 25Zd,m5>
with m. = ¢ Y wcezd Oz, that is a rescaled counting measure. In particular, we use the notation
erd u(z)dme(z) = ¢ > weend u(T).
Discrete gradient. For u : eZ% — R and g = (g1, ..., gq) : €Z¢ — R?, we set

u(z + ee;) — u(x) u(x —ee;) — u(x)

\vi3 = \Viil =
su(zx) - ; u(z) - ’

d
Veu(a) = (Viu(a), ..., Viu(z)), Vergle) = 3 Vi (a),
i=1

and we call V¢ discrete gradient and V=* (negative) discrete divergence (in analogy with the usual
differential operators V and —div). For u € LP(eZ%), g € L9(¢Z%)%, we have the discrete integration
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by parts formula

Veu(zx) - g(x)dme(z) = / u(z)Ve*g(x)dme(x).

eZ4 e7.d

Definition 5.1 (Weak and strong convergence). Consider u € LP(RY) and a sequence u. € LP(eZ%).
We say that:

e u. weakly converges to u (denoted by u. — u in LP(R?)) if

limsup [[ue|| 1o (ez4) < 00 and
e—0

lim ue(z)n(z)dme(z) = / u(z)n(z)de  for alln € C(RY).

€20 Jezd R4
e u. strongly converges to u (denoted by u. — u in LP(RY)) if

we—u in IP(RY ond T el ez = 0] e

It is convenient to consider piecewise-constant and piecewise-affine interpolations of functions in
LP(eZ%).

Definition 5.2 (Interpolations and discretization). (i) For u : eZ% — R, its piecewise-constant
interpolation U : RY — R (subordinate to €Z2) is given by u(z) = > yezd Ly+o () u(lz]e),
where O = [0,1)? is the unit box and |x|. € eZ% is defined by x — |x|. € 0.

(ii) Consider a triangulation of R% into d-simplices with nodes in €Z? (e.g., Freudenthal’s triangu-

lation). For u : eZ* = R, we denote its piecewise-affine interpolation w.r.t. the triangulation
by 4 : R4 — R.

(iii) The eZ4-discretization 7. : LL .

(R%) — R<Z* s defined as

(o) () = ][+ uly)dy

Remark 5.3. Note that (-) : LP(Z?) — LP(R?), u — u defines a linear isometry. Also, 7. :
LP(RY) — LP(eZ%) is linear and bounded with [7mell Lo (ray—Lp(czay < 1. Furthermore, .o (-) = Id

on LP(EZd), and we define T, := 60775, which is a contractive projection, mapping to the subspace
of piecewise-constant functions (subordinate to eZ?) in LP(R?).

Lemma 5.4. Let p € (1,00). Let uc € LP(¢Z%) and u € LP(RY). The following claims are
equivalent:

(i) ue — (=)u in LP(RY).
(ii) . — u weakly (strongly) in LP(R?).

(iii) U, — u weakly (strongly) in LP(R?).
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The proof of this lemma is an uncomplicated exercise, and therefore we present only (i) = (ii), the

rest of the implications follow similarly. Let u. — v in LP(R?). By the isometry property of (-), it
follows that . is bounded in LP(R?). For any n € C2°(R?), it holds

|/ ﬂgn—und:r} < ‘/ Ean—ﬂgﬁgdx‘ +|/ uendma—/ undw‘,
Rd Rd A Rd

where 7. : eZ? — R is given by 7.(x) = n(x). The second term on the right-hand side vanishes in
the limit € — 0. Using Hélder’s inequality, the first term may be bounded by ¢ || — 7| jq(ga) that
also tends to zero in the limit ¢ — 0 by the smoothness of 1. This implies that w. — u weakly.

Also, if strong convergence in (i) holds, using the isometry property of (-) we conclude that u.
converges also strongly.

The applications we consider involve problems with Dirichlet boundary conditions, and therefore
the following subspace of LP (5Zd) is convenient: For Q C R?, we set

LAQnezt) = {u € LP(eZ%) :u =0 in eZ%\ <Q N de)} .

Periodic lattice graphs and symmetrized gradients

Let Eg = {b1,...,bx} C Z?\ {0} be an edge generating set and throughout this work we always

where the set of edges is given by F = {[x,m—i—bi] cxeZti= 1,...,k}. For u : eZ% — R? the
difference quotient along the edge generated by b; is

u(x + €b;) — u(x)

Ofu:eZ? - RY, Ofu(z) =

e|bil
Note that for each b;, there exists B; : Z¢ — R? such that > yezd Bi(y) = |Z?| and
Ofu(z) = Y Veu(z — ey)Bi(y). (5.1)

yeZd

Here, V¢ is defined componentwise. Note that B; are not uniquely determined, however, we consider
one such fixed choice corresponding to a path between 0 and b;, cf. Figure 5.1. For u : eZ¢ — R¢,
we define the discrete symmetrized gradient as Véu : eZ% — RF,
b b
Veu(z) = <1 OSu(x), ..., - a,gu(x)> .
|b1] x|

The discrete symmetrized gradient occurs naturally in a discrete version of linearized elasticity (see
the introduction to Section 8) as a replacement for the linearized strain tensor “3(Vul + Vu)”
from the continuum theory of elasticity.

If ¢ = 1, for the sake of simplicity, we write m, Vu and Vgu instead of my, Viu and Vlu,
respectively.

Definition 5.5 (Korn lattice graph). We say that (Z%, E) is a Korn lattice graph if there exists
c(d,p) > 0 such that for all p € (1,00), we have

/ |Vu(z)[Pdm(x) < c(d,p)/ |Vsu(z)[Pdm(z)  for all compactly supported u : Z¢ — RY.
zd zd
(5.2)
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Figure 5.1: An example of a periodic Korn lat-
tice graph (ZQ, E) with the edge generating set
Ey = (e1,e2,e1 + e2). The difference quotients !
corresponding to the usual discrete gradient are
denoted by red and to the symmetrized gradi-
ent by green. In (5.1), we may consider, e.g.,
B61+62(O) = |eleﬁ2|7 B61+62(_61) = |eleﬁez\ and
otherwise Be, e, = 0.

eyl - €2
8€1+€2/U‘ ' (61 + 62)

We remark that rescaling does not affect the the constant in the above Korn inequality. In partic-
ular, if (Zd, E) is a Korn lattice, then for any € > 0, it holds

/ |VEu(x)|Pdm.(x) < c(d, p) / |Veu(z)[Pdm.(x) for all compactly supported u : eZ? — R%,
eZ4 7.4

3
(5.3)
Let @ C R? be open. For u € WP(Q)?, we define the continuum (nonstandard) symmetrized
gradient Vgu € LP(Q)* by

Here, we slightly abuse the notation by reusing “V,” for the continuum symmetrization. We do this
to keep the notation simple and since the continuum symmetrization emerges in the limit ¢ — 0
from its discrete counterpart V¢, cf. Lemma 5.18. We hope that this does not lead to confusion
and we always try to make it clear from the context which operator we use.

Remark 5.6 (Continuum Korn inequality). The existence of a Korn lattice implies a continuum
version of Korn’s inequality. Namely, let Q C R% be open and bounded, p € (1,00), and (Zd, E) be
a Korn lattice graph. Then, there exists ¢(d,p) > 0 such that

/ |Vu(z)Pdx < c(d, p)/ |Vsu(x)|Pdx  for all u € Wol’p(Q)d. (5.4)
Q Q

This can be obtained by first approrimating u € Wol’p(Q)d by a sequence of smooth functions us €
C2(Q)?. Second, we may apply the discrete Korn inequality (5.3) to w.us. Finally, by passing to
the limits € — 0 and 6 — 0 (c¢f. Lemma 5.18 in the following section), (5.4) follows. Note that
(5.2) also implies another, stochastic version of Korn’s inequality, see Lemma 5.12 below.

We present a simple example of a Korn lattice graph, see also Figure 5.1.

Example 5.7 (Korn lattice graph). We assume that {Z?:l Sie; 6 € {0,134\ O} C Ey where Ey
is the edge generating set of (Zd, E) Then,

(Zd, E) is a Korn lattice graph. (5.5)
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Using a piecewise affine interpolation w.r.t. a suitable triangulation of R®, the proof of this state-
ment reduces to the usual continuum Korn inequality. In particular, in [BB06] this strategy has
been applied to prove discrete Korn inequalities for three-dimensional, not necessarily periodic, net-
works which satisfy the so-called triangulization property. In our example, we might also consider
a different edge generating set consisting of the edges of all d-simplices of some triangulation of the
unit box [0,1)% (the above Eqy corresponds to Freudenthal’s triangulation). For the convenience of
the reader we present the proof of (5.5), which applies as well to higher dimensional lattices:

Proof of (5.5). First, we recall Freudenthal’s triangulation of R?, see, e.g., [M0092]. In this triangu-
lation, the unit box [0, 1]? is divided into d-simplices which are periodically extended to R?. Each of
the simplices in [0, 1]d is obtained as a convex envelope of the nodes that represent a path between 0
and 1%, e.g., if d = 2 there are two simplices in [0, 1]%: conv {0, e, e1 + e2} and conv {0, ea, €1 + ea}.
We consider a compactly supported u : Z¢ — R?. Let @ denote the piecewise-affine interpolation of
u w.r.t. Freudenthal’s triangulation. By construction, for each i € {1, ..., d}, there exists a simplex
S; € [0,1]% such that Joro IVU(y)Pdy > |S;||0iu(x)P for any 2 € 7%, Thus we obtain

/Z V() Pdm(r) < efd) gzj /x _IViy)dy = cfd) /R |Vi(a)Pds. (5.6)

On the other hand, for a fixed simplex S C [0,1]? and fixed i, j € {1, ...,d}, we have
/ ; 1050 (y) + 0ty (y)[Pdy = |S|ui(z +yo + €j) —wi(z +yo) +uj(z +y1 +e;) —uj(z +y1)|P, (5.7)
z+

for some yo,y; which are nodes of [0,1]¢. This follows since Vi is constant on z + S and the
partial derivatives of 4 match the partial differences of u along suitable edges of x4+ S. We continue
the argument with the assumption y1 = yo + e; + y where y = Zle €i(s) where the indices
i(s) € {1,...,d} \ {4, j} are all distinct. Otherwise, we may assume that yo = y1 + e; + y and the
argument follows analogously. We set g := x4y and the right-hand side of (5.7) may be bounded
by

1
—— |ui(zo + €;) — ui(zo) + uj(zo +y +e; +€;) —uj(xo +y + )’

c(p)

}u,-(xo +y+ e+ ej) —ui(wo) + uj(xo +y + e + ej) — uj(xo)

IN

k
+ 3 i) (w0 + ¥+ €+ e5) — i (o)
s=1

k
—|—‘Uz‘(3€o +ej+y+e)—ui(ro+ej)+ Zui(s)(xo +ej+y+e)— ui(s)(zo + ej)‘p

s=1

k
(o +y + ) — ui(wo) + > s (0 + Y + €5) — (s (x0)|”
s=1
k
+| Z sy (To + €5 + y) — uigs) (wo + €5) |-
s=1

Above we added and subtracted on the left-hand side the following terms w;(zo+y+e;+¢€;), uj(zo)
and Z];:l Ui(s) (To +y + e +ej) + uigs) (To + Y+ €5) + uigs) (To + €5) + ui(s) (w0). The above inequality
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follows by a careful sorting of the terms and by the triangle inequality. Using the assumption on the
edge generating set Ey, the right-hand side above may be bounded by 2|V su(x0)[P+2|Vsu(zo+e;)[P.
As a result of this and (5.7), it follows that there exists ¢(d, p) > 0 such that

/ Vi) + Vi) Pz < o(d, p) / IV () P ().
R4 7.

If we combine the above inequality with (5.6) and with the usual Korn inequality, we obtain

[Vu(z)Pdm(x) < c(d,p)/ |Vsu(z)Pdm(x).
z4 74

5.1.2 Stochastic calculus in a discrete setting

Throughout entire Section 5 we assume the following assumption to be satisfied.

Assumption 5.8. Let (2, F, P) be a complete and separable probability space, which is equipped
with a discrete dynamical system T = {7, : Q@ — Q}_;a such that:

(i) (Measurability.) T, : Q@ — Q is invertible and measurable for all x € Z2.
(ii) (Group property.) 1o = Id and 7,4y = 7o 0 7, for all x,y € Z°.
(iii) (Measure preservation.) P(1,E) = P(E) for all E € F and x € Z°.

We write () = [, -dP(w) for the expectation and LP(Q) for the usual Banach space of p-integrable
random variables. Above, the separability of the measure space means that F is the completion
(w.r.t. P) of some countably generated o-algebra. This assumption implies that LP({2) is separable
for p € [1,00) (see [Bréll, Theorem 4.13]). We say that (Q,F, P,7) is ergodic ({-) is ergodic), if
the following implication holds:

E € F and it is shift invariant, i.e., 7,E = FE forallz € Z¢ = P(E) € {0,1}.

Remark 5.9 (Ergodic theorems, see, e.g., [Tem72], [DVJ07, Section 12.2],[AK81, Theorem 2.4]).
Let (-) be ergodic and Q C R? be open, bounded and convex. Letp > 1 and L > 1. A multiparameter
version of von Neumann’s mean ergodic theorem states that if ¢ € LP(Q)), then

1
][ o(mp)dm(z) = — Z o(12r) = () strongly in LP(2) as L — oc.
LQNZd |LQ)| e bonze

Moreover, a multiparameter version of Birkhoff’s ergodic theorem implies that the above convergence
holds for P-a.a. w € Q.

We present a standard example of a random medium — independent and identically distributed
(i.i.d.) random fields:
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Example 5.10 (Li.d. random fields). Let Qy € R¥*? and we equip it with a countably generated o-
algebra Fy (e.g., the Borel sets if it is open) and with a probability measure Py. We define (0, F, P)
as the Z%-fold product of (Qo, Fo, Po), i.e.,

Q=08 F=8uFy, P=w®4uP.

Note that a configuration w € @ can be seen as a function w : Z% — Qq. By construction, for x € Z2,
the coordinate projections my : Q — Qp, mx(w) = w(x) are i.i.d. random variables (distributed
according to Py). We define a shift 7, : Q — Q for x € Z% as

Tpw(+) = w(- + x).

It follows that (Q, F, P, T) satisfies Assumption 5.8 and defines an ergodic probability space. Usually,
we consider random coefficients of difference equations in the form A(Tzw) for a measurable A :
Q — R4, For the above specific Q, the choice A(w) = w(0) provides coefficient fields of the form
T w(g).

Stochastic gradient. For ¢ : Q — R and ¢ = (¢1, ..., q) : © — R? measurable, we introduce the
stochastic gradient D and (negative) stochastic divergence D*:

Dip(w) = ¢(Te,w) — p(w), Dipw) = p(T—e,w) — p(w),
d
Dp(w) = (Drp(w), -, Dap(w)), D*¢(w) =) _ Diti(w).
i=1

Remark 5.11. Let p € (1,00) and ¢ = ;5. D : LP(Q) — LP(Q)¢ and D* : LP(Q)¢ — LP(Q) are
linear and bounded operators. Furthermore, for any o € LP(Q) and v € L1(Q)¢ the integration by

parts formula
(D - ) = (¢D*1h)
holds. Hence, D (defined on LP(Q2)) and D* (defined on L1(Q)?) are adjoint operators.

We denote the set of shift-invariant functions in LP(Q2) by
L} (Q) = {90 € LP(Q) : p(15) = () forall x e Zd} ,

and we note that L? () ~ R if and only if (-) is ergodic. We denote by Py : LP(2) — LY (Q)
the conditional expectation w.r.t. the o-algebra generated by the family of shift invariant sets
{E € F:7.FE = F for every x € Zd}. P,y is a contractive projection and in the ergodic case we
simply have Py = (¢).
It is easily verified that LY () = kerD and by standard arguments (see [Bréll, Section 2.6]) we
have the orthogonality relations
- d

P (Q) := ranD~ " = (kerD*)*, kerD = (ranD*)*, (5.8)
where ker(-) denotes the kernel and ran(-) the range of an operator. The above relations hold in
the sense of LP-L? duality (we identify the dual LI(Q2)* with LP(2)). Namely, above D : LP(Q2) —

LP(Q)¢ and D* : LY(Q)% — LI(), and the orthogonal of a set A C LI(Q) is given by

At = {@ € LUQ)" : (¢, ¥) (ray«,a = 0 for all Y € A} )

32



Random fields. In the following, measurable functions defined on Q x €Z% or on Q x Q, with
Q C R? open, are called random fields. We mainly consider the space of p-integrable random fields
LP(Q x eZ?) (resp. LP(Q x Q)) with p € (1,00). We frequently use the following notation: If
X C LP(Q) and Y C LP(eZ%) (resp. Y C LP(Q)) are closed subspaces, then we denote by X ® Y
the closure of

a
X®Y Zsomz pieX,meYneN
=1

in LP(QxeZ?) (resp. LP(QxQ)). In this regard, we tacitly identify linear and bounded operators on
X (or Y) by their obvious extension to X ® Y. Note that in the case X = LP(Q) and Y = LP(¢Z%),
we have X ® Y = LP(Q x ¢Z%) (and analogously for LP(€2 x Q)). Up to isometric isomorphisms,
we may identify LP(Q2 x €Z¢) with the Bochner spaces LP(Q; LP(cZ%)) and LP(¢Z%; LP(Q)) (and
analogously for LP(Q x Q)). Slightly abusing the notation, for closed subspaces X C LP(£2) and
Y ¢ WlP(Q), we denote by X ® Y the closure of

a

X®Y Zsomz pi€ X, €Y,neN
=1

in LP(; WHP(Q)). In this regard, we may identify u € LP(Q) ® WP(Q) with the pair (u, Vu) €

LP(Q2 x @Q)'*?. This notation might seem unusual, however it is very convenient for keeping track

of the various subspaces of LP(Q2 x Q) that we deal with.

Symmetrized random fields

We consider a periodic lattice graph (Zd ) with its edge generating set Ey as in Section 5.1.1. We
consider the corresponding set { B; : Z4 — R?} el k) from (5.1). For a random field F' : Q x R? —

R4 we define its symmetrization by Fy : Q x Rd —> R,

(Fs)i(w,x) b— Z F(r_yw,z)B;i(y), ie{l,.. k}. (5.9)

A

Note that Fs is a measurable mapping and, if p € (1,00), the symmetrization defines a linear
bounded operator (-)s : LP(Q x RH)4Xd 5 [P(Q x RY)*. We remark that if F' is deterministic, i.e.,

it does not depend on w, then
b; b;
DT

In particular, for u € W1P(R%)4  (Vu), matches the (nonstandard) symmetrized gradient Vg u. We
also remark that in the case that F' is a stochastic gradient, i.e., F' = x where x € Lpot(Q)d, Xs does
not depend on the choice of { B;} but only on Ey. This might be shown by a direct computation for

functions of the form D¢y and, for general y € Lpot(Q)d, by an approximation argument Dy, — x.

We present a stochastic Korn inequality that will be useful in the applications.

Lemma 5.12 (Stochastic Korn inequality). Let p € (1,00). We assume that (Z%, E) is a Korn
lattice graph. Then, there exists c(d,p) > 0 such that

(xIP) < e(d,p) (|IxsIP)  for all x € L, ().
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Proof. We show the inequality in the case xy = Dy for ¢ € LP(Q)?%. For general x € Lﬁot(Q)d, it is
obtained by an approximation argument. We denote by & : Q x Z¢ — R? the stationary extension
of p, ie., p(w,x) = p(rw). Let R > 0 and K > 0 be such that K > sup {|b| : b € Ep}. Let nr be a
cut-off function given by ng : Z¢ — R with ng = 1 in Bryx NZ? and ng = 0 otherwise (Br C RY is
a ball of radius R with center in 0). Using the properties of g, the discrete Korn inequality (5.2)
and the shorthand |Bg| := m(Bgr N Z%), we obtain

<]{3Rmzd |D<P(wa)\pdm(:r)> < < 1 V(3. x)nR(x))Ipdm(x)>

|BR| Jz4

< (5 [ -G omata)Pam(a)

|Br| Jza

+< ° vs<¢<w,x>nR<x>>|pdm<x>>-

|BR| J (B a1\ Br)nZ

By invariance of P w.r.t. 7, the left-hand side of the above inequality equals (|DyP) for any R.
Moreover, the first term on the right-hand side equals ¢ {|Ds¢[P), which is obtained by a direct
computation and using again the invariance of P w.r.t. 7. Therefore, it is sufficient to show that
the second term vanishes in the limit R — oo. To obtain that, we estimate, for P-a.a. w € §,

1 ~
. V2 (B )na@)Pdm(z) (5.10)
‘ R‘ (BR+2K\BR)ﬂZd

Cc

|BR| J(Brior\B )mzdW(w’x)'p‘”R(mﬂpdm(ﬂﬂ)
R+2K R—K

C

o(w, z)|Pdm(z
| BR| (BR+2K\BR7K)mZd|SO( ) (@)

C ~ C ~
- ‘B ‘ |§0(w7$)’pdm(x) - B ’QO(("')?:C)’pdm(‘T)
R BR+2KﬂZd | R| BR_KﬂZd
c|Briak| ~ c|Br—k| ~
] Bl )Pdm(a) — APk B ) Pdm(a).
| R| BR+2KﬁZd ’ R’ BR_KﬁZd

In the first inequality above, we used the fact that the discrete symmetrized gradient V is a
bounded operator. An integration of (5.10) over 2 yields

< ° vs<¢<w,x>n3<x>>1pdm<x>>

|BR| (BR+2K\BR)ﬂZd

¢|Bri2k|  c|Br-k|
< P - 0 R .
< (o (Bl - ALY s oo

This concludes the proof. O

5.2 Stochastic unfolding: definition and properties

In this section we introduce a key object in our analysis, the stochastic unfolding operator, and we
discuss its main properties.
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Let € > 0. For a random field u : Q x eZ? — R, we define its unfolding Tou: Q x eZ4 — R via

(Tew) (w, @) = u(rT-zw, ). (5.11)

Lemma 5.13 (Stochastic unfolding operator). Let p € (1,00). (5.11) defines an isometric isomor-
phism To : LP(Q x eZ) — LP(Q x €Z%). We refer to Tz as stochastic unfolding operator.

Proof. First we note that Tzu is F ® 2°%"-measurable. Indeed, u € LP(Q x eZ) is F ® 927
measurable since F ® 2°2° is complete w.r.t. P ® m,., that can be obtained by the completeness
of F and the discreteness of the o-algebra on eZ?. Also, the mapping (w,z) +— (T_zw,x) is
(F® 2‘€Zd7 F® 2szd)—measurable. As a result of this, since ’7~;u is the composition of the last two
mappings, it is measurable.

Moreover, 7; is linear and we compute

1Tl ey = / Nzl dmeta) = / u(w, 2)[P) dme(a) = llull g

e
where we use Fubini’s theorem and in the second equality the fact that P is invariant with respect
to the action of 7_=. Also, the inverse of 7: is given by T_.u(w,z) = u(Tzw,x), which satisfies

analogous properties as 7~} O

In applications we consider discrete-to-continuum transition problems and therefore it is convenient
to lift the unfolding operator to the continuum space R?, i.e., we consider

To:=()o T : LP(Q x eZ%) — LP(Q x RY).

7T: is a linear (nonsurNjective) isometry. We call 7; also stochastic unfolding operator. Note that T
@eﬁned on LP) and T_. (defined on L4, ¢ = I%) are adjoint operators and in this respect, if p = 2,
T: is a unitary transformation.

As in the periodic unfolding method, a central notion of convergence in the stochastic case is the
convergence of unfolded sequences. In particular, usually we consider a sequence u. € LP(§ X eZ%)
and we primarily deal with the convergence of the sequence T.u. either in the weak or strong
topology of LP(Q x R%).

Remark 5.14 (Comparison to two-scale convergence in the mean). Let p € (1,00). Note that the
adaptation of the notion of two-scale convergence in the mean from [BMW94, AW9S8] to the discrete
setting reads: u. € LP(2 x eZ%) stochastically two-scale converges in the mean to u € LP(Q x RY) if

lim sup < / et J:)|pdmg(x)> < 0, (5.12)

ii:‘;Z [ wlwaptram@in@) = ( [ weoon@a)  613)

for all ¢ € LY(Q) and all n € CX(RY). For a sequence u. € LP(Q x €Z%) that satisfies (5.12), the
following equivalence holds

(5.13) & Toue —u  weakly in LP(Q x RY).

This follows using the invariance of P w.r.t. T and Lemma 5.4.
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For the reason of the above equivalence and to keep the notation uncluttered, we use the notation

ue 2 (3>)u ‘& Toue —u weakly (strongly) in LP(Q x R%).

We also call this notion of convergence weak (strong) stochastic two-scale convergence in the mean,
however, we remark that by this we always mean convergence of the unfolded sequences.

Remark 5.15 (Relation to usual notions of convergence). We remark that even for a constant

function u € LP(Q2) @ C(R?), in general, it does not hold u 2 u, c¢f. Remark 5.9. However, if
ue € LP(Q x €Z9) and u € LP(RY), the following equivalence holds

u-Su S U —ou strongly in LP(Q x R%).
The following lemma, follows directly from the isometry property of 7- and the usual properties of
weak convergence in LP(€2 x R).

Lemma 5.16 (Basic properties). Let p € (1,00) and q = z%‘ We consider sequences u. €
LP(Q x €Z9) and v. € LI(Q x eZ9).

(i) If ue 2w in LP(Q x RY), then

sup HUEHLP(QXEZd) <oo and HUHLP(QXRU’) < hgngUaHLP(QXEZd)-
&

(i) If imsup,._,q |[ue| poxezt) < 00, then there exist u € LP(§2 x RY) and a subsequence €' such
that ue = u in LP(Q x R%).

(i) u. 2w in LP(Q2 x RY) if and only if lim._o [uellLr@xezay = lullrxray and ue 2w in
LP(Q x RY).

() If ue 2w in LP(2 x RY) and v- 20 in Li(Q x RY), then

lim </Z ug(w,x)vg(w,x)dmg(x)> _ </Rdu(w,x)v(w,x)dx>.

As in the periodic setting, a suitable “inverse” of the unfolding operator 7: is given by the linear
operator B
Fo: PO RY = LP(QxeZ), Fo=T lom..

In analogy to the periodic case, we refer to F. as the stochastic folding operator. Note that
Fo: LP(Q x RY) — LP(Q x £Z%) is exactly the adjoint of Tz : LI(Q2 x eZ%) — LI(Q x RY).

Lemma 5.17 (Properties of folding). Let p € (1,00). Fe is a linear bounded operator and it
satisfies:

(i) | Feuull o (oxenay < Ilull Loiaxmray for all u € LP(Q x RY).

(ii) F.o Tz = Id on LP(2 x €Z9) and Tz o F. = 7. on LP(Q x R?).

36



(i11) Feu 2w in LP(Q x RY) for all u € LP(2 x RY).

Proof. (i) follows by the isometry property of 7: and contraction property of m.. (ii) follows
directly from the definition of the operators. In (iii) we may approximate u by a function of the
form u, = Y 1 | @™n® where ¢ € LP(Q) and nP* € C°(R?). We have

[TeFeu = ull poxray < ([Tt = Tetin|| poquray + [[Tetin = Unll pouray + [[un = ull Lo @xrey
< 2|un - uHLP(Qde) + | Teun — unHLP(Qde) :

Letting € — 0, the second term vanishes by the smoothness of 7}* and subsequently letting n — oo,
the claim follows. O

Limits of symmetrized gradients. We consider a periodic lattice graph (Z%, E) as in Section
5.1. The following lemma characterizes two-scale limits of discrete symmetrized gradients. In the
following lemma, Fs denotes the symmetrization of the random field F' defined in (5.9).

Lemma 5.18 (Limits of symmetrized gradients). Let p € (1,00). We consider a sequence u. €
LP(Q x eZN)? and F € LP(Q x RY)¥™ such that Veu, A Fin LP(Q x R4 Then

Viue 2 F, in LP(Q x RYE.
If we have strong two-scale convergence for Veu., strong two-scale convergence for Viu. follows.
Proof. For any i € {1,...,k}, using (5.1) we compute
b; b;
To(Viue)i(w, z) = —Z T Z Veue(w,x —ey)Bi(y) = — - Z T-Veu (T_yw, x — ey)B;(y).

|bz| yeZ |b1| y€Z4

For any fixed y € Z%, the function (w, ) — Tz Veu(T_yw, z—ey) B;(y) weakly converges to (w, )
F(r_yw,z)B;(y). If we assume strong two-scale convergence for the gradient, the previous quantities
converge in the strong sense. Using this and the fact that B;(y) = 0 for all but finitely many y € Z,
the claim follows. O

Integral functionals and unfolding

In the following we present continuity and l.s.c. results for integral functionals with rapidly oscil-
lating and random integrands with respect to strong and weak two-scale convergence in the mean.
These observations will be key in the stochastic unfolding procedure for variational problems in the
applications. We remark that we have applications in mind where the role of u. below is played by
a discrete symmetrized gradient.

We consider a normal integrand V : © x R¥ — R, k being a positive integer, such that V > —c
for some ¢ > 0. The following transformation formula will be useful: For any u € LP(Q x eZ9)¥, it
holds

g? <V(7'%w, u(w, x))> = ¢? <V(w, Tou(w, x))> = </x V(w,ﬁu(w,y))dy> for all x € eZ%.

(5.14)
The first equality is obtained by the invariance of P w.r.t. 7= and the second follows since T-u(w, -)
is constant on x + e0O.

+eO
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Proposition 5.19. Let p € (1,00) and V : Q x R¥ — R be such that V(w,-) is continuous for
P-a.a. w and V (-, F) is measurable for all F € R¥. We assume that there exists ¢ > 0 such that

1
S|P — e < V(w, F) < «(|FP +1)
C

for P-a.a. w € Q and all F € RE. Let Q, Q7 C R be bounded domains with Lipschitz boundaries
satisfying Q C Q¢ C {:E € R%: dist(z, Q) < cs} for some ¢ > 0.

(i) If uc € LP(Q2 x eZH* and u. 2w in LP(Q x RY® | then

lim < /Q o V(T:w,ug(w,x))dms(x)> _ < /Q V(w,u(w,x))dx>.

(ii) We additionally assume that V (w, ) is convex for P-a.a. w. If u. € LP(Qx eZ)* and u. 2
in LP(Q x RY*, then

lim inf < /Q . V(Tagcw,ua(w,x))dmg(x)> > < /Q V(w,u(w,x))dag>.

Proof. For notational convenience we set & (u.) := <fQ+€maZd V(Tew, ue(w, x))dme(m)>

(i) By (5.14), using the shorthand Q° := U,¢cg+en.z4 (* + €0), we obtain

e = [ Vo Tt 0)ds)

= (| Vi Touetwsanie) + ([ Vi Touwtoaie = [ Vo Tono, o))

€

< (| Vi Tousormnas) + et + 12D+ o | 1Tono o).

€

Above, L} and L_ are small boundary layer sets which satisfy |L¥| — 0 as e — 0 since @ has
Lipschitz boundary (see Figure 5.2). Also, in the last inequality we used the growth conditions of V.
The terms in the middle on the right-hand side vanish as € — 0, as well as the last term, using strong
convergence of T u. that implies uniform integrability of the sequence T.u.. Moreover, using that we
may extract a subsequence such that 7;u. converges to u a.e. and by the fact that V' (w, -) is contin-
uous and has p-growth, the dominated convergence theorem ([Bog07 Theorem 2.8.8]) implies that

limsup,_,o & (us) < limsup,_, <fQ w, Tette (w, x d:c> <fQ w, u(w x))dx> Analogously, it
follows that liminf. o & (u.) > <fQ w, u(w ZE))d{L‘>

(ii) Consider a sequence of open sets Ay CC @ which satisfies Ay C Agy1 and |Q \ Ax| — 0 as
k — oo. Analogously as in part (i) (by replacing @ with Ag), we obtain

e = 5 Ve Tanlona)ie ) + B Vo Tl ) - { [ ; Ve Toe () )
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Figure 5.2: Small boundary layers in the two-dimensional case.

The inner ellipse represents ) and the outer Q*¢, and the ~ L+
union of red and green squares is Q°. LI is denoted by red o
color and L_ by yellow. /| \

Q

Q#—s s
]

Note that if ¢ is small enough, L_ is empty since Ay CC Q. Therefore, the growth conditions of V/
yield

liminf & (ue) > lim inf< V(w, ’Eus(w,x))dfn> —clim |LT].
e—0 Ay e—0

e—0

We have |[L}| — |Q \ Ag|. Also, since u <fAk V(w,u(w,:c))d:v> defines a convex and ls.c.

functional (arguing as in part (i)), it follows that it is weakly l.s.c. As a result of this, we obtain

ligl_}iéﬂf E(ug) > </Ak V(w, u(w, ac))da:> —|@Q\ Agl.

Finally, letting £ — oo, the claim follows. O

5.3 Two-scale limits of gradients

In this section we treat two-scale limits of discrete gradients. First we present some compactness
results and later we show that weak two-scale limits can be recovered in the strong two-scale sense
by convenient linear constructions. Also, in the end we discuss how these results extend to functions
defined in an enlarged space. To keep the exposition uncluttered, we present all the proofs in the
end, in Section 5.3.1.

Compactness

The following auxiliary lemmas are useful for the proof of the main compactness statement —
Proposition 5.22. The following commutator identity for measurable u. : Q x ¢Z? — R, obtained
by direct computation, is practical:

~ ~ 1~ ~
T-Veue — VT ou, = ED’EuE + (D1Vi, ..., D4V5) Toue. (5.15)
Lemma 5.20. Let p € (1,00) and consider a sequence us € LP() X de). Suppose that ue 2w in

LP(Q x RY) and eVeu, = 0 in LP(Q x RY)L. Then u € L. (Q) @ LP(RY),
(See Section 5.8.1 for the proof.)
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Lemma 5.21. Let p € (1,00) and u. € LP(Q x eZ%) satisfy

lim sup </ |te (w, x)|P + |V5u5(w,$)|pdm5(:v)> < 0.
eZ4

e—0

Then there exists u € LF. () @ WHP(R?) such that, up to a subsequence,

mv

Ug A u, Povue 2w i LP(Q x Rd), Ve Pyt A vy in LP(Q x ]Rd)d.

(See Section 5.3.1 for the proof.)

Proposition 5.22 (Compactness). Let p € (1,00) and v > 0. Let u. € LP(Q x eZ) satisfy

e—0

lim sup </ |ue(w, x)|P + EVP\VEuE(w,x)\pdme(a:)> < o0. (5.16)
A

(i) If v = 0, there exist u € LY (Q) @ WHP(R?) and x € L, (Q) ® LP(R?) such that, up to a
subsequence,

U > uin LP(Q xRY), Veu, A Vu + x in LP(Q x RY)4,

(ii) If v € (0,1), there exist u € LY (Q) ® LP(R?) and x € L () ® LP(R?) such that, up to a
subsequence,

ue 2 uin IP(Q x RY),  7Veu. 2y in LP(Q x RY)
(iii) If v = 1, there exists u € LP(2 x R?) such that, up to a subsequence,
U > uin LP(Q xRY), eVu, 2 Du in LP(Q x RY)2
(iv) If v > 1, there exists u € LP(Q x R?) such that, up to a subsequence,
U 2 uin LP(Q xRY), &Veu, 20 in LP(Q x RY)Z,
(See Section 5.3.1 for the proof.)

The statements of Proposition 5.22 can be adapted to sequences supported in a domain: Let Q ¢ R?
be open. We denote by Wol’p(Q) the closure of C2°(Q) in WHP(Q). Since the range of the unfolding
operator consists of functions defined in R?, we tacitly identify functions in LP(Q) and Wo1 P(Q)
with their trivial extension by 0 to R%. As a corollary of Proposition 5.22 we obtain the following:

Corollary 5.23. Let p € (1,00) and Q C R? be a bounded domain with Lipschitz boundary, and set
Qre = {x € R%: dist(z, Q) < ca} where ¢ > 0 denotes a constant independent of € > 0. Consider
a sequence ue € LP(Q)) ® Lh(QT N eZ?) satisfying (5.16). Then, in addition to the convergence
statements in Proposition 5.22, the two-scale limits (from Proposition 5.22) satisfy

o ify=0,uc Ll (Q)@W,"(Q) and x € LF,(Q) ® LP(Q);

pot

e ify€(0,1), ue Li (Q) ® LP(Q) and x € L, () ® LP(Q);
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o ify>1,u€e LP(Q)®LP(Q).

The proof of this corollary follows directly by the previous proposition and using the fact that
Teue(w, +) and T:Vu.(w,-) are both supported in an e-neighborhood of Q.

We remark that in Proposition 5.22 (i) and (ii) the two-scale limit w is shift-invariant and therefore
in the ergodic setting it is deterministic, i.e., u = Ppyu = (u).

Corollary 5.24. Let p € (1,00), v € [0,1) and (-) be ergodic. Let u. satisfy the assumptions in
Proposition 5.22. Then the claims in Proposition 5.22 (i) and (ii) hold and we have the following:

(i) Ify =0, then (u:) — u in LP(RY), (Veu.) — Vu in LP(RD)? and u. — (ue) 20 in LP(QxRY).
(i) If v € (0,1), then (us) — u in LP(RY), (e7Veu.) — 0 in LP(RH)? and u. — (u.) 20 in
LP(Q2 x RY).
1% =0an C 1s open and bounded with Lipschitz boundary, then (us) — u strongly in
(iii) If ~ dQ c R D d bounded with Lipschitz boundary, then (u.) gly
17(Q).
(iv) If v € [0,1) and if, additionally, u. 2w in LP(Q x RY), then for any ¢ € L>(Q) we have
(uep) = (@) u in LP(RY).
(See Section 5.3.1 for the proof.)

Recovery sequences

In the following, we show that weak two-scale accumulation points can be recovered in the strong
two-scale sense.

Lemma 5.25 (Nonlinear approximation). Let p € (1,00). For x € L} (Q) ® LP(RY) and § > 0,

there exists a sequence gs. € LP(§2 x eZ%) such that

Hg(S,SHLP(QXde) < 56(5)3 limjélp ||7Zv696,e - XHLP(QXRd)d <9, (5'17)
€

where ¢(d) > 0.
(See Section 5.3.1 for the proof.)
Remark 5.26. Using Attouch’s diagonalization lemma [Att84, Lemma 1.15 and Corollary 1.16],

we may extract a subsequence 6(¢) — 0 (as € — 0) such that 95(c)e %0 and VEGs(e) e 20. On
the other hand, we also prefer to consider the doubly-indexed approximation in (5.17) since it is a
convenient building block for time-dependent recovery sequences (cf. Lemma 9.9) and it is helpful
for the linear constructions from Proposition 5.27 and Corollary 5.28.

Proposition 5.27. Let p € (1,00).

(i) Lety € [0,1). Fore >0 there exists a linear and bounded operator G2 : L} () ® LP(R) —
LP(Q x eZ9) such that

Glx 20 in LP(Q xRY), VG 3y in LP(Q x RY)4

forall x € Lf;ot(Q)@)L”(Rd). Moreover, the operator norm of G2 can be bounded independently

of 0 <e< 1.
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(i) Let uw € LV () @ WIP(RY). We have

VEFu 2 Vu in LP(Q x RY),

(i4i) Let vy € (0,1). Fore > 0 there exists a linear and bounded operator F2 : LF (Q) ® LP(RY) —

LP(Q x eZ9) such that
Fouuin IP(Q x RY), e'VEFIu >0 in LP(Q x RY)4

forallu € LY. (Q)QLP(R?). Moreover, the operator norm of F2 can be bounded independently

mv

of 0 <e < 1.

(iv) Lety > 1. For any u € LP(2 x RY), it holds that
ETVEFou 2 ayDu in LP( x RY)?,

1 ify=1,
whefreav—{ 0 ify> 1.

(See Section 5.3.1 for the proof.)
Corollary 5.28. Let p € (1,00).
(i) The mapping
(L () @ WHP(RY)) x (Lot () ® LP(R?)) — LP( x eZ7)
(u, X) = Feu + GOx =: uc(u, X)
1s linear and bounded, and it holds that
Ue(u, X) % uin LP(Q xRY),  Veu(u,x) 2 Vu+ x in LP(2 x R4,
Moreover, its operator norm is bounded uniformly in 0 < e < 1.
(i1) Let v € (0,1). The mapping
(L () ® LP(RY)) x (Lpot (@) © LP(RT)) — LP(Q x €2
(u, x) = Flu+GIx = ue(u, x)
is linear and bounded and it holds that
ue(u, x) % uin LP(Qx RY),  &'Veu(u,x) EN x in LP(2 x RY)4,
Moreover, its operator norm is bounded uniformly in 0 < e < 1.

Let Q C R be open and bounded with Lipschitz boundary.
iii) For any (u,x) € (LY (Q) ® WP Q)) x (L2 . (Q) ® LP(Q)), we can find a sequence us €
( ) Y X 0 pot q

mv

LP(Q) ® LH(Q N eZ) such that

ue > uin LP(Q xRY), Veu. 2 Vu+x in LP(Q x RY)Z,
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(iv) Let~ € (0,1). There exists a mapping
(L () ® LP(Q)) % (Lot () © LP(Q)) — LP(Q) ® L(Q N eZ7)
(u, x) = ue(u, x),

which is linear and bounded, and it holds that
ue(u, ) 3w in LP(Q xRY),  &Veu(u,x) 3y in LP(Q x RY),
Moreover, its operator norm is bounded uniformly in 0 < e < 1.

(See Section 5.3.1 for the proof.)

We remark that in the case v > 1, the recovery sequence for u € LP(Q x R%) is simply given by Fru
and in the case of prescribed boundary data for the recovery sequence, we might consider a cut-off
procedure as in (iv) above.

Remark 5.29. Note that the construction of the recovery sequence in the whole-space cases (i)
and (i) (and if v € (0,1) for a domain (iv)) is linear in the sense that the mapping (u,x) — ue
is linear. In contrast, the construction for a domain (iii) is nonlinear, since it relies on a cut-
off procedure applied to the whole-space construction. We remark that the cut-off procedure can be
avoided in certain cases: For p = 2, we can construct the recovery sequence, similarly as in the proof
of Proposition 5.27 (i), by defining u. as the unique solution of V=*Veu, = V&*(VEF.u + Fcx) in
the interior of Q NeZ® and with prescribed homogeneous Dirichlet boundary data. For p # 2 the
same strateqy applies as long as the above discrete elliptic equation satisfies mazximal LP-regularity.
The latter depends on the reqularity of the domain Q).

Extension to an enlarged space

Let p € (1,00) and Z be a reflexive separable Banach space. We consider the Bochner space
LP(Q x eZ% 7). Functions of the following form are dense in LP(Q x eZ%; Z):

n
fo = Zuz u; € LP(Q x e2Y), z € Z.
i=1
For such f,, we may define its unfolding by Tz f,, = Y., (Tew;) 2z; € LP(Q x R%; Z). In this respect,
we can extend the stochastic unfolding operator to a (not relabeled) linear isometry

T. : LP(Q x 2% Z) — LP(Q x R%; Z).

In particular, if Z is an LP-space, most results in the previous sections still hold for the extension.
We collect some specific statements with brief (sketches of) proofs in the Hilbert space ergodic
setting, which we use later in the applications.

Let O C R? be open and bounded, and (-) be ergodic. We set Z = L?(O). We identify L?(Q x
e7%; L2(0)) with L?(Q) ® L?(eZ%) ® L*(0) := L*(Q x eZ% x O) and similarly as before, for suitable
subspaces, we use the “®@”-notation. Let Q@ C R? be open bounded with Lipschitz boundary and
we set QT := {:/U e R?: dist(z, Q) < ca} for some ¢ > 0. We use the letter “z” to denote elements
in Q and €Z¢ and the letter “y” for elements in O. In this respect, we use V¢ and V, to denote
the discrete gradient and the gradient w.r.t. the z-variable, respectively. We have the following
compactness and recovery sequence statements:
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e (Compactness). For a bounded sequence u. € L?(Q) ® L2(Q1° NeZ?) @ L?(0), there exists
u € L*(Q) ® L*(Q) ® L?(0) such that, up to a subsequence,

Toue — u  weakly in L?(Q) ® L?(RY) ® L*(O). (5.18)

This follows by the isometry property of 7. and since Toue(w,-,y) is supported in an e-
neighborhood of Q.

e (Compactness for gradients). Let u. € L?(Q) ® L3(Q N eZ%) @ L?(0) be a sequence such
that (ue, VSu.) is bounded in (L?(Q) ® L3(Q 1 NeZd) ® LQ(O))Hd. Then, there exist u €
Hj(Q) ® L*(0) and x € L2 () ® L*(Q) ® L*(0O) such that, up to a subsequence,

(Teue, TeViue) = (u, Vou+x)  weakly in (L3(Q) ® L*(RY) @ L*(0))'*%. (5.19)

Proof. (5.18) implies that (Tzu., T-Viu.) — (u,v) weakly in (L*(Q) ® L*(RY) ® LZ(O))Hd,

up to a subsequence. Namely, for fixed ¢ € L?(Q), n € C®(R?) and ¢ € C°(0), it holds, as
e — 0,

([, [ Fuoa o)+ { [ [ o eeneemas ),

and analogously for 7:V5u.. We consider the sequence e (w, ) := [, ue(w,z,y)€(y)dy and
Corollary 5.23 implies that Tot. — u and T:Viu. — V,u + X weakly in L}(Q) ® L%(R?),
where @ € L2 (Q)® Hg(Q) ~ Hj(Q) (by ergodicity) and X € L2 (Q) ® L*(Q). We note that
J. o "dy commutes with the action of the operators 7. and V3. In this regard, we obtain that

@) = [ wea ), Vi) + o) = [ oz ey
Since U is deterministic, we have [, Du(-,-,y)&(y)dy = 0. This holds for an arbitrary ¢ €
C>(0) and therefore we conclude that u is also deterministic, i.e., v € L*(R%) @ L?(O).
Similarly, it follows that v € Hg(Q)®L*(0) and x := v—V,u € L2 ()@ L*(Q)®L*(0). O
e (Recovery sequence). For given u € Hg(Q) ® L*(0) and x € L2 ,(Q) ® L*(Q) ® L*(0O), there
exists ue € L?(Q) ® L(Q NeZ%) @ L2(0) such that

(Totie, TeVeue) — (u, Vou + x)  strongly in (L3(Q) ® L*(RY) @ L?(0))1+, (5.20)

Proof. We may approximate u by a sequence of the form u, = >, 7:& with n; € H}(Q)
and & € L?(0), and x by a sequence of the form y, = Y, X;& with X; € Lgot(Q) ® L*(Q)
and & € L?(0). Following the analogous steps as in the proof of Corollary 5.28 (iii), we find

a sequence u, . € L2(Q) ® L3(Q N eZ?) ® L?(O) such that, for fixed n and as e — 0,
(Tettn e, TeVun ) = (Un, Vatiy + xn)  strongly in (L2(Q) ® L*(R?Y) ® L*(0))'+,

Finally, we can extract a diagonal sequence n(e) — oo as € — 0 such that u,,.) . satisfies the
claim. O
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5.3.1 Proofs

Proof of Lemma 5.20. Since LF. () = (ranD*)*, it suffices to show that

mv

([ atwaDiontoits) =0 (5.21)

for any ¢ € L9(Q) with ¢ = -5, n € C®(R?) and i € {1,...,d}.

We consider the sequence given by v. = F.(¢n) € LY(Q x ¢Z9) and by Lemma 5.17 (iii), we have
Ve 2 ¢n in LY(Q x R?). Therefore, using Lemma 5.16 (iv), we obtain

c < / . us(w,x)Vf’*ve(w,x)dma(x)> - < / Zd(anue(w,x))vg(w,x)dma(x)> 0 ase— 0.

(5.22)
Moreover, using the definition of F., we compute

eV ve(w, @) = (72 e w)Ten(@ — ge;) — p(Tew)men(2) (5.23)
= (T2 _e,w)V; men(z) + Df p(T2w)men(z), '

which implies eV v, 2 Dionin LI(Qx R?). Indeed, the first term on the right-hand side of (5.23)
vanishes in the strong two-scale limit since 7 is compactly supported and smooth. The second term
strongly two-scale converges to D}¢n. This and Lemma 5.16 (iv) imply

e—0

lim & < / . ug(w,x)Vf’*vg(w,a:)de(:c)> - < /}R d u(w,m)ngo(w)n(a:)d:c> :

which, together with (5.22), yields (5.21). O

Proof ~of Lemma 5.21. Step 1. We claim that 7; o Py = Py o 7~; = P,y. By shift invariance, we
have 7; o Py = Pinv. Hence, it suffices to prove Py 0 Tz = Piqy. Let 1 € Lq(EZd), v € L1() and
ve € LP(Q x eZ?). We have

([ Tt arsm@im)) = | i o0)Pipm@ine
([ vl Prplimta)im. (o) )
([ P a)etmialam.(a) ).

Above, in the second equality we use the fact that P}~ P, on L9() and therefore TP o=

- inv
P} . Consequently, by a density argument it follows that P, o 7z = Pipy.
Step 2. Convergence of Ppyue. Using boundedness of Py, and the fact that V¢ and P;,, commute,
we obtain
sy ([ 1Pt a)P 4 9 P )P (2)) < .
A

e—0
Applying Lemma 5.16 (ii) and Lemma 5.20, there exist v € Lf (Q)® LP(R?) and v € LP(Q x R%)4
such that

Pavtie 20 in IP(Qx RY), VEPpu. 27 in LP(Q x RY), (5.24)
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an(Q) ® Lp(Rd)d'
Let ¢ € LY(Q) and n € C°(RY) and denote v. = F-(pn). Since v. KN ny (Lemma 5.17 (iii)), for
i1 =1,...,d, we have

for a (not relabeled) subsequence. Note that, additionally, it holds v € L

< VfPinqu(w,x)vg(w,x)dmg(a:)> — </ @(w,:z:)cp(w)n(x)dm> as e — 0. (5.25)
A Rd
On the other hand, it holds that
([ ViR syt hana)) = ( [ Prnilione)ol) V5 mata)am.(2) )
eZ4d 7.4

(€39 _ < /R ofw, x)cp(w)@m(l‘)daz> .

The above convergence is obtained using that Pp,u. — v weakly in LP(Q x R?) (this follows from
(5.24) and Step 1) and V5" m.n — —0;n strongly in LI(RY). The latter may be shown as follows.
We have

(5.26)

V5" 7en 4 0inll pa(ra)

P— Eez J— . o o
< [ (=02 o i Bl
€ L4 (R4)
. —_ Eez _ . _
< Hn( ) = () +0in + [0 — Oinl| pa(gay »
€ L4 (Re)

where we used that 7. is a contraction. Since n € C®(RY), it follows by a Taylor expansion
argument that both terms on the right-hand side of the above inequality vanish in the limit & — 0.
Combining (5.25) and (5.26), we conclude that v € LF (Q) @ W'P(R%) and Vv = .

mv

Step 3. We show that u. — v in LP (Q2xR%), up to another subsequence. Using Lemmas 5.16 (ii) and
5.20, we conclude that there exist another subsequence (not relabeled) and u € LY _(Q) ® LP(R%)

mv
such that wu, 2 yin LP(Q x RY). Since Py, is a linear and bounded operator, it follows that
P (Teue) — Ppyu in LP(Q2 x R?), and Py,u = u by shift invariance of . Furthermore, by Steps
1 and 2 we have that Py7-ue = ToPnyue: — v and therefore v = v. This completes the proof. [

Proof of Proposition 5.22. (i) By Lemma 5.21 we deduce that there exists u € Lf (Q) @ W1P(R?)
such that u, = u and by boundedness of Veu. (Lemma 5.16 (ii)) there exists v € LP(£2 x R%) such

that Vu, 2 v, up to a subsequence. In order to prove the claim, it suffices to show that

</Rd”(“”“") ' ”(ﬂf)w(w)dx> = < y Vu(w,z) - n(w)w(w)dw> (5.27)

for any ¢ € LI(Q)¢ with D*¢ = 0 and € C*(R%). Indeed, this implies that x := v — Vu €

LP () ® LP(RY) (see (5.8)) and thus the claim of the proposition.

For the argument consider v, = F¢(ng), the folding acting componentwise. Since v 2 ne (Lemma
5.17 (iii)),

< 74 Vite(w, @) Ug(td,$)dma(x)> = </Rd v(w, ) 'U(x)w(w)dﬂv> as e — 0.
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On the other hand, the commutator identity (5.15) and the definition of F. yield
< Veue (w, x) - ve(w, :U)dmg(x)>
eZd

= ([ (FTouton) + 20T ) + (D1 s DV o)) (o). () ).

Since D*p = 0, the contribution from the second term on the right-hand side above vanishes. After
a discrete integration by parts, the right-hand side reduces to

d

S ([ (Foucton) + Dol 0) Vi men(a)ldm (a)

i=1

- = izd; </Rd (u(w, z) + Diu(w, x)) am(x)soi(w)dx> as e — 0,

which follows using that u. 2y and that 7 is smooth and compactly supported (cf. Step 2 in the
proof of Lemma 5.21). Since u is shift-invariant, the second term on the right-hand side vanishes.
After an integration by parts, we are able to infer (5.27) and conclude the proof of part (i).

(ii) By Lemma 5.16 (ii), there exists u € LP(€2 x R?) such that u. 2 u, up to a subsequence. Since
v € (0,1), ue satisfies the assumptions in Lemma 5.20 and therefore u € L? () ® LP(R?). With

mv
the help of (i), we obtain that for the sequence v, := £Yu,, there exist v € LP (Q) ® WP(R?%) and

mv
X € Lo () ® LP (R%) such that, up to another subsequence,

ve = v in LP(Q x RY), Voo, BN + x in LP(Q2 x R4,

However, using that u. EN u, we conclude that v = 0 and the claim is proven.
(iii) Lemma 5.16 (ii) implies that there exist u € LP(Q x R?) and v € LP(Q x R?)? such that, up to
a subsequence,
ue 2 uin LP(Q x RY),  eVeu, 2 v in LP(Q x RY),
Following the same strategy as in Lemma 5.20 it follows that v = Du.

(iv) Lemma 5.16 (ii) implies that there exists u € LP(Q x R?) such that u. % uin LP(Q x RY), up
to a subsequence. Also, using part (iii), for the sequence v, := €Y lu,, there exists v € LP(2 x R?)
such that, up to another subsequence,

2 2
ve = v, eVvu. = Du.

The fact that u, 2y implies that v = 0 and the proof is complete. ]

Proof of Corollary 5.24. (i) The claim follows directly from Lemmas 5.21 and 5.4.

(ii) Exploiting linearity and boundedness of P, and Step 1 in the proof of Lemma 5.21, we obtain
that

<Ua> = PnToue = Pyu = u, <5FYVEU5> = PinyT2e"Vou, — invX = <X> .
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The above convergence, Lemma 5.4, and the fact that (x) = 0 allow us to conclude the proof.

(iii) Lemma 5.21 implies that (u.) — u and V¢ (u.) — Vu weakly in LP(R?). Lemma 5.4 implies
that (u.) — u weakly in LP(R?). Furthermore, for any n € L?(R?) it holds that

/]Rd (V@(w) - W(@) n(x)dr — 0 as e — 0.

—

As a result of this, (u;) — u weakly in WHP(R?). Rellich’s embedding theorem implies that

(ue) — u strongly in LP(Q) and using Lemma 5.4 we conclude that (u:) — u strongly in LP(Q).

(iv) We have by Jensen’s inequality and boundedness of ¢

[ 1. 0p) - () welas < e [ aoa) - ul)Pas ).

The right-hand side of the above inequality equals { [pq |Tztue(w, z) — u(z)[Pdz) and therefore it
vanishes as € — 0. O

Proof of Lemma 5.25. Let x € Lb () ® LP(R%) and § > 0 be fixed. By the definition of LY (),

there exists v = Z?:l @in; with ; € LP(Q), n; € C2°(R%) and
[ Dv — XHLP(QXRd)d <.

We define g. := eFcv and remark that |[ge|lrroxeze) < €llvllrrxray, which follows from the
boundedness of F.. This proves the first part.
Note that Vg.(w,z) = Dimv(Tzw, ) +eVimev(Tz 1, w, x) and therefore we obtain 7:V5g.(w,z) =

TeDiv(w, x) + eVimev(Te,w, x). Hence
17:VEg9: — Xllr(axrays < TeDv — Dl poaxrays + 1DV = Xl o (axrays + EIVETv|| o xezaye-

The first and last terms on the right-hand side above vanish as ¢ — 0 and therefore the claim
follows. Indeed, for the first term it is sufficient to note that Dwv is smooth and has compact
support w.r.t. its a-variable. Also, the last term vanishes due to the boundedness of 7. and the
boundedness of difference quotients by gradients. More precisely, for ¢ = 1, ..., d, it holds

v(w,x +ee;) —v

(w,x)|P
2P Emet e <2 [ DI Y < V0l g

O

Proof of Proposition 5.27. In the following proof we appeal to discrete maximal LP-regularity for
the equation (with A\ > 0)

M+ VE*Veu = V*F +¢g ineZ? (for some F € LP(eZ%), g € LP(cZ%))
in the form of

1 _1
N[l ety + 950l oy < e p) (1P | ogezeye + A2 9] zoeze) )
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which is uniform in €. For p = 2 this is a standard a priori estimate. For 1 < p < oo, in the
continuum setting, this is a classical result (see, e.g., [Kry08, Chapter 4, Sec. 4, Theorem 2]),
and follows from the Calderén-Zygmund estimate ||0;jul| pray < C(d, p)||Aul 1 (ra). The estimate
above follows by the same argument from the Calderén-Zygmund estimate for the discrete Laplacian
on eZ%, for the latter see, e.g., [GNO15, BAMN17].

(i) Let 2y < a < 2. For a given x € L? () ® LP(R?) we define G2 x := u. as the unique solution

to the following equation in LP(Q2 x ¢Z?) (for P-a.a. w €  that we drop from the notation)
e %, 4+ VE*Veu, = Vo e T F.y  in eZ%.
The discrete maximal LP-regularity theory implies that
67%HU£HLIJ(QXEZUZ) + [|VEuell Lo (xezays < € Vel Fex|l o xezaye-

As aresult of this, we have [[uz|| r(xez4) < €%*Vcl\x|]Lp(Qde)d and therefore u. = 0 as ¢ — 0. The
latter also implies that GZ is a linear bounded operator with its operator norm bounded uniformly
in e € (0,1].

We consider the sequence g5, from Lemma 5.25 corresponding to x. Note that ws. 1= u. —e 7gs,
is the unique solution in LP(2 x Z%) to (for P-a.a. w € Q)

e “wse + V' Vw5, = Ve N (Fex — Vogse) —€ “ g5 in eZ4.

We employ again the discrete maximal LP-regularity theory to obtain

a

|VEws el Lo (xezaye < € (5_7H]‘-5X — Vosellr(xezays +€ 2 7||9675|’LP(QXEZ‘1)> :

Multiplication of the above inequality by €7 yields

17V ue = VogsellLr(xeziys < ¢ (”faX — VosellLo(anezays + 72 Hgé,sHLP(stZd)) :
As a result of this and with help of the isometry property of 7;, we obtain
| 7" Veue — XHLP(QXRd)d
= e (H}—“:X = Vsl o (xenaye + e? 1962l Le(xezay + TV 795 — XHLP(Qde)d> '

Letting first ¢ — 0 and then § — 0, the right-hand side of the above inequality vanishes using
Lemma 5.25. This completes the proof of (i).

(ii) We consider a sequence us = Z?:((Sl) @In? such that ¢! € LY (Q), n} € C=(R?), and
lus — ullr@xrey + [Vus — Vul[ppxraye = 0 as 6 = 0.
Using the triangle inequality, it follows that
| 7eVEFeu — Vull ppxrayd (5.28)
< | TeVEFeu — ToVEFeus|| poaxraye + [ TeVEFeus — Vsl poaxraye + [[Vus — V| pooxraya-
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First, we treat the first term on the right-hand side. For ¢ = 1,...,d, by the isometry property of
T and contraction property of F., we obtain

ITVEFon = TVEFeaslly g <

u(w, z + ce;) — us(w, z + ce;) — u(w, z) + us(w, x) ‘pd >
x
€

<e </R Osu(w, 7) — s (w, ) ypdx> . (5.29)

The last inequality follows using the fact that for any function n € W1'P(R?), we have n(z +
ge;) —n(z) = Efol din(z +ete;)dt and therefore [pq ]M!pdx < fol Jra [0in(z +ete;) [Pdxdt =
Jga |0in(z)Pdz.

Second, we compute, for i =1, ..., d,

1 1
TV Feus(w, x) = z (Teus(Te,w, © + €€;) — Teus(Te,w, x)) + B (Teus(Te,w, x) — Teus(w, x)) . (5.30)

The second part of the right-hand side of the above equality vanishes (for P-a.a. w € ) by shift
invariance of us. Furthermore, we have

B =

172V Feus — Oits|| poaxray < </ ‘ﬂgu(s(w,x + E@;) — Teus(w, ) 8iu5(w,:c)!pdm>
Ra

For any 6 > 0 the last expression converges to 0 as € — 0 since ug is smooth in its x-variable.
Finally, in (5.28) we first let £¢ — 0 and then § — 0 to conclude the proof.

(iii) Let 0 < o < 2. For a given u € LP _(Q) ® LP(R?) we define FZu := u. as the unique solution

mv

to the following equation in LP(Q x eZ9) (for P-a.a. w € )
e %, + VO*'Veu, = e “Fou in Z%
The maximal LP-regularity theory and boundedness of F. imply that
IV el Lo (xezaye < € 2 cllull poiaxra)-

As a result of this and the isometry property of 7., we obtain that ¥YV°u, 2.
(@) an9 such that @ € LY (), n? € C=(RY), and

We consider a sequence us =y . ¢§ 2 -
lus — uHLp(Qde) —0asd — 0.
Note that ws := u: — Fous is the unique solution in LP(Q x eZ%) to (for P-a.a. w € Q)
e %ws . + VI'Vows . = % (Feu — Feus) — V'V Fus  in eZ.
The maximal LP-regularity theory implies that
&% |wsell ez < ¢ (5% 1Few = Fetglloezsy + IV Fetisl Loaezne ) -
We multiply the above inequality by £2 and use boundedness of Fe, to obtain

Jte = Fetlpocezs < € (= sl oy + =2 V- Fts | poqeziye) -
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Using the above inequality and the isometry property of 7., we obtain

1Tt =l oarey < € (1w = usllo(re) + €3 IV Fetisll oaxemays + [ TFeus = uslloorre ) -

Letting ¢ — 0, the last two terms on the right-hand side of the above inequality vanish. Indeed,
the middle term is bounded by ce2 [Vus|l p(xraye (cf. part (ii) (5.29)) and the last term vanishes

using Lemma 5.17 (iii). Finally, letting 6 — 0 we conclude that u. 2.
(iv) We consider a sequence us = Z?:((sl) ©2n? such that 9 € LP(Q), n? € C=(RY), and

[us — ull Lr(xray — 0 as 6 = 0.
We have

| Tee"VEFeu — avDuHLp(Qde)d (5.31)
< 7" VEF(u — Ué)HLP(Qde)d + llayD (us — w) HLP(Qde)d + || 7ee" Ve Feus — a'\/DUJHLP(Qde)d*

The first term on the right-hand side above is bounded by €7~ !¢||u—us]| Lp(QxRd); using boundedness
of all of the appearing operators. We compute, as in (5.30) (part (ii)), for i = 1,...,d

T Vi Fous(w, ) = €771 (Tous(Te,w, ¢ + c€;) — Teus(Te,w, x)) + €7 T Diug(w, x).
As a result of this, we obtain

[ Tee" V5 Feus — afyDiuéHLP(Qde)
Teus (-, - + €e;) — weus (-, )
€

ey + Hs”flstiué - a’yDiu5”L1’(Q><Rd)‘

LP(QxR4)

The first term on the right-hand side above is bounded by &7¢||[Vus| 1rxraye and therefore it
vanishes in the limit € — 0. The second term vanishes as well in the limit ¢ — 0.

Collecting the above claims and letting first € — 0 and then § — 0 in (5.31), we conclude the
proof. ]

Proof of Corollary 5.28. (i) and (ii) are obtained directly from Proposition 5.27 and Lemma 5.17
(i)

(iii) For 6 > 0 we consider a cut-off function ns € C°(R?) such that 0 < 75 < 1, ns = 0 in R?\ Q,
ns=1in Q7% :={z € Q : dist(z,0Q) > 6} and |Vns| < &.

Also, by density, we can choose a sequence us(w,z) = ZT.L:(? 2 (w)&Y () such that ¢ € L2 ()

(3 K3 mv

and & € C=(RY), dist(supp(us), Q) > u(8) > 0 (with p(5) — 0 as § — 0) and
us — u  strongly in LP(Q) ® WHP(R?)  as § — 0.
Let u. s = Fous + n5G%x, where G¥ denotes the operator given in Proposition 5.27. We have

[ue.s — (Feu+ GO0 | Lrxezty + IV (s — (Feu + G2X)) | Lo (wezye (5.32)
< || Feus — ‘FEUHLP(QXEZd) + [ (7s — 1) ggXHLP(QXEZd) + IV* (Feus — Feu) ||LP(Q><EZd)d
+[|Ve (%ggX - ggX) | Lr(@xezdyd-
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Above on the right-hand side, the first term can be bounded by [|us — u|| r(@xrae) (by boundedness

of F;), the second term is bounded by H’EgngLp(Qde\Q_a) (using the properties of 7s) and the
third term is bounded by c[|[Vus — Vu|| 1pxraya (similarly as in (5.29)). The last term is treated

as follows. We take advantage of the following product rule: For f,g : eZ% — R it holds that
Vi (f(x)g(z)) = f(x +ce;)Vig(x) + g(x)V: f(z). Consequently, we obtain

IVE (15G2x = G2X) Il Lo @xezya (5.33)

d
P
< 15— DTG aczne +e X { [ 100w + e Vins(o)Pam (o) )
i=1 ‘W€

The first term on the right-hand side of (5.33) is bounded by \|7;VEQQXHLP(QXW\Q75)¢1 and for
small enough ¢, the second term is bounded by §||7-:G2x/| Lr(QxRd)- Note that

. . C
hI;l sup lim Sup (HEV&QSXHLP(QXRd\Q*fs)d + g||7gggx||Lp(Qde)) =0
E—>

—0

since T2G%x — 0, T-VeGYx — x as € — 0 (Proposition 5.27 (i)) and x(w, ) vanishes outside of Q.
Collecting all the above bounds for the inequality (5.32), using the isometry property of 7. and
with the help of part (i), we obtain that

lim sup lim sup (H’Eu&g — ull praxrd) + 1 TeVue s — Vu — x|l Lo (xraye + (e, 6)) =0,

6—0 e—0
0 ife< b0
where g(e,d) = i /i((é)) and c(d) is the diameter of O. Hence, there exists a diagonal
1L e > 7=
c(d)

sequence u. := u, s5() Which satisfies the claim of the corollary.

(iv) For a given (u, x) € (Lf,, () @ LP(Q)) X (Lt (2) ® LP(Q)) we set ue(u, X) = ns(e) (F u + G x),
where 75(.) is the cut-off function from part (iii) with §(e) = £2. This mapping defines a linear and
bounded operator. For notational convenience, we write u. instead of u.(u,x). We have

| Teue — ull poxray + [ 76" Voue — Xl Lr(@xra)d
< NTewe = Te (F2u+ G2X) | raxray + 1 7e (Flu + G2X) — ull pr(axray
+[|Tee"Voue — Tee"VE (Flu+ GIX) v (axrays + [TV (Flu+ GIx) — Xl o (xraya-

The second and last terms on the right-hand side above vanish as ¢ — 0 using the claim of part
(ii). The first term is bounded by |7z (Fdu + GIX) | p(axri\g-s2)y (cf. part (iii)) and there-
fore it vanishes as ¢ — 0 using the fact that 7. (FJu + GZx) converges strongly and therefore
it is uniformly integrable. For small enough ¢, the third term is bounded (up to a constant)
by [[7ee?VE (Fu + G2) | pooxrarg-sery + €2 1T (Fu + G2) | oaxcray (cf: (5.33) in part (iii)).
The last expression vanishes in the limit ¢ — 0 using the properties of F2u + GZx. The proof is
complete. ]
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6 Continuum unfolding

In this section we study stochastic unfolding suited for the treatment of problems given on a con-
tinuum physical space. In particular, after laying the ground by presenting the general framework
for modeling of continuum random media, the unfolding operator is established with its noteworthy
properties.

6.1 General framework
Let p, q € (1,00) be dual exponents of integrability, i.e., %—F% =1, and Q C R¢ be open. Throughout
Section 6 we assume the following assumption to hold:

Assumption 6.1. Let (2, F, P) be a complete and separable probability space. Let 7 = {7, },cpa
denote a group of invertible measurable mappings 1, : 8 —  such that:

(i) (Group property). 1o = Id and Ty1y = T, 0 7 for all z,y € RY,
(ii) (Measure preservation). P(1,E) = P(E) for all E € F and x € R%.
(iti) (Measurability). (w,z) — Tyw is (F @ L(R?), F)-measurable.

We denote by () = [ -dP(w) the mathematical expectation. We denote by LP(Q) and LP(Q) the
usual Banach spaces of p-integrable functions defined on (2, F, P) and @, respectively. Note that
the separability assumption on the measure space implies that LP(Q) is separable. We say that
(Q,F,P,T) is ergodic ({-) is ergodic), if

every shift invariant F € F (i.e., 7,F = E for all z € RY) satisfies P(E) € {0,1}.
A measurable mapping (random field) & : Q x R? — R is called stationary if it admits the form

P(w, ) = @(Tyw) for a random variable ¢ : @ — R. In this regard, we might identify random
variables with their stationary extensions, which is defined in the following lemma.

Lemma 6.2 (Stationary extension). Let ¢ : Q@ — R be F-measurable. Then S¢ : Q x RY — R,
So(w, ) := (Tw) defines an F @ L(R?)-measurable function — called the stationary extension of
@. Moreover, if Q C R? is open and bounded, for all 1 < p < oo, the stationary extension defines
a linear injection S : LP(Q2) — LP(Q2 x @), which satisfies

1
HSSOHLP(QxQ) = ’Q|pH§0HLP(Q)-

Proof. S is measurable as a composition of the measurable mappings ¢ and (w, z) — T,w. Also,
we have <fQ |So(w, x) |pdx> = fQ {|o(T2w)|P) dz and since P is invariant w.r.t. the action of 7, it
holds (|p(7,w)|P) = (|o(w)|P) for all 2 € RY. This implies the claim. O
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Remark 6.3 (Ergodic theorems, see, e.g., [DVJ07, Section 12.2], [Tem72]). Let (-) be ergodic and
Q C R? be open, bounded and convex. Let p>1 and L > 1. If p € LP(Q), then it holds

Se(-,x)dr — () in LP(Q) as L — oc.
LQ
This is the statement of a multiparameter version of von Neumann’s mean ergodic theorem. More-

over, the individual ergodic theorem (multiparameter version of Birkhoff’s ergodic theorem) implies
that for any ¢ € L'(2) for P-a.a. w € Q, it holds JCLQ Se(w,z)dxr — () as L — co.

Stochastic gradient. We consider the group of isometric operators {Us }, cga, Uz : LP(2) — LP(£2)
defined by Uyp(w) = ¢(7,w). This group is strongly continuous (see [JKO12, Section 7.1]). For
i =1,...,d, we consider the one-parameter group of operators {Upe, },cr ({€i} being the usual basis
of R?) and its infinitesimal generator D; : D; C LP(Q) — LP(Q),

. Uhe-(;o —
D;p = lim ———
iP hli% h )
which we refer to as the stochastic derivative. D; is a linear and closed operator and its domain D;
is dense in LP(Q2). We set WP(Q) = N, D; and define for p € WP(Q) the stochastic gradient
as Dy = (D1, ..., Dgp). In this manner, we obtain a linear, closed and densely defined operator
D : WhP(Q) — LP(Q)%, and we denote by

p
Lpot

(Q) :=ran(D) c LP(Q)?

the closure of the range of D in LP(Q)?. We denote the adjoint of D by D* : D* c LI(Q)¢ —
L%(Q) which is a linear, closed and densely defined operator (D* is the domain of D*). Note that
Wh4(Q)4 € D* and for all ¢ € WHP(Q) and v € W19(Q) we have the integration by parts formula,
i=1,..d,

and thus D*y = — 25:1 Dja; for ip € Wh4(Q)?. We define the subspace of shift invariant functions
in LP(Q) by

P (Q) = {gp € LP(Q):Uyp=¢ forall ze Rd},

mv

and denote by Py : LP(Q) — L () the conditional expectation with respect to the o-algebra
of shift invariant sets {E e F:1m.F=Fforall x € Rd}. P,y is a contractive projection and for

p = 2 it coincides with the orthogonal projection onto L2 ().

Remark 6.4. We recall some basic facts from functional analysis. Let p € (1,00) and ¢ = ]%.

(i) {(-) is ergodic < L

mv

(ii) The following orthogonality relations hold (for a proof see [Bréll, Section 2.6]): We identify
the dual space LP(Q)* with L1(QY), and define for a set A C L1(Q) its orthogonal complement

At C LP(Q) as AL = {gp € LP(Q) : (@, ¥) 1o g =0 for allyp € A}. Then

ker(D) =ran(D*)t, LP_ () =ran(D) = ker(D*)*. (6.1)

pot

Above, ker(-) denotes the kernel and ran(-) the range of an operator.
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Random fields. We introduce function spaces for functions defined on  x @ as follows: For
closed subspaces X C LP(2) and Y C LP(Q), we denote by X ® Y the closure of

X&Y {Zcpmz.gozeXmeYneN}
=1

in LP(Q x Q). Note that in the case X = LP(Q) and Y = LP(Q), we have X Y = LP(2x Q). U

to isometric isomorphisms, we may identify LP(€ x @) with the Bochner spaces LP(€2; LP(Q)) and
LP(Q; LP(€2)). Slightly abusing the notation, for closed subspaces X C LP(2) and Y C W1P(Q),
we denote by X ® Y the closure of

X®Y {Zsomz-%eXmeYneN}
i=1

in LP(Q; W1P(Q)). In this regard, we may identify v € LP(Q) ® W1P(Q) with the pair (u, Vu) €
LP(Q x Q). We mostly focus on the space LP(Q x Q) and the above notation is convenient for
keeping track of its various subspaces.

We conclude this section with some standard examples of random (and deterministic) media that fit
in the above described framework, see [Tor13, DG17] for other standard models of random media.
We note that in applications typically coefficients of equations are described by stationary random
fields, e.g., they take the form A(7zw) where A : Q — R4 is a random variable.

Example 6.5 (Periodic setting). We take Q to be the unit torus Oy = R4 / Z% and equip it with the
Lebesgue o-algebra L(Oy) and Lebesgue measure dy (in fact with the push-forward of these objects
with respect to the canonical mapping |0, 1?4 — Oy). We define a dynamical system, for x € R4,
by 7p : Oy — Oy,

:(y) =x+y mod 1.

The system (Oy, L(Ox),dy, T) defines an ergodic probability space that satisfies Assumption 6.1.
Also, for a measurable function on the torus A : Oy — R g s A(Tzy) defines a rapidly
oscillating periodic coefficient field. In this respect, periodic homogenization psroblems might also be
treated by the below considered unfolding procedure (see Section 7.4).

Example 6.6 (Random checkerboard). We present a continuum counterpart of the discrete i.i.d.
random field from FExample 5.10—a randomly-colored checkerboard. We consider a probability space

(Q,F,P)= (Qozd, ®zaFo, ®ZdP[)) as in FExample 5.10 which is given in terms of a base probability

space (Qo, Fo, Po) with Qo € R A realization w : Z¢ — Qg may be identified with its piecewise
constant interpolation @ : R — Qg and in this sense we identify Q with the set of piecewise constant
functions in R? (subordinate to Z%). Each component of the matriz valued mapping @ : R? — R4*4
can be associated with a checkerboard with random +i.i.d. coloring of the tiles, see left image in
Figure 6.1 below. Note that this probability space is stationary merely with respect to discrete
spatial shifts T, : @ — @W(-+ ) for x € Z9. We may modify this construction by choosing the center
of the tiles also randomly (e.g., w.r.t. the Lebesgue measure on the unit torus) in order to obtain a
probability space which is stationary w.r.t. continuum spatial shifts. We detail this construction in
the following. We consider the unit torus Oy and we define the following probability space

(Q,f’ P) = (QOZd ® D#, ®Z’1]:0 &® E(D#)a ®de() & dy) .
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We see a realization w € Q as a pair (w1,y) where wi : Z% — Qg and y € Oy. In this regard, we
define a dynamical system, for x € R, 7, : Q — Q by

Tow = (wi(-+ |y +2]),y+z— |y +z]),

where || € Z% is the integer part of x € R, The above system defines an ergodic probability space
satisfying Assumption 6.1. In this respect, we may define A(w) = wi(0) and in this case for a
fied realization w = (w1,y), v — A(Tzw) = wi(ly + £]) defines a piecewise constant and rapidly
oscillating coefficient field, which corresponds to a checkerboard with independently colored tiles of
size €, i.e., the range of dependence is €. On the other hand, we may define a coefficient field with
help of A(w) =Y, cpa p(—2)wi(2) with p € LY(Z?) (in this case we assume that Qo is bounded). In
this case, the associated oscillating coefficient field corresponds to a checkerboard where the coloring
of the tiles is correlated, see rTight image in Figure 6.1.

Figure 6.1: Random
checkerboard. On
the left side the
tiles are ii.d. col-
ored, whereas on
the right image the
colors of the tiles are
correlated.

6.2 Stochastic unfolding: definition and properties

In the following we introduce a key object in this study - the stochastic unfolding operator.

Lemma 6.7. Lete > 0,1 <p<oo, qg= 2%, and Q C R? be open. There exists a unique linear
isometric isomorphism

To: LP(QAx Q) — LP(2 x Q)

which satisfies
for all w € LP(Q2) ® LP(Q), (Tew) (w, 2) = u(T_2w, 2) a.e. in QxQ.

Moreover, its adjoint is the unique linear isometric isomorphism T : L1(Q2 x Q) — LI(2 x Q) that
satisfies (T2 u)(w, ) = u(Tew, z) a.e. in @ x Q for all u € L) ® L1(Q).

Proof. We first define an operator 7¢ : LP() ® LP(Q) — LP(2 x Q): For u =), pin; € LP(§2) ®
LP(Q) with ¢; € LP(Q) and n; € LP(Q), let

(Teu)(w, x) = Z(S(Pi) (w, _§> ni(z) = u(t_zw,z).

7

7- is a linear operator which is isometric by the following observation: For u € LP(2) ® LP (Q),
1Tl ) = /Q (julrzw,2)|?) dz = /Q (ulw, D) dz = [l e
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where the first and last equality is Fubini’s theorem and in the middle, for fixed a.a. x € @), we use
a change of variables 7_zw ~» w and the P-preserving property of this transformation (Assumption

(6.1) (ii)).
Since LP(2) ® LP(Q) is dense in LP(2 x @), Tz extends to a linear isometry from LP(Q x Q) to
LP(2 x Q). We define a linear isometry 7_. : LY(2 x Q) — LI(Q2 x Q) analogously as 7z, with ¢

replaced by —e. Then for any ¢ € LP(Q) ® LP(Q) and ¢ € L9(Q2) ® L1(Q) we have (thanks to the

measure preserving property of 7):

</Q(7;<p)wdx> - /Q<‘p(T§W»33)¢(OJ,x)>daz
- /Q<‘P(“”~’U>¢(Tzw7fc>>dw = < /Q <P(7'—s¢)dx>.

Since LP(Q) ® LP(Q) and L4(92) ® L%(Q) are dense in LP(2 x @) and L%(92 x @), respectively,
we conclude that 7 = 7_.. Since T is an isometry, it follows that 7: is surjective (see [Bréll,
Theorem 2.20]). Analogously, 7 is also surjective. O

Definition 6.8 (Unfolding operator). The operator Tz : LP(Qx Q) — LP(Q2xQ) given in Lemma 6.7
is called the stochastic unfolding operator.

In this work a key notion of convergence is the convergence of unfolded sequence. In particular, for
a sequence u. € LP(Q2 X @), in most cases we consider the convergence of Tcu. in either the weak
or strong topology of LP(Q2 x Q).

Remark 6.9 (A technical remark about measurability). We remark that an element w € LP(Q2x Q)
is an F @ L(Q)-measurable function, i.e., measurable w.r.t. the P ® dx-completion of the product
o-algebra F @ L(Q). On the other hand, the transformation T, : (w,z) — (T_zw,x) is (F ®
L£(Q), F @ L(Q))-measurable. In this respect, a priori the composition (u o Tg)(w,a:3 = u(T_zw,x)

does not necessarily define an F @ L(Q)-measurable function. We avoid the (fruitless) discussion
of such measurability issues by defining the unfolding operator on a dense subset of LP(Q x Q)
(where measurability is clear, cf. Lemma 6.2) and by extending it to the entire space.

Remark 6.10 (Comparison with two-scale convergence in the mean from [BMWO94|). Let p €
(1,00) and % + % = 1. For a bounded sequence u. in LP() x Q), we have

Teus = u  weakly in LP(QAx Q) <  wu. 2 u,

where the convergence on the right-hand side is stochastic two-scale convergence in the mean from
[BMW94], which means

lim </Qu€(w,x)go(7'zw,x)dx> _ </Qu(w,x)gp(w,x)da:>, (6.2)

for any ¢ € L1(Q x Q) that is admissible (in the sense that the transformation (w,z) — @(Tzw, )
is well-defined). Indeed, with help of Tz, and its adjoint, we might rephrase the integral on the

left-hand side in (6.2) as
</QU€(7;*90) dx> = </Q(72ue)<Pdl‘>, (6.3)

o7
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For the reason of the above equivalence and to keep the notation simple, we use the following
notation

Ug EN (i)u in IP(Q2x Q) &= Toue —u weakly (strongly) in LP(Q x Q).

We also call this notion of convergence weak (strong) stochastic two-scale convergence in the mean,
however, we remark that by this we always mean convergence of unfolded sequences.

The below lemma directly follows from the isometry property of 7. and the usual properties of
weak and strong convergence in LP(Q x Q); therefore, we do not present its proof.

Lemma 6.11 (Basic properties). Let p € (1,00), ¢ = 1% and Q C R be open. Consider sequences
ue in LP(Q x Q) and ve in LY(2 X Q).

(i) If ue 2w in LP(Q x Q), then sup (o1 [[uell pr(axq) < 00 and

ull gy < Hminf el gy

(it) If limsup,_o [|uel 1oixg) < 00, then there exist a subsequence €' and u € LP(Q x Q) such

that uer = w in LP(Q x Q).
(i) ue % uin LP(Q x Q) if and only if uc A uin LP(Q x Q) and [Juel| o oxqy = 1l Lroxq)-

() If ue 2w in LP(Q x Q) and v %0 in L1(Q x Q), then

</Qus(W,a:)vs(W,x)d:r> — </QU(OJ,IL‘)’U(W733)C[$>.

Remark 6.12. The stochastic unfolding operator enjoys many similarities to the periodic unfolding
operator, however, we would like to point out one considerable difference. Namely, in the periodic
case if a sequence us in LP(Q) satisfies u. — u strongly in LP(Q), it follows that Teue — u strongly
in LP(Q x O) (see, e.g., [MTO07, Proposition 2.4]). On the other hand, this property does not
translate to the stochastic case. In particular, even for a fixed function u € LP(Q x Q), in general
it does not hold that T.u — wu, cf. Remark 6.3. However, if (-) is ergodic, using Proposition 6.1/
below, it follows that for a bounded sequence u. in LP(Q) ® WHP(Q) such that u. — u weakly in
LP(Q x Q), it holds that u. 2 (u). In this respect, stochastic two-scale convergence might be viewed
as a weak von Neumann-type ergodic theorem for weakly convergent sequences of random fields (cf.

Remark 6.3).

Integral functionals and unfolding

For homogenization of variational problems, in particular problems driven by convex integral func-
tionals, the following transformation and (lower semi-)continuity properties are very useful.

Proposition 6.13. Let p € (1,00) and Q C R? be open and bounded. Let V : Q x Q x R™ — R
be such that V(-,-, F) is F @ L(Q)-measurable for all F € R™ and V(w, z,-) is continuous for a.a.
(w,z) € Q x Q. Also, we assume that there exists ¢ > 0 such that for a.a. (w,x) € A x Q

[V(w,z, F)| < e(1+ |F|P), forall F eR™.
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(i) For allu € LP(Q2 x Q)™, we have

</Q V(T;vw,x,u(w,x))dx> = </Q V(w,x,ﬁu(w,x))dq;> ' (6.4)

(i) If ue 2w in LP(Q x Q)™, then

lim </Q V(Taecw,x,ug(w,x))da:> - </Q V(w,x,u(w,x))daz>.

(iii) We additionally assume that for a.a. (w,x) € Q x Q, V(w,z,-) is convex. Then, if u. =N
in LP(Q x Q)™,

1ig§§f</(g V(Tzw,x,ug(w,x))dx> > </Q V(w,x,u(w,x))dx>.

Proof. We first note that V is a Carathéodory integrand in the sense of Remark A.4 (if necessary
we tacitly redefine it by V(w,z,-) = 0 for (w, z) in a set of measure 0) and therefore it follows that
V is a normal integrand (see Appendix A.2). For fixed £ > 0, the mapping (w,z) — (Tzw,z)
is (F® L(Q),F ® L(Q))-measurable and therefore (w,z,F) — V(rzw,z, F) defines as well a
Carathéodory and thus normal integrand. Hence, with the help of the growth condition, all the
integrals in the statement of the proposition are well-defined.

(i) We first argue that it suffices to prove that
</ V(wa,x,u(w,x))dx> = </ V(w,x,’Eu(w,m))dw> for all u € LP(Q) ® @)™, (6.5)
Q : Q

Indeed, for any u € LP(2 x Q)™ we can find a sequence uy, € LP(Q) ® LP(Q)™ such that up — u
strongly in LP(Q2 x @)™, and by passing to a subsequence (not relabeled) we may additionally
assume that uip — u pointwise a.e. in €} X (). By continuity of V in its last variable, we thus have
V(rtew, z,up(w,z)) = V(Tzw,z,u(w,x)) for a.a. (w,z) € @ x Q. Since |V(rzw,z, ux(w,x))| <
c(1 F |ug (w, x)|P) a.e. in Q x @Q, the dominated convergence theorem ([BogO?E, Theorem 2.8.8])

implies that limg_, <fQ V(rzw, o, up(w, m))dm> = <fQ V(rzw, 2, u(w, m))dm> In the same way we

conclude that

Jim </Q V(w,x,ﬁuk(w,x))dx> _ </QV(w,x,7;u(w,x))dx> ,

and thus (6.5) extends to general u € LP(Q x Q)™.

It is left to show (6.5). Let u € LP(Q) © LP (Q)™. By Fubini’s theorem, the measure preserving
property of 7, and by the transformation w + 7_zw in the second equality below, it follows

</QV(T§w,x,u(w,x))dx>:/Q<V(T§w,x,u(w,x))>da;:/Q<V(w,x,u(7_aacw,x))>dg;,

Since u € LP(Q) ® LP(Q), we have u(7_zw, x) = Teu(w, ), and thus the proof of (i) is complete.
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(i) By part (i) we get <fQ V(rzw,z, ug(w,x))dx> = <fQ V(w, x,ﬁua(w,x))da:>. Since by assump-
tion Teue — w strongly in LP(Q x @)™, using the growth conditions of V' and the dominated

convergence theorem, it follows, similarly as in part (i), that lim._,q < /. 0 V(w, z, Teues (w, x))dw> =
<fQ V(w,z, u(w, :c))d:c>

(iii) We note that the functional LP(2 x Q)™ 3> u +— <fQ V(w,z, u(w,x))dx> is convex and lower

semi-continuous, therefore it is weakly lower semi-continuous (see [Bréll, Corollary 3.9]). Com-
bining this fact with the transformation formula from (i) and the weak convergence Teu. — u (by
assumption), the claim follows. dJ

6.3 Two-scale limits of gradients

In the first part of this section we derive compactness results for sequences with bounded gradients.
The second part is devoted to the construction of strong recovery sequences. The proofs are
presented in the end, in Section 6.3.1.

Proposition 6.14 (Compactness). Let p € (1,00) and Q C R? be open. Let u. be a bounded
sequence in LP(Q) @ WP(Q). Then, there exist u € Lt (Q) @ W'P(Q) and x € L} (Q) ® LP(Q)
such that, up to a subsequence,

u. 2w in IP(QxQ), Vu. >Vu+x inLP(Qx Q)L (6.6)

If, additionally, (-) is ergodic, then u = Ppyu = (u) € WHP(Q) and (us) — u weakly in WP(Q).
(For the proof see Section 6.3.1.)

Remark 6.15. Note that the proof of the above proposition reveals that Ppyue — u weakly in
LP () @ WHP(Q) (see Lemma 6.21). If we consider a closed subspace X C WHP(Q) and assume
that ue(w) € X P-a.e., then Ppyu. € LY (Q) @ X. Therefore, it follows that w € L¥ () ® X.
This observation is useful if we consider boundary value problems, e.qg., if X = Wol’p(Q). We may
argue similarly for closed convex subsets in WHP(Q).

Lemma 6.16 (Nonlinear recovery sequence). Let p,s € (1,00) and Q C R? be open. For x €

LY () ® LP(Q) and 6 > 0, there exists a sequence gs-(x) € LP(Q) ® W(}’p(Q) such that

195 O s (ax @) < €c(0), limsgp 172V g5 (X) — Xl r(ax@ye < 6, (6.7)
e—

where ¢(0) > 0 depends only on 8, x, s and Q.
(For the proof see Section 6.3.1.)

We may extract a strongly converging diagonal sequence g5 as in Remark 6.18, however, the
doubly-indexed nonlinear approximation in (6.7) is also a useful tool for the linear construction in
Proposition 6.17 and for time-dependent recovery sequences as in Lemma 9.9.

Proposition 6.17 (Gradient folding operator). Let p € (1,00) and Q C R? be open and bounded
with C* boundary. Fore > 0 there exists a linear operator G. : LD (@ LP(Q) — Lp(Q)®W01’p(Q),

that is uniformly bounded in £, with the property that for any x € Lgot(Q) ® LP(Q), ase — 0,

Gox 20 mIP(QxQ), VG.x>x inIP(Qx Q)L
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(For the proof see Section 6.3.1.)

Remark 6.18 (Strong recovery). If Q C R? is open, bounded and C', using Proposition 6.17, we
obtain a mapping

(L (@) @ WHP(Q)) x (Lpor () @ LP(Q)) 2 (u, X) = ue(u, X) = u+ Gex € LP(Q) @ WHP(Q)

which is linear, uniformly bounded in € and it satisfies, for all (u,x),
ue (u, X) Zu in LP(Q x Q), Vue(u,x) 3 Vu+y in LP(Q x Q)% (6.8)

In the case that @ is merely open, we can use the nonlinear construction from Lemma 6.16. Specif-
ically, for (u,x) € (LF () @ WHP(Q)) x (Lgot(Q) ® LP(Q)) we define us(u, x) = u+ gs(x) with
p = s from Lemma 6.16. Using Attouch’s diagonalization lemma [Att84, Lemma 1.15 and Corol-
lary 1.16], we find a sequence u:(u, x) = us(s),. which satisfies (6.8). We remark that in both cases,
the recovery sequence us matches the boundary conditions of the function u (see constructions in
Section 6.3.1).

6.3.1 Proofs

Before stating the proof of Proposition 6.14, we present some auxiliary lemmas.

Lemma 6.19. Let p € (1,00) and q¢ = 1%'

(i) If o € {D*V : ¥ € Wl’q(Q)d}L, then ¢ € LP (Q).

mv

(ii) If o € {T € Wh(Q)?: D*T = 0}", then o € L2, ().

pot

Proof. (i) First, we note that
eIl (Q) & UnUjp=Up foralycREAcRi=1,..,4d.

We consider ¢ € {D*¥: ¥ € leq(Q)d}l and we show that ¢ € LY (Q) using the above equiva-

lence. Let U = tpe; with ¢ € W4(Q) and i € {1,...,d}, which implies D*¥ = D). Then, by the
group property we have U_pe, 1) — ¢ = foh U_te; Df1pdt and therefore

h

h
<(Uhei¢ - ¢)¢> = <Q0(U—heiw - ¢)> = <30/0 UteiD;kwdt> :/0 <§0D:(Uftei¢)> dt.

Since U_te,tb € WH4(Q) for any ¢ € [0, h], we obtain (pD}(U_ze;1)) = (¢D*U_4,¥) = 0 and thus
Uhe,¢ = . Furthermore, for any y € R, we have ((Upe, Uy — Uy)th) = ((Une, 0 — @)U—ytb) = 0
by the same argument.

(i) In view of LY ((Q) = ker(D*)* (see (6.1)), it is sufficient to prove that {¢ € W4(Q)?: D*¢ =0}

is dense in ker(D*). This follows by an approximation argument as in [JKO12], Section 7.2. Let
¢ € ker(D*) and we define for ¢ > 0

Sﬁ’t(w) = /Rd pt(y)ﬁp(TyW)dy, where py(y) = e 4r .
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Then the claimed density follows, since ¢t € W14(Q)¢, D*ot = 0 for any ¢t > 0 and @' — ¢ strongly
in L9(Q)? as t — 0. The last statement can be seen as follows. By the continuity property of Uy,

for any € > 0 there exists § > 0 such that (|¢(7yw) — ¢(w)|?) < € for any y € Bs(0). It follows that
(= ol7) = | [ 100 ot = ot

< [ plo) () = ") dy
— /B pr(w) () — 9(w)[) dy + / pi(y) o (rye) — 9()[7) dy.

R4\ Bs

The first term on the right-hand side of the above inequality is bounded by ¢ as well as the second
term for sufficiently small ¢ > 0. O

Lemma 6.20. Let u. € LP(Q) ® WYP(Q) be such that u. 2w in LP(Q x Q) and eVu, 20 in
LP(Q x Q)L Thenu € LF_(Q) ® LP(Q).

mv

Proof. Consider a sequence v. = €7*(yn) such that ¢ € Wh4(Q) and n € C°(Q). Note that
Teve = epn and we have, for i =1,...,d and as € — 0,

</ 8iugv5dx> = </ ’Eaiuﬂ;vgdx> = </ ﬁ@iugawndaz> — 0.
Q Q Q

Moreover, it holds that 0;v. = T*(D;en + ep0;n) and therefore

</ aiugvsdx> = — </ ug@-vsdx> = — </ ue T (Dien + ap@m)da:>
Q Q Q

= - </ 7:3U€Di9077 + 57;“€¢6indw> .
Q

The last expression converges to — < fQ uDicpndx> as € — 0. As a result of this, (u(z)D;p) = 0 for
almost every z € @ and therefore u € LY (Q) ® LP(Q) by Lemma 6.19 (i). O

Lemma 6.21. Let u. be a bounded sequence in LP(Q) @ WP(Q). Then there exists u € LY () ®

WLP(Q) such that (up to a subsequence)
ue 2 uin LP(Q x Q), Puyvue 2 uin LP(Q x Q), PuyVue A Vu in LP(Q x Q)%
In particular, it holds that Ppyu. — u weakly in LP (Q) ® WhP(Q).

Proof. Step 1. We show Pyy o Tz = Tz © Py = Pav. The second equality holds clearly. To show
that Py o Te = Py, we consider v € LP(Q2 x Q), ¢ € L1(Q2) and n € L9(Q). We have

( / (PuTeo)en)de ) = { / (Teo) i ) = K f(ends) = { / (o)) ).

since the adjoint P of Py satisfies ran(P} ) C LL ().

inv ) inv

= pr

inv

where we use the fact that 7 P}

inv

The claim follows by an approximation argument since L7(£2) ® L9(Q) is dense in LI(2 x Q).
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Step 2. Convergence of Puyu.. Py is bounded and it commutes with V, and therefore

lim sup </ | Pinvue|? + ]V]Dinvug\pdx> < 0.
Q

e—0

As a result of this and with help of Lemma 6.11 (ii) and Lemma 6.20, it follows that Pjyu. 2y
and VPyus = w (up to a subsequence), where v € L (Q) ® LP(Q) and w € L! (Q) ® LP(Q)°.

Let ¢ € WH4(Q) and n € C2°(Q). On the one hand, we have, as ¢ — 0,

</Q(3i1%nvug)72*(son)d$> = </Q72(8if’invua)(son)dw> - </Qwis0ndw>-

On the other hand,

</Q(3¢anue)7;*(<ﬂ77)dx> = —é </Q(anua)(Di(pT])d{L’> _ </Q(Pinvue)(s08m)dx>.

The first term on the right-hand side vanishes since Pyyuc(-,2) € LY () for almost every z € Q

mv
and by (6.1). The second term converges to — < fQ vgp@md:c> as ¢ — 0. Consequently, we obtain

w = Vv and therefore v € L () ® WP(Q). Moreover, using Step 1, we have Ppyu. — u weakly
in LP. () @ WHP(Q).

mv
Step 3. Convergence of u.. Since u. is bounded, by Lemma 6.11 (ii) and Lemma 6.20 there exists
ue LP (Q)® LP(Q) such that u. 2 win LP(Q x Q). Also, Py, is a linear and bounded operator

mv

which, together with Step 1, implies that Pp,u. — u. Using this, we conclude that u = v. O

Proof of Proposition 6.14. Lemma 6.21 implies that u. 2 uin LP(Q x Q) (up to a subsequence),
Where u € LP (Q) ® WP(Q). Moreover, it follows that there exists v € LP(2 x @Q)? such that

mv

Vu: > vin LP(Qx Q)% (up to another subsequence). We show that y := v—Vu € LYo ()@ LP(Q).
Let ¢ € Wh4(Q)? with D*¢ = 0 and n € C2°(Q). We have, as ¢ — 0,

([ 5o Tetmasy = [ 7wy ([ voens). 0o

On the other hand,

</Q Ve - 7;*(9077)613:> — — </Qu€§d: T Dion + i) da >

=1

_ é </Q(72ue)(D*‘P’7)d$> — </Q(72ue)§;%8mdx>.

Above, the first term on the right-hand side vanishes by assumption and the second converges to
<fQ Vu - <p17> as ¢ — 0. Using (6.10), (6.9) and Lemma 6.19 (ii) we complete the proof. O

(6.10)

63



Proof of Lemma 6.16. For x € Ly (Q) ® LP(Q) and ¢ > 0, by definition of the space L} () ®
LP(Q) and by density of ran(D) in L} (), we find g5 = Zz‘:(l) @in? with ¢? € WhP(Q) and
n? € C>(Q) such that

X = Dgsllzraxqys < 6.

Note that we can choose gpf above so that gpf € L5(Q). This can be seen by a standard truncation
and mollification argument (see [BMW94, Lemma 2.2] for the L%-case) that we present here for
the convenience of the reader. For a given ¢ € WHP(Q), by density of L>®(Q) in LP(Q), we
find a sequence @i, € L>®(£2) such that ¢ — ¢ in LP(Q2). For a sequence of standard mollifiers
Pn € C'(?O(Rd), pn > 0, we define

g = / pn(Y)Uyprdy, ¢" = / pn(y)Uypdy.
R4 R4

It holds that ¢} € L>®(Q)NWP(Q), Dip} = [pa —0ipn(y)Uyprdy and D™ = [pq —0ipn(y)Uypdy =
fRd pn(y)UyD;pdy. Similarly as in the proof of Lemma 6.19 (ii), it follows that D¢" — D¢ in
LP(Q)? as n — oco. In the following we show that for fixed n € N, Do} — D™ in LP(Q) as
k — oo, which yields the claim (up to extraction of a subsequence k(n)). We have

(IDipy — Di™P) = <}/ —0ipn(y) (Uyor — Uyp) dy\ > c(n)(lpr — @) = 0 as k — oo,

where in the last inequality we use that 0;p, is compactly supported and L, and Jensen’s in-
equality. This means that in the definition of g5 above, we can choose Lpg € L) N Whr(Q).

We define gs. = £T. 1gs and note that 95 € LP() ® Wol’p(Q) NL*(Qx Q) and Vgs. = T, ' Dgs +
T 'eVgs. As aresult of this and with help of the isometry property of 7,71, the claim of the lemma
follows. m

Proof of Proposition 6.17. For x € Lpot(Q) ® LP(Q) we define G.x = v, as the unique weak solution
in W0 P(Q) to the equation (for P-a.a. w € Q)

= Ave(w) = =V (T 'x())- (6.11)

Above and further in this proof, we use the notation u(w) := u(w,-) € LP(Q) for functions u €
LP(Q x Q). By the Poincaré inequality and the Calderén-Zygmund estimate, we obtain

lve (@)lr(Q) < ellVve (@)l o@ye < el T x(w)llo(g)a

and therefore
[vellr(axq) < cllVvellraxgyr < clixllr@@xgye-

Using Lemma 6.16 with p = s, we find a sequence gs. € LP(Q) ® Wol’p(Q) such that

195, 0Ol r(axq) < €c(9d), 1ims(1)lp 17V 95:(x) — Xl Lr(ax@)a < 0
E—r

Note that v.(w) — gsc(w) € Wy P(Q) (for P-a.a. w € Q) and it is the unique weak solution to
~Ave(w) = g5 (W) = =V - (T x (W) — Vgse(w)).
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As before, we have
[ve = gsellrxq@) < cllVve = Vgsellzraxqyr < cllX — TeVsellLriaxgye- (6.12)
Therefore, using the isometry property of 7, we obtain

[ TeVve = Xllzrax@)r < [IVve = Vgsellrxgye + 17eV s, — Xl r(@x@)e
<cllx = TeVgsel raxq)e-

Consequently, first letting ¢ — 0 and then 6 — 0 we obtain that Vv, 2 x in LP(Q x Q)4.
Furthermore, using (6.12) we obtain that v, 2 0in LP (© x @) which completes the proof. O

7 Unfolding method and general remarks

In this section we present some general properties of the stochastic unfolding method. To keep the
discussion uncluttered, we discuss the continuum setting, however, most of the statements analo-
gously hold in the discrete case. In Section 7.1 we explain the stochastic unfolding procedure on
a standard example of convex minimization. Also, we discuss practical approximation schemes for
the effective problems in Section 7.2. In Section 7.3 we shortly discuss mean and quenched formu-
lations for equations with random coefficients. Finally, in Section 7.4 we discuss the implications
of the stochastic unfolding procedure in the particular periodic setting.

7.1 Homogenization of convex minimization

In the following we consider stochastic homogenization of convex integral functionals in the con-
tinuum setting. We refer to Section 8.1 for a similar treatment of the discrete case in the setting
of elasticity.

Let (Q,F,P,7) be a probability space that satisfies Assumption 6.1. Let p € (1,00) and @ C R?
be open and bounded. We consider an integrand V : © x Q x R? — R and the following set of
assumptions:

(A1) V(,-, F)is F ® L(Q)-measurable for all F' € R%.
(A2) V(w,x,-) is convex for a.a. (w,z) € Q x Q.

(A3) There exists ¢ > 0 such that
1
—|FP —c<V(w,z,F) <c(|F|P+1)
c
for a.a. (w,z) € Q x Q and all F € RY,
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We consider an energy functional & : LP(Q)) ® VVO1 P(Q) — R given by
E(u) = </ V(Tzwja:,Vu(w,x))da:>. (7.1)
Q €
As € — 0, we derive an effective functional & : (LY (Q) ® Wol’p(Q)) X (Lgot(Q) ® LP(Q)) — R,

Eo(u, x) = </Q V(w, z, Vu(w, ) + x(w,:r))d:r> : (7.2)

Note that this functional features a new corrector variable y and therefore we refer to & as the
two-scale effective energy.

Theorem 7.1 (Two-scale homogenization). Let p € (1,00) and Q C R? be open and bounded.
Assume (A1)-(A3).

(i) (Compactness) Let u. € LP(Q) ® Wol’p(Q) be such that limsup,_,q & (us) < co. There exist
(u,x) € (LY () ®W01’p(Q)) X (Lf)ot(Q) ® LP(Q)) and a (not relabeled) subsequence such that

e 2u mIP(QxQ), Vu. =Vu+y inLP(Qx Q) (7.3)

(i) (Liminf inequality) If (7.3) holds for the entire sequence, then

liminf & (us) > &(u, X)- (7.4)

e—0

(iii) (Limsup inequality) Let (u,x) € (LP_(Q) ® W, P(Q)) x (LF () ® LP(Q)). There eists a

mv

sequence us € LP(Q) ® Wol’p(Q) such that

U Suin LP(QxQ), Vue 2 Vu+ x in LP(Q x Q)% lin(l)&:(us) =&o(u,x). (7.5)
e—

Proof. (i) The Poincaré inequality and (A3) imply that u. is bounded in LP(Q) ® W1P(Q). By
Proposition 6.14 there exist u € LY (Q) @ W'P(Q) and x € L?  (Q) ® LP(Q) such that (7.3) holds.
Since Ppyue € P (Q) ® W,P(Q) and using that Pyyu. — u in L2 _(Q) ® W, P(Q) (see Lemma
6.21), we conclude that v € LY () ® W,P(Q) (cf. Remark 6.15).

(ii) The claim follows from Proposition 6.13 (iii).

(iii) The existence of a strongly two-scale convergent sequence u. € LP(£2) ® I/VO1 P(Q) follows from
Remark 6.18. Moreover, & (us) — &y(u, x) follows from Proposition 6.13 (ii). O

Corollary 7.2 (Convergence for minimizers). Let the assumptions of Theorem 7.1 be satisfied.
Let u. € LP(Q) ® Wol’p(Q) be a minimizer of E.. Then, there exist a (not relabeled) subsequence,
ue P ()@ W P(Q) and x € P, (Q) ® LP(Q) such that

v pot
ue > u i LP(Q2 xQ), Vue AVu+yx in LP(Q x Q)4, (7.6)
lim min & = lim & (u.) = & (u, x) = min &.
e—0 e—0
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Proof. The statement follows by a standard argument from I'-convergence: Since u. is a minimizer,
we conclude that limsup,_,q & (us) < limsup,_,(&:(0) < co. Hence, by Theorem 7.1 there exist
we LP ()@ W,P(Q) and x € L2, (Q) ® LP(Q) (and a subsequence) such that (7.6) holds and

nv pot

liminf & (ue) > &o(u, x).
e—0

Let (u,x) € (LY () ® Wol’p(Q)) X (Lgot(ﬂ) ® LP(Q)) be arbitrary. Then by Theorem 7.1 (iii)

mv
there exists a recovery sequence v, such that & (v:) = & (u, X), and thus

Eo(u, x) = ;1_% E(ve) > liIEn_}(I)lf E(us) = litgl_}ionf min & > &y(u, x).

This means that (u, x) minimizes &. Setting (u,X) = (u, x) yields & (us) = min&, — min&y =
80 (ua X) O

Remark 7.3 (Convergence for the entire sequence). If V(w,x, ) is strictly convex, the minimizer
of & ts unique and the convergence in the above corollary holds for the entire sequence.

Remark 7.4 (Continuous perturbations). We might consider the perturbed energy functional
Ze(-) = &)+ ey ) pa o with e 3 Lin LI xQ), where g = ;2. As in Corollary 7.2, minimizers
of I converge as in (7.6) to minimizers of (u,x) = Zo(u, x) := Eo(u, X) + (Puvl, ) 1q 10-

If we additionally assume that (-) is ergodic, the limit functional reduces to a single-scale energy
Ehom : WP (Q) = R, Enom(u) = / Vhom(z, Vu(x))dz,
Q

where the homogenized integrand Vj,om is given by

Viom(z, F) = inf  (V(w,z,F + x(w))), forz e R?and F € RY. (7.7)

XGLgot (Q)

Remark 7.5 (Quadratic case). If V has a quadratic structure, Viom as well admits a quadratic
form. Namely, we set V(w,z,F) = A(w)F - F with A € L™(Q,R¥X9) such that A(w)F - F > c|F|?

Sym
for P-a.a. w and oll F' € R?. Then the homogenized integrand Viom boils down to ApomF - F where
Apom € R4 45 given by

AT = (AW) (e + xi(w)) - ¢) s

2 (Q) is the solution to the usual corrector equation

where x; € L

(Aw) (e +x:(@)) - X(w)) = 0 for all X € Lpot ().
Theorem 7.6 (Ergodic case). Let the assumptions of Theorem 7.1 be in effect and (-) be ergodic.

1) Let us € LP(Q) Q@ W Lp Q@) be such that limsup,_.oE:(u:) < 0o. There exist u € W Lp Q) and
0 £—0 0
a (not relabeled) subsequence such that

U >u in LP(Q x Q), lim i(l)’lf E(ue) > Enom(u). (7.8)
e—
Moreover, (u:) — u weakly in WP(Q).
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(ii) Let u € Wol’p(Q). There exists a sequence u. € LP(Q) ® Wol’p(Q) such that

ue >u in LP(QxQ), (u)—u strongly in WHP(Q), li_l% E-(ue) = Epom(u).
£

Proof. (i) According to Theorem 7.1 (i) and (ii) there exist u € Wol’p(Q) and x € LV () ® LP(Q)
such that u. satisfies (7.3)-(7.4), up to a subsequence. Hence, it holds

lim inf & (ue) > Eo(u, X) = Enom (v).

Moreover, the convergence for (u.) follows by Proposition 6.14.

(ii) We notice that it is sufficient to show that for fixed u € VVO1 P(Q), there exists x € L (Q) ®
LP(Q) such that

Eo(u, x) = Enom(u).

Indeed, this implies the claim by the application of Theorem 7.1 (iii) for (u, x) (strong convergence
for (u.) follows by construction in Remark 6.18).

To show the above claim we apply a measurable selection argument (see Appendix A.2). First, we
define an integrand f : Q x Ly, (Q) — R, f(z,x) = (V(w,z, Vu(z) + x(w))). This integrand is
finite everywhere and for fixed x, f(x,-) is continuous, which follows using the growth conditions
of V by a standard Fatou lemma argument, cf. proof of Proposition 6.13. We fix x € Lf)ot(ﬂ).
The integrand V is a Carathéodory integrand as defined in Remark A.4 (if necessary, we tacitly
redefine it by V(w,z,-) = 0 on a set Q x @ of measure 0). As a result of this, the mapping
(w,z) — V(w,z, Vu(z) + x(w)) is integrable, for which we may use the growth assumptions of V.
Fubini’s theorem implies that z — (V(w,z, Vu(z) + x(w))) = f(x,x) is £(Q)-measurable. The
above statements imply that f is a Carathéodory integrand, which is also convex and therefore it
is a convex normal integrand (Remark A.4). As a result of this, Proposition A.7 (see Remark A.8)
implies

Ehom(u):/Q inf  f(z,x)dzx = inf (Q)/Qf(x,x(x))dx.

XELE () P (QeLr

The infimum on the right-hand side is in fact a minimum, that can be obtained by the direct
method of calculus of variations using the convexity and growth assumptions of V', and therefore
the claim follows. O

We consider problems with an additional strong convexity assumption and consequently obtain
that the whole sequence of unique minimizers of & converges strongly in the usual strong topology
of LP(Q2 x @) to the unique minimizer of o, .

(A4) For a.a. (w,z) € Q x Q, V(w,z,-) is uniformly convex with modulus (-)P, i.e., there exists
¢ > 0 independent of w and x, such that for all F,G € R% and t € [0, 1]

V(w,z,tF + (1 -t)G) <tV (w,z, F)+ (1 —t)V(w,z,G) — (1 — t)tc|F — GP.

Proposition 7.7 (Strong convergence). Let the assumptions of Theorem 7.6 and (A4) hold. &
and Enom admit unique minimizers u. € LP(Q) ® Wol’p(Q) and u € Wol’p(Q), respectively. We have

ue = u  strongly in LP(Q x Q), Vue 2 Vu + x in LP(Q x Q)d,
where x € Lgot(Q) ® LP(Q) is uniquely characterized by
Vhom (2, Vu(x)) = (V(w, z, Vu(z) + x(w,x))) for a.a. x € Q. (7.9)
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Proof. The uniqueness of minimizers follows by the uniform convexity assumption on the integrand
V. Corollary 7.2 implies that there exists y € Lpot(Q) ® LP(Q) and a subsequence such that u. EN u,

Ve 2 Vu+ x and lim._,o & (u:) = Eo(u, x). Moreover, analogously as in the proof of Corollary
7.2, Theorem 7.6 implies

lim & (u:) = Epom (u).
e—0

This results in Eom (1) = Eo(u, x) and since Vo (2, Vu(z)) < (V(w, z, Vu(z) + x(w, x))), it follows
that y satisfies (7.9). For (u, x), we find a strong two-scale recovery sequence v, € LP(2) ®WO1 P(Q)
using Remark 6.18. We have

[ Teue — U”Lp(QxQ) + | 7:Vue = Vu — X||Lp(QxQ)d (7.10)
< [[Teue - 7;/U€||LP(Q><Q) + || Teve — UHLP(QxQ) + [|TeVue — 7;VUEHLP(QxQ)d
+ [ 7:Vve — Vu — XHLP(QXQ)d

The second and fourth term on the right-hand side vanish in the limit € — 0. In the following we
show that the third term also vanishes, which implies that the first term as well tends to zero using
the Poincaré inequality. We use (A4) to obtain

c c 1 1 1
1||7;VuE — Evvi”i?((}x@)d = ZHVUE VUEHLP (QxQ)d 555(05) + 555(%) — & <2(u5 + vs)>

Since u. is a minimizer, the right-hand side is bounded by 3&.(v.) — 3€(u.) that vanishes in the

limit by the properties of u. and v.. We conclude that wu. 2 uin LP(Q x Q) and Vu, 2 Vu +x
and since T.u = w it follows that u. — wu strongly in LP(Q x Q). O

Remark 7.8 (Alternative assumption). We remark that in the case p € (1,2), condition (A4) is
not favorable, since even the model ezample V(w,x, F') = |F|P is not uniformly convex, see [Xu91].
An alternative approach for obtaining strong convergence, that also applies in the general case
p € (1,00), could be based on the (weaker than (A4)) assumption of strict convezity of V(w,x,-)
and the general principle developed by Visintin in [Vis84]. In particular, for a minimizer u., we have

the weak convergence T:Vu. — Vu+x, on the other hand, it also holds that <fQ V(w,z, 7}Vu€)> —
<fQ V(w,z,Vu + X)> In this respect, [Vis84, Theorem 3] implies that T-Vu. — Vu + x strongly
in LP(Q x Q)¢, which also entails ue. — u strongly in LP(Q x Q) (cf. (7.10)).

Remark 7.9 (Periodic boundary conditions). The above results are not restricted to Dirichlet

boundary conditions, e.g., we may consider periodic boundary condztzons that we discuss as follows.
In particular, we set Q = O and we define the energy 5 Q) ® T/Vper av(d) = R,

E.(u) = </D Virew,z, Vu(w,:c))d:v>,

where W;éﬂav(D) = {u e WP(RY) : w is O-periodic, Jou(z)de = O} is the space of periodic and

loc
average-less functions, in fact, we identify Wgéﬂav(D) with a closed subspace of W1P(O). If the
assumptions of Proposition 7.7 hold, then the unique minimizer u. of & satisfies

ue = u  strongly in LP(Q x O), Vu, 2 Y+ x in LP(Q x D)d,
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where u € I/Vper av(0) is the unique minimizer of ghom : Wper av(0) = R,

Ehom /Vhom x, Vu(x))dzx.

Also, x € L}, (Q) ® LP(D) is uniquely characterized by the formula
Vhom (2, Vu(x)) = (V(w, z, Vu(z) + x(w,x))) for a.a. x € O.

These statements are obtained analogously as in Proposition 7.7 with two slight modifications that
we point out here. First, the compactness statement in Theorem 7.1 (i) has to be modified. In
particular, if a sequence ue € LP(Q) @ Wpik . (D) satzsﬁes limsup,_,o & (us) < oo, then we can
extract a subsequence and functions (u,x) € (L¥ () ® Wper av(0)) X (Lgot(Q) ® LP(D)) such that

u 2w in LP(Q x O), VUEE\V’U,—I—X in LP(Q x O)4,

In particular, this follows analogously as in Theorem 7.1 (i) with the help of Proposition 6.14 and
using the fact that Ppyu. € LY (Q)@Wper av(3). Second, for such limit (u, x), the recovery sequence
from Theorem 7.1 (iii) has to be slightly modified. In particular, we consider the construction ue
from Remark 6.18 and we define the recovery sequence as ve(w, x) := u.(w, z) — [ us(w, y)dy which

is periodic and average-less by construction and satisfies the analogues of the strong convergences

(1.5).

Remark 7.10 (Comparison with other methods). The treatment of integral functionals is a well-
studied topic in stochastic homogenization and the results that we present above are not new,
however, the proposed argumentation using stochastic unfolding presents very simple alternative
proofs. In particular, previous results typically rely on the subadditive ergodic theorem (see, e.g.,
[DMM86, NSS17]) or on the notion of quenched stochastic two-scale convergence (see [HN17]).
The analysis via unfolding is less involved than these methods since it merely relies on weak I.s.c.
of conver l.s.c. functionals and weak compactness properties of “unfolded” sequences in LP(€2 x Q).
On the other hand, we remark that the method we present yields a convergence result in the topology
of LP(2 x Q), that is typically weaker than results obtained using other procedures, e.g., the anal-
ysis based on the subadditive ergodic theorem (e.g., [NSS17]) yields convergence for every typical
realization of the medium and it even allows to consider nonconvex functionals. We also refer to
a recent study [BSS17] for an investigation of homogenization of nonconver integral functionals by
a two-scale I'-convergence approach. Convex integral functionals were also treated in the setting
of coupled periodic and stochastic homogenization in [SW11b] with the help of stochastic two-scale
convergence in the mean from [BMW9/4]. However, despite the equivalence of convergence notions
(cf. Remark 6.10), the stochastic unfolding method differs from the analysis based on stochastic
two-scale convergence in the mean. In particular, stochastic unfolding is based on the transforma-
tion of “rapidly-oscillating” to “mildly-varying” problems via formula (6.4), and, in this respects,
extends the idea of the periodic unfolding method to the random case (cf. Section 2).

7.2 Representative volume element approximations

Typically, in stochastic homogenization the derived deterministic effective coefficients are described
by formulas which are not easily accessible for standard numerical analysis. For example, in Section
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7.1, even in the linear ergodic case from Remark 7.5, the homogenized integrand Ayqm is defined

through an equation on the probability space: Find x; € Lf,ot () such that

(A(ei+x:)-X) =0 forall Y € L2,,(Q). (7.11)

Q is typically an infinite-dimensional space and for this reason the standard finite element approach
is inadequate. Also, (7.11) admits a PDE counterpart, in particular, the function ¢;(w,-) € H} _(R?)
that satisfies the relation Vo;(w,z) = x;(7zw) presents a distributional solution to the following
equation, for P-a.a. w,

— div (A(1pw) (e; + Vi(w,-))) =0 in R% (7.12)

For conditions which grant uniqueness of solutions to this equation, see, e.g., [Neul7, Section 2.2].
Nevertheless, (7.12) is a usual PDE, however, we need to solve it on the entire space R?, which is
impossible.

The above described difficulties require the development of approximations for the homogenized
quantity Apom and respectively for (7.11). A standard approach to this problem is the so-called
representative volume element (RVE) method , which we briefly discuss in the case of an elliptic
equation in an ergodic environment. For detailed studies, we refer to [Owh03, BP04, EGMN14]
and the references therein.

We consider the following equation accompanied with homogeneous Dirichlet boundary conditions:
_div (A(Tgu))VU) = f, (7.13)

where A is given as in Remark 7.5 and f € L?(Q). The homogenized equation takes the form
— div (ApomVu) = f, (7.14)

where Aﬁjm = (A(e; + xi) - €j) and x; solves (7.11).

In the RVE method, in equation (7.13) the coefficient field A(7Tzw) is replaced, e.g., by its peri-
odization on a large set, say LO where L > 1. In particular, we set A (w,z) = A(m,w) on LO and
periodically extend it to R, and we consider the following equation

— div (AL (w, g) Vu) = f. (7.15)

For P-a.a. w, this equation fits into the setting of periodic homogenization theory, which in the
limit € — 0 yields the following homogenized coefficient Apom 1.(w) € Rdxd,

Ailjom,L(w) = o AL(wa l‘) (ei + v@i((&), l’)) . edeC,

where ¢;(w,-) € H}

per(LO) is the periodic corrector satisfying

—div (Ap(w, z)(e; + Vi) =0 in RY. (7.16)

In particular, Apom,r, is used as a proxy for Apom. Anom,r is still random, yet suitable for com-
putational purposes since for P-a.a. w, (7.16) is a standard elliptic PDE with periodic boundary
conditions. In this case, the RVE method is also called the periodization (in space) method. Note
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that (7.16) may be equipped with other boundary conditions, e.g., homogeneous Dirichlet condi-
tions, i.e.,

—div (Ar(w,z)(e; + Vi) =0 in LO,

. (7.17)
©i=0 onoLO.
This choice yields another proxy coefficient Khom’ 1(w) € R¥4 given by
g;jom (W) :][ Ap(w, ) (e + V@i(w, x)) - ejdx. (7.18)
' LO

We refer to [BP04] for a detailed discussion on different admissible choices for the boundary condi-
tions. Based on usual elliptic homogenization strategies, in [Owh03, BP04] it has been shown that
for P-a.a. w € (),

Anom. (@) = Anom,  Anom.r(w) = Apom  as L — oo. (7.19)

This implies pointwise P-a.e. convergence for the solutions of the corresponding elliptic equations.
We present a simple alternative argument for these convergences in a different topology that is based
on stochastic unfolding and avoids the use of Birkhoff’s pointwise ergodic theorem, we merely use
von Neumann’s mean ergodic theorem. We use the following lemma in our applications in Section
9.1.1, where we consider approximations for effective Allen-Cahn type equations.

Lemma 7.11 (Convergence of approximations). Let (-) be ergodic and A € L>®(Q,R¥Xd). We

Sym

assume that there exists ¢ > 0 such that A(w)F - F > ¢|F|? for P-a.a. w and all F € RY. Then:

(i) Ahom,r and ghom’L are bounded sequences in LW(Q,ngXrg) and there exists ¢ > 0 such that

Apom p(W)F - F > ¢|F|?,  Apomp(W)F-F >¢|F|* for P-a.a. w, all F € R? and all L > 1.

(ii) If L — oo, then

Apom,, = Anom  Strongly in L2 ()34, Ehom,L — Apom  strongly in L*(Q)¥?.  (7.20)

Despite being weaker than (7.19), the convergence statements (7.20) already imply
ur, — u  strongly in L*(Q x Q),

where u € H}(Q) and uy, € L*(Q)®HZ (Q) are the solutions of the elliptic equations with coefficients
Apom and Apom , (or Anom,r.), respectively.

Proof of Lemma 7.11. (i) First, we consider ghom,L- We denote by ¢; 1 € L*(Q) ® Hi(LDO) the
unique solution to (7.17). As discussed in the following Section 7.3, w — ¢; (w,-) is indeed a
measurable mapping. Standard a priori estimates for this equation imply that for P-a.a. w,

1
][ |Z¢LL(W7$)|2 + Vi L (w,z))*dz < c,
Lo
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where ¢ > 0 is independent of w and L. Here we use the fact that Ap(w,r) = A(7,w) on LO. As
a result of this, it follows that Apem,z, is a bounded sequence in LOO(Q)dXd. Symmetry of Apom,r,
follows using symmetry of A. For an arbitrary F € R?, using equation (7.17) we have

d d
ghom,L(w)F - F = A(Tpw) <F + Z F,’chi,L(w,x)> . (F + ZEV%,L(UJ, x)) dx
Lo

i=1 =1

d
> c][ |F + ZFngpi,L(w,:c)Fdx
LB i=1
> o F?,

where the second line is obtained using positive-definiteness of A and the last inequality follows
by Jensen’s inequality and by the fact that Vi, 1 is average-less. The properties of Apom, 7, follow
analogously.

(ii) First we show that jhom’L — Apom. We fix i € {1,...,d} and drop it from the notation. We
use the notation € := 7 and we set ¢.(w, z) := T¢r(w, Lz), where ¢, is the solution to (7.17). A
change of variables z ~~ % in (7.17) implies that ¢, € L*(2) ® Hj(O) is the unique solution of the
minimization problem

win (0 = ([ Alrz) e+ Vi) - e+ Vgl ) ).

pE LA QB H(O

For this &, with p = 2 the assumptions of Proposition 7.7 are satisfied and it follows that
</ Vo — T_ex — Vu|2da:> = <\’7;Vg05 — X — Vu]zdx> — 0, (7.21)
O

where (u, x) is the unique minimizer of (u, x) — ([ A(w) (e; + Vu+ Xx) - (e; + Vu + x) dz). Yet,
it can be easily seen that the latter functional admits the minimizer (u, x) = (0, x;) where x; is the
solution to (7.11). Furthermore, we estimate

<|Zhom,L(w)6i - €j — Ahome€; - 6j|2>

= (| | Alrzw)(ei + Vee) - ejdz — Apome: - e (7.22)
(/ )

IN

2 <‘ / A(rzw)(e; + Ve) - ejda — / A(rzw)(ei + T-exi) - ejda;|2>
o o
+2 <‘ / A(rzw)(e; + T_eXi) - ejdr — Apome; - €j‘2> . (7.23)
O £

By Jensen’s inequality and by boundedness of A, the first term on the right-hand side may be
bounded by ([ |[Ve. — T_cxi|?dz) that vanishes in the limit ¢ — 0 by (7.21). Note that w
A(w)(e; + xi(w)) - ej is an element of L2(2). Consequently, von Neumann’s ergodic theorem, see
Remark 6.3, implies that the second term as well vanishes. This proves the claim for ghom’ L-

The convergence Apom,r, — Anom follows analogously as above using Remark 7.9. O
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Remark 7.12 (Variance reduction). We remark that the random objects Anom,, and Zhom, L may
have a large variance, which is an issue for practical purposes. A consideration of Monte Carlo type
approrimations, i.e., %Z?Zl Avom,1(wi) with different realizations w; € §2, reduces the variance by
a factor % In particular, specific criteria for the choice of the considered realizations yield an even
better variance reduction as it is discussed, e.g., in the studies [BCLBL12, Fis18].

Periodization in law

An alternative to the above described method is the so-called periodization in law strategy. In this
procedure, instead of periodizing the coefficients of the equation in the physical space variable (cf.
(7.15)), their probability law is periodized. For detailed studies, we refer to [KFG*03, GNO15,
EGMN14, DG16] . We explain this concept on the example of a correlated checkerboard structure
from Example 6.6.

We first briefly recall the setting from Example 6.6. We consider a bounded set €2y C ngxnﬁl and we

assume that there exists ¢ > 0 such that AF - F' > ¢|F|? for all A € Q and all F € R?%. Also, we
equip ¢ with a g-algebra Fy and a probability measure FPy. We consider the probability space

(2 F,P) = (9" © 0. 85070 © L(04), 020 Py @ dy ) (7.24)

equipped with a shift 7, : Q@ — Q given by 7w = (w1(-+ |y + 2z]),y + = — |y + z]). Here, we see
a realization w € Q as a pair (w1,y) where wy : Z¢ — Qg and y € O4. We consider an integer
parameter L > 1 (up to slight modifications below it may be chosen to be real). We define the
periodization mapping 7y, : Q@ — £,
TLW = (%Lwl, y),

where 7wy : Z¢ — Q is defined by Trw;(x) = wi(z) in LONZ? and we periodically extended it to
the entire Z¢. 7, is a measurable mapping and its push-forward is the probability space (Q, Fr, Pr)
with a measure Pj, that concentrates on LO-periodic fields. To make the difference clear, we will
denote this space by (1, Fr, Pr). On this space we can define a shift 7 analogously as before and
in this way the probability space (2, Fr, P, 7) satisfies Assumption 6.1. However, this space is
not ergodic since even on large distances the realizations are strongly correlated by periodicity.

In the periodization in law method, the coefficient A(7zw) in equation (7.13), where w is sampled
w.r.t. P, is replaced by A(7z7rw). This is equivalent to the consideration of the equation

—div (A(Tgw)Vue) = f, w € Qp being sampled w.r.t. the new measure Pr. (7.25)

We remark that for Pr-a.a. w € Qp, z — A(7,w) defines an LO-periodic coefficient field. Conse-
quently, the periodic homogenization theory yields an effective coefficient Apom,r(w) € R4 for
Pr-a.a. we Qp,

Z;fom’L(w) = A(ryw) (e + Vg, (w, ) + &) - ejdz,
Lo
where @;(w, ) € H;;er(LD) is the periodic corrector which solves, for Pr-a.a. w € Qp,

—div (A(1,w)(e; + V@, (w, ) = 0.
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In particular, using the specific structure of the space (2, Fr, Pr), the above definition may be
equivalently rephrased as (we re-use the same notation): for P-a.a. w € €2,

Zii)m,L(“‘)) - Lo A(rpmrw) (e + Vg (w, z)) - ejdz, (7.26)

where @(w, ) € H}.(LD) is the periodic corrector which solves, for P-a.a. w € €,
— div (A(mpmrw) (e + V@;(w,-))) = 0. (7.27)

The coefficient Apom 1 (w) may be computed by usual finite element approximations and it serves
as an approximation for Ay, for large L.

Remark 7.13 (Comparison to periodization in space). We remark that in general the periodization
in space Ar(w,z) from (7.15) and the periodization in law A(tymrw) do not coincide. However, if
we deal with an i.i.d. checkerboard structure, e.g., A(w) = w1(0), then the two periodizations are
equal and we have Apom,1, = Zhom,L' Also, we note that periodization in law defines a coefficient
field that is stationary w.r.t. shifts in the space (U, Fr, Pr,T), whereas the periodization in space
18 mot necessarily stationary. In this respect, we may apply the stochastic unfolding procedure to
the problem (7.25) to obtain an equivalent probability space characterization of Zhom,L given by

=i

A}fom7[, = Py (A(ez + Xz) : e]) ;

p

pot (§21) solves the corrector equation

where x; € L

A(w)(ei + xi(w)) - X(w)dPr(w) =0 for all X € Ly ().

pot
Qr,

In particular, it holds that fQL ihom’L(w)dPL(w) = fQL Apom, 1 (w)dPr(w).

Similarly as before, we may also replace the boundary conditions in (7.27) with homogeneous
Dirichlet conditions, i.e., we may consider for w € €,

‘Z{il];)m,L(w) - Lo A(TxﬁLw)(ei + vai(w’ .Z')) ) ejdw’ <728)

where $;(w,+) € H}(LO) is the Dirichlet corrector which solves, for P-a.a. w € (,

—div (A(mpmrw)(e; + V@i(w,+))) =0 in LO,

7.29
@i(w,-) =0 on JLO. (7.29)

In the following, we consider a particular choice for the coefficient A and we show that both Zhom, L
and Apom,7, approximate Apop in the limit L — co. In particular, we assume that

Aw) = (prw1)(0) = Y p(=2)wi(2), (7.30)
2€74
where p € L'(Z?) such that p # 0 and p(z) > 0 for all z. In a similar setting, in [EGMN14] it
is shown that Zhom, L(w) = Apom for P-a.a. w as L — oo. In the following lemma we show the
(weaker) strong convergence in L?(£2)?*? that is based on Lemma 7.11 which relies on the stochastic
unfolding procedure. The proof is similar to the proof in [EGMN14] and relies on the comparison
of Apom,. (resp. Ahom,r) and Apom,r, (resp. Ahom,rL)-
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Figure 7.1: The following diagram e—0

briefly illustrates the approximation (A(Tew), (-)p) | =mmemmmremmmmzemnes > | Anom
strategies described in this section. \ i

We discuss all but the left conver- : E

gence L — oo. However, for fixed i L — o0 i L —o0

€, by similar argumentation as in
Lemmas 7.11 and 7.14, it may be

. x _
shown that the proxies Ar(w, %) and (A (w, - ), ()p) -0 Apomss Anoms
A(Tew) (sampled w.r.t. Pr)approx- |~ | - """ -
imate A(7zw) (sampled w.r.t. P) in — N
the limit L — oo. (A(TLW)‘ <'>PL) Ahom,Ls Ah()m,L

Lemma 7.14 (Convergence of approximations). Let (2, F, P) be the probability space given in
(7.24). We consider A € L®(Q;RD) defined by (7.30). Let Anom.r. and Apom.r be defined by

Sym

(7.26) and (7.28), respectively. It holds, as L — oo,
Apom, — Anom  strongly in L2 ()44, Xhom,L — Apom  strongly in L*(Q)%<4.

Proof. We show below that ghom I, — Apom In two steps and the convergence Zhom, L — Anom
follows analogously. In particular, the first step is independent of the corrector equation. The
second step relies on Lemma 7.11 (ii) and Meyers’ estimate which holds for both the Dirichlet and
periodic correctors.

Step 1. We show that for an arbitrary q € (1,00), it holds:

E,(L) = <][LD |A(rymrw) — A(W)\qu> 50 as L — .

For K > 0, which we specify later, we set px = 1gnzap and prest,k = p — pr. We estimate for
P-a.a. w= (w1,y),

][LD |A(Tpmrw) — A(Tpw)|%dx
- ][Lmup*ml)mm)—<p*w1><ty+xJ>\Qda:

< c][LD | (prc * (w1 —w1)) (ly +33J)|qd:v+c]€m | (prest.ic * (Frwr —w1)) (ly + z))|%dz.

Since Qg was chosen to be a bounded set in R?*4 it follows that 7w and w; are uniformly bounded
in L*° (independently of L and the realization w). As a result of this, the second term above may

q
be bounded by ¢ (ZzeRd\KDﬂZd \p(—z)\) that vanishes in the case that K — oo. The first term
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is treated as follows. We assume that K < L and we compute
F Hosex (T = w0) (ly + a))*da
LD

1 ~ q
= Ld/LD\(L—K) ‘ Z p(—=2) (Trwi(z + |y + z]) —wi(z + Ly—i—xj)ﬂ dx

O ekonzd
1 ~
s [ s Gl lybal) et Ly ) e
(L-K)O d
ze KONZ

The second term is 0 since in the considered domain, 7zw; and w; coincide. Since p € L'(Z?) and
by boundedness of wq, the second term may be bounded by C‘LD\%i;K)D‘. If we set, e.g., K = L%,
the last expression vanishes in the limit . — co. These observations imply that for P-a.a. w,

][ |A(Tpmw) — A(Tpw)|9de — 0 as L — oo. (7.31)
Lo

The dominated convergence theorem implies that E,(L) — 0.

Step 2. We show that ghova — A\hom,L — 0 in L2(Q)P? which implies Ehom,L — Apom using the
triangle inequality and Lemma 7.11 (ii).

We consider levhom,L from (7.18). We fix i € {1,...,d} that we drop from the notation and we
consider the Dirichlet correctors ¢y, and @y, the solutions to (7.17) and (7.28), respectively. We
estimate,

<|*A\hom,L(W)ei c€j — Avhom,L(w)ei : €j|2>

= <‘ A(rymrw)(e; + VoL (w, 2)) - ej — A(Tpw) (ei+V¢L(Wax))‘€jd‘T‘2>

< <> ) — Alraw)) ;- ejd$!2> e <’ g AlTemLe) = A(rs)) VoL 6jd$!2>
+e <\][LD A(row) (VP — VEL) - ejdg;\2>

< cEy(L)+c <]1LD \Vor — V@ledx> : (7.32)

where in the last inequality we bound the second term by Fs(L) using the standard a priori estimate
£ o |V@L|?dx < c for equation (7.29), which is independent of w. In the following, we show that

the last term in (7.32) is bounded by ¢ (EQ(L) + (Eq(L))§> for some ¢ € (1, 00), which concludes
the proof using Step 1.

Using the positive-definiteness of A(7,mrw), we obtain

<][LD V&L - VsZL2dx> < <][ A(rymrw) (Y@L — V3L) - (VoL — VéL) dm>

I
/\

][L (ramiw) — A(rw)) e <v¢L—v¢L>daz>

~(f (Alrmsi) ~ A(r0)) Vo (Vr - Vor)de ).
L0
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where the last equality follows by testing equations (7.17) and (7.29) with ¢, — ¢1. Using Young’s
inequality, the above inequality yields

<][L\:| VL - v&L|2dx> sc¢ <][LD |A(Taw) — A(Temrw)|* + | (A(Tew) — A(Temrw) pr’L|2dx> :

The first term is cE2(L). We bound the second term with the help of Meyers’ theorem. In particular,
[Mey63, Theorem 1] implies that there exists some p > 2 such that (f,  |[V@p[Pdz) < c. Therefore,

by the application of Holder’s inequality with exponents (%, q= z% to the second term, it may

be bounded by c(qu(L))%. This concludes the proof. O

7.3 Mean vs. quenched homogenization

In this section we compare mean and quenched formulations of PDE and minimization problems
with random coefficients, and we discuss the corresponding homogenization results. We explain
the concepts of mean and quenched formulations on an example from Section 7 (see also Remark
1.2). In particular, we call the problem of minimization of

E: Lp(Q;WoLp(Q)) - R, Eu) = /Q/QV(T:w,a:,Vu(w,a:)) — f(w,2)u(w, z)dzdP(w) (7.33)

a mean formulation since the realization of the random medium w € € is considered as a variable of
the problem and the functional features an integral over €). On the other hand, in the corresponding
quenched formulation we consider the following parametrized minimization problem: For P-a.a.
w € ), minimize

EY: W&’p(Q) —R, &u)= /QV(Tzw,x,Vu(m)) — f(w, z)u(x)dx, (7.34)

where w € () is considered as a parameter in a deterministic problem. Typically, homogenization
results for problems in the mean formulation yield convergence in the topology of LP(£2 x Q)
(cf. Proposition 7.7 and the discussion in Section 1), whereas quenched homogenization implies
convergence of the solution for P-a.a. w € Q in LP(Q) (cf. Remarks 1.2 and 7.10 and references
therein). Also, the homogenization approaches for the two formulations are different: Quenched
results usually rely on some individual ergodic theorem such as the subadditive ergodic theorem
from [AKS81]. In particular, in the setting of two-scale convergence the notion of quenched stochastic
two-scale convergence is developed in [ZP06] (see also [MPO07, Fag08, Heill]) based on Birkhoff’s
ergodic theorem. Homogenization for problems in the mean formulation is usually based on the
weaker von Neumann’s ergodic theorem or on the use of stochastic two-scale convergence in the
mean from [BMWO94]. The stochastic unfolding method that we propose is also suited for problems
in the mean formulation.

In this section we discuss the following questions regarding the comparison of the two formulations:

(i) Can we identify the minimizers of the mean and quenched functionals (7.33) and (7.34)7 In
the case that both £ and £“ admit unique minimizers, it follows that for P-a.a. w they
coincide; the corresponding discussion is given in Section 7.3.1 below.
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(ii) Can we identify solutions of mean and quenched formulations of evolutionary gradient sys-
tems? Similarly as for minimization problems, if uniqueness is available, we may identify the
corresponding solutions. We discuss this also in Section 7.3.1.

(iii) Does homogenization in the mean and quenched formulations yield the same effective prob-
lem? We discuss this question on the example of general random functionals in Section 7.3.2.

(iv) Can we relate stochastic unfolding (resp. stochastic two-scale convergence in the mean) to
the notion of quenched stochastic two-scale convergence? We discuss briefly this question in
Section 7.3.3.

7.3.1 Equivalence of formulations

In order to answer questions (i) and (ii), we first consider this problem from an abstract viewpoint
on general random functionals.

Throughout this section we assume that (2, F, P) is a complete and separable probability space.
We consider a separable Banach space Y with dual space Y*. Let p € (1,00). We consider the
following family of integral functionals parametrized by w € €Q:

¢ :Y - RU{oo} (quenched)

and the corresponding averaged (mean) functional
Z:LP(Y)=>RU{0}, Z(y) = / Z%(y(w))dP(w). (mean)
Q

We assume the following;:

B1) The mapping Q2 x Y — RU {00}, (w,y) — Z¥(y) is a normal integrand (see Definition A.3).

(
(
(B3) There exists y € LP(Q,Y") such that Z(y) < oo.
(

)

B2) There exists ¢ > 0 such that for P-a.a. w € Q, Z%(y) > % Hy”f, —cforallyeY.
)
)

B4) For P-a.a. w € (), 7% is strictly convex.

In particular, (B1)-(B2) guarantee that the mean functional Z is well-defined. Also, if we assume
(B1)-(B3), Theorem A.7 implies that (see also Remark A.8)

/Qyuel}f/I (y)dP(w) = yGLlZ}gZ;Y) Z(y). (7.35)

If we additionally assume (B4), then the minimizers y* and y of, respectively, Z% and Z are unique
and we have
vy =y(w,:) for P-a.a. we Q. (7.36)

In the following, we illustrate the effects of this simple abstract argument on the specific equations
that we consider later in the applications.
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Convex minimization

We consider the setting from Section 7.1. Let V : Q x Q x R? — R satisfy (A1)-(A3) and V(w, z, )
be strictly convex for a.a. (w,z). We consider f € L(Q; LY(Q)) with ¢ = ]%. We define £“ and
E by (7.34) and (7.33), respectively. Under these assumptions, we have the following:

Lemma 7.15. Let u¥ and u denote the unique minimizers of £ and &, respectively. Then, it

holds

w

u’ =u(w,-) for P-a.a. w € Q.

Proof. We may set Y = Wol’p(Q) and 7% = £“ which satisfies (B1)-(B4). As a result of this, (7.35)
and (7.36) imply the claim. O

This observation extends to the case of functionals defined on a discrete physical space which we
consider in Section 8.1.

Rate-independent systems

In the following we discuss equivalence of mean and quenched formulations for ERIS (see Section
3 for the general theory).

In particular, we consider a separable Hilbert space Y. The quenched formulation of the ERIS is
given in terms of the following parametrized functionals

RY:Y — [0, 00], (dissipation)

1
EY [0, T xY =R, &%ty = 5 A%y, Y)ys y — (9 (), Y)yey - (energy)

The mean formulation of the ERIS is given in terms of the state space L*(Q;Y) and the corre-
sponding mean functionals:

R:L*(Q;Y) = [0,00], R(y) = /QRw(g)(w))dP(w), (dissipation)
E:[0,T] x L*(Y) =R, E(t,y) = /QE“’(t,y(w))dP(w). (energy)

We assume that the mappings (w,y) — R*(y) and (w,y) — E¥(t,y) for all ¢t € [0, T, define convex
normal integrands. This implies that the mean functionals are well-defined. We also assume that
the systems (Y, £¥, R¥) (for P-a.a. w) and (L*(€;Y), &, R) satisfy the assumptions of the existence
and uniqueness Theorem 3.5 (such that the ellipticity ratio of A is independent of w). We denote
by S¥(t) and S(t) the sets of stable states of these systems. Under these assumptions, we obtain
the following:

Lemma 7.16. Let | € C1([0,T], L*(Q;Y)) and y° € L?(;Y) be such that y°(w) € S¥(0) P-a.e.
and y° € S(0). We denote by y* € CUP([0,T),Y) the unique energetic solution to the ERIS
(Y, E¥, R®) with initial datum y°(w) and by y € C¥P([0,T], L3(Q;Y)) the unique energetic solution
to the ERIS (L2(Q; Y),E,R) with initial datum y°. Then, it holds, for all t € [0,T] and P-a.a. w,



Proof. Tt is sufficient to show that for a.a. ¢t € [0,7], the mappings w — y*(t) and w — y*“(¢)
are (F,B(Y))-measurable. Indeed, if this holds, we may integrate over  the equivalent local
formulation (Ejpc)-(Sioe) from Remark 3.3 of (Y, E“, R¥), with test functions of the form w — y(w)
in (Siec). As aresult of this, it follows that (¢,w) — y“(t) can be identified with the unique energetic
solution of the system (LQ(Q; Y), €&, R)

To show the above measurability, we recall the time-discrete approximation scheme for the system
(Y, &Y, R¥) from [Mie05] that is, in fact, the basis of the existence result Theorem 3.5. In partic-
ular, we consider a partition {¢;} ,, of the interval [0, 7] and we consider the time-incremental
minimization algorithm:

i=1,...,

i (w) = 4" (),
yhi(w) € Argmin (E“(ti,y) + R¥(y — yli-1) .y € Y), i=2,..,n

If we set p = 2 and Z%(y) = E¥(t2,y) + R¥(y — y°(w)), then the assumptions (B1)-(B4) are
fulfilled. As a result of this, (7.35) and (7.36) imply that w — yf2(w) is an (F, B(Y))-measurable
function. Iteratively, we obtain that for each i € {1,....,n}, w + y%(w) is measurable. We denote
by yn(w) : [0,T] — Y the piecewise constant interpolation of {y%(w)}. In [Mie05, Theorems 2.1
and 4.3] it is proved that for all ¢ € [0,T], y,(w)(t) — y*“(t) P-a.e. as n — oo. In this respect, we
conclude that for each t € [0,7T], w — y“(t) is (F, B(Y))-measurable. Also, the time-derivative is,
in fact, a pointwise a.e. limit of difference quotients, i.e., §(t) = lims_o 5 (y*(t + ) — y*(t)) for
a.a. t. As a result of this, w — ¢* is also measurable and with that, the proof is done. O

We treat systems of the above form later in the applications, cf. systems (Yz, &, Re), (Y1,€r, R1)
in Section 8.2 and (YE, &7, Rg), (Yap, €1, R1) in Section 8.3. In particular, we always consider mean
formulations. However, the above discussed equivalence with the quenched formulation is essential
for practical purposes for the approximations of effective systems that we consider, cf. Remarks
8.16 and 8.24.

Gradient flows

In this section we briefly discuss the equivalence of mean and quenched formulations for gradient
flows in the EVI formulation (see Section 4 for the general theory).

Specifically, we consider a separable Hilbert space Y. The quenched EVI formulation of the gradient
flow is given in terms of the parametrized functionals

1
RY:Y =R, R¥y) = 3 (9, 9y y » (dissipation)

EY:Y - RU{o0}. (energy)

On the other hand, the mean formulation is given in terms of the state space L?(Q;Y) and the
corresponding mean functionals:

R:L*(Q;Y) =R, Ry = /QR‘*’(y(w))dP(w), (dissipation)

E:L*(Y) » RU{x}, E(y)= /QE“’(y(w))dP(w). (energy)
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We assume that the mappings (w,y) — R¥(y) and (w,y) — £“(y) are normal integrands. This im-
plies that the mean functionals are well-defined. Also, we assume that the gradient flows (Y, £¥, R¥)
(for P-a.a. w) and (L*(€;Y), &, R) satisfy the assumptions of the existence and uniqueness Theo-
rem 4.3. We remark that the energy £“ is not necessarily convex, but we assume that it is A-convex
with A € R independent of w. Also, we assume that for each w € Q, there exists §* > 0 such that
E¥ + 5%72“’ has compact sublevels. The latter assumption is used in [RS06, Theorem 2] to prove
the convergence of the approximation scheme (7.37) below. Under these assumptions, we obtain
the following:

Lemma 7.17. Let y° € L*(Q;Y) be such that y°(w) € dom(£¥) and y° € dom(E). We denote by
y’ € HY(0,T;Y) the unique EVI solution to the gradient flow (Y,EY, R¥) with initial datum y°(w)
and by y € HY(0,T; L?(Q;Y)) the unique EVI solution to the gradient flow (LQ(Q;Y),S,R) with
initial datum y°. Then, it holds, for all t € [0,T] and P-a.a. w,

Sketch of proof. This claim can be shown similarly as Lemma 7.16 by proving measurability of
the solution y* w.r.t. w and by an integration of the formulation (EVI) or (IEVI) over Q. The
measurability may be also obtained using a time-discrete approximation for the system (Y, ¥, R¥)
that is presented, e.g., in [RS06]. We briefly recall this scheme and we refer to [RS06, Theorem
2] for its convergence. In particular, an equidistant partition {t;},_, , of the interval [0, 7] with
0 = to — t1 is considered. The following time-incremental minimization scheme (known as De
Giorgi’s minimizing movement scheme) provides an approximation for y“:

(W) =),
1

ti : w 1 w _ 2w, ti . .
Yt (w) € Argmin (5 (y) + 572 (y) 5 <7‘ Yn (w),y>Y*7Y cyeY ), 1e€{2,.,n}. (7.37)

Note that even if £“ is nonconvex, for small enough §, £ + %R"J is strictly convex. As a result,
(7.37) fits into the abstract setting in (7.35) and by a similar argumentation as in Lemma 7.16
measurability of w — y* follows. O

We consider systems of the above form in Section 9, in particular, see systems (Y, &, R¢) in Section
9.1 and (Y,&r,Rr) in Section 9.1.1 (cf. Remark 9.7).

7.3.2 Equality of effective models

In this section we show that for sequences of general random functionals both mean and quenched
stochastic homogenization, if both are possible, yield the same effective functional.

Let p € (1,00) and @ C R? be open. Consider {£¥ : LP(Q) — RU {oo}} g, a family of random
functionals. We consider the mean counterpart of this sequence of functionals &, : LP(2; LP(Q)) —
R U {oo},

Eu(u) = /Q €% (u(w))dP(w).

We assume the following assumptions: There exist ' C Q with P()') =1, ¢ > 0, and v € L}(Q)
such that:
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(C1) The mapping 2 x LP(Q) > (w,u) +— EY(u) defines a convex normal integrand and for all
we X, inf, EX(u) < P(w).

(C2) Tt holds that dom(€¥) = X C WHP(Q) where X is convex, closed and compactly embedded
in LP(Q), and for all w € ', £¥(u) > %HUHIVJVLP(Q) —cforallu € X.

Assumptions (C1)-(C2) imply that & is well-defined. Also, we have . (u) > %||u||’£p(Q,W17p(Q)) —c
for all u € LP(2; X'). Moreover, £ (resp. &) is equi-coercive in LP(Q) (resp. w.r.t. weak two-scale

convergence in the mean).

Also, we assume that in the limit ¢ — 0, £ and &, I'-converge:
(C3) For P-a.a. w, &Y T-converges to a functional Epem 1 LP(Q) — R U {oo}, i.e., it holds:

(i) If ue,u € LP(Q) and us — u strongly in LP(Q), then liminf. o EY(ue) > Epom (u).

(ii) For u € LP(Q), there exists a sequence u. € LP(Q) such that u. — u strongly in LP(Q)
and ¥ (us) — Enom(u).

(C4) & T'-converges w.r.t. weak stochastic two-scale convergence in the mean to a functional

Ehom : LP(Q) — RU{oo} in the following sense:

(i) Ifue € LP(2 x Q), u € LP(Q) and u. 2 u, then liminf. o & (us) > ghom(u).
(ii) For u € LP(Q), there exists u. € LP(Q x @), such that u. EN u, E(ue) — ghom(u).

A specific example of this situation are integral functionals discussed in Section 7.1, see Theorem
7.1 for a mean homogenization result and Remark 7.10 for references to quenched homogenization
results (see also Remark 1.2). For a generic situation, we show that the mean and quenched I'-limits
match:

Proposition 7.18. Let p € (1,00), @ C R? be open. We assume (C1)-(C4) to hold. Then,
ghom = ghom-

Proof. Note that using the I'-convergences in (C3)-(C4) and the corresponding properties of £~
and &, it follows that Enom gnd ghom are convex, proper and l.s.c. functionals. To prove the claim,
it is sufficient to show that &F = = & since £ = Eom and £ = Ehom. Here (-)* denotes the
Legendre-Fenchel transformation (cf. Section A.1).

In the following, we identify LP(Q)* and LP(Q; LP(Q))*, respectively, with L?(Q) and L?(Q; L1(Q)),

where ¢ = 2. With the help of Proposition A.7, for any f € LY(Q; LY(Q)), we have
p—1

/Q (E2)" (f(w))dP(w) = EX(f).

— &*

hom

*
ghom

(2) Jo (€2)" (f)dP(w) = o (f) for any f € LU(Q).

(b) EX(f) = Efom(f) for any f € LI(Q).

follows by passing to the limit ¢ — 0 above. In particular, in the limit € — 0, it holds:
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In the following we show only (a), and (b) follows similarly (cf. proof of Corollary 7.2). For an
arbitrary u € LP(Q), using the growth assumption in (C2), it follows that

w c w | q
ES(u) — /Qfde < (p + 1) &S (u) + E + aHf”Lq(Qy

As a result of this and using the assumption inf,crr () £ (u) < ¥ (w), it follows that

c |
inf (&(w) — [ fude) < (- +1 —+ L)
uelL%(@( () /qu x) - <p " >¢(w)+ PR

Note that for P-a.a. w € Q, ¥(w) < oo, thus the above inequality and the I'-convergence £ EN Ehom
imply that for P-a.a. w €  (using a standard I'-convergence argument, cf. proof of Corollary 7.2)

(€ ()= nt Gﬂm—LﬂWO% mf(amw—lyﬁz—&mu»

weLP(Q) ueLP(Q)

Consequently, the dominated convergence theorem and the fact that & (f) is deterministic imply
(a). O

7.3.3 Mean vs. quenched two-scale limits

In this section we briefly discuss the relation of stochastic two-scale convergence in the mean (resp.
stochastic unfolding) and the notion of quenched stochastic two-scale convergence from [ZP06]. We
only present a formal discussion and for a detailed presentation we refer to our article [HNV18,
Section 4] (see also [HNV]). The notion of quenched stochastic two-scale convergence is introduced
in [ZP06] (see also [MPO07, Fag08, Heill]). This notion of convergence is developed for the treatment
of random measures on R%, however, in the following we focus on the simplified case described by
the Lebesgue measure on RY.

In particular, let p € (1,00) and @ C R? be open and bounded. We consider an ergodic probability
space (2, F, P,T) that satisfies Assumption 6.1. Let D be a fixed countable and dense subset of
LP(2). We recall the definition of quenched two-scale convergence from [ZP06]: Let wp € 2. For a
sequence u. € LP(Q) it is said to wp-two-scale converges to u*° € LP(2 x @) if in the limit € — 0,
it holds

| we@eeon@is = [ [ woajenidpe), (7.38)

for all p € D and n € C°(Q). We say that u. quenched stochastically two-scale converges if the
above convergence holds for P-a.a. realizations wg € €.

We remark that in this notion the two-scale limits still depend on the specific realization wyg.
However, typically in homogenization problems, e.g., if the limit equations have unique solutions,
the two-scale limits of solutions turn out to be constant in wyg. Compactness statements in this
setting rely on Birkhoff’s ergodic theorem and for such results we refer to [ZP06, Section 5.

In the following we will relate quenched two-scale convergence and two-scale convergence in the
mean with help of Young measures. For sequences of vector valued functions the relation of weak
limit points and pointwise weak accumulation points can be described with the help of Young
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measures, see [RS06] (cf. [Bal84]). Similarly, the connection of mean two-scale limits and quenched
two-scale limits can be characterized in terms of parametrized Young measures. In particular,
we say that a parametrized family of measures {v,, is a measure on LP(Q2 x Q)},, cq is a Young
measure if

for all wg € Q, vy, is a probability measure on LP({2 x @),
wo > Yy, (B) is F-measurable for all Borel sets B in LP(Q x Q).

The following characterization of stochastic two-scale limits in the mean holds:

e ([HNV1S8, Theorem 4.11]). Let u. be a bounded sequence in LP(€2 x Q). Then, there exists a
(not relabeled) subsequence and a Young measure {¥, },, cq such that for each wy € €2, 14,
concentrates on the quenched wy-two-scale accumulation points of the sequence uc(wo, -), i.e.,
all cluster points w.r.t. convergence (7.38). Moreover, it holds

2 : -~
we 2w i IPQXQ), u= /Q /L ey S P 0,

. . p p
tm i [, ) > /Q /L ey V0 e (€10 )

For a precise statement and the proof, we refer to [HNV18].

Remark 7.19 (Application). We may apply this theorem to lift mean homogenization result to
quenched results, however, with some additional effort. In particular, using the above result and
suitable pointwise a.e. liminf estimates, the weak two-scale convergence of the minimizers us — u
from Corollary 7.2 may be improved to: for P-a.a. w, up to a not relabeled subsequence, it holds

Ue(w,-) = u  weakly in WHP(Q).

For the detailed analysis, we refer to [HNV18, Theorem 4.18].

7.4 Periodic unfolding in the mean

The stochastic unfolding procedure provides as well a technique for periodic homogenization. We
briefly discuss this matter and provide a comparison to the standard periodic unfolding method.

According to Example 6.5, the choice of (2, F,P) = (Oy, £(O%),dy) with a shift 7,(y) =z +y
mod 1 (z € Rd) defines a suitable probability space for the description of periodic homogenization
problems in a continuum setting, e.g., if we consider PDE with coefficients of the form A(Tgy).
In this regard, by Lemma 6.7, we obtain an unfolding operator 7; : LQ(D# X Q) — L2(D# X @),
where Q € R? is open and p € (1,00). This operator does not coincide with the standard periodic
unfolding operator from [CDGO02], cf. the definition (2.3) in Section 2. For this reason, we refer
to the stochastic unfolding operator 7: in this case as periodic unfolding operator in the mean. A
similar method for periodic homogenization is considered in [Nes07], where two-scale convergence
in combination with averaging over phase-shifts of the coeflicients is applied to the treatment of
visco-plasticity equations.
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We remark that the convergence notions obtained by periodic unfolding and its mean counterpart
also differ, since in the latter we consider problems in the mean formulation. In particular, a typical
convergence statement obtained by periodic unfolding is u.(y,-) — u(-) in LP(Q) for all y € Oy,
whereas in the mean case we obtain u. — u in LP(O4 x @) (cf. Proposition 7.7). However, if the
the sequence {y — u.(y, )}, is equicontinuous, it may be shown that the mean convergence readily
implies pointwise convergence in y. We elaborate on this on the example of an elliptic PDE:

Let Q@ C R be open and bounded, and A € L (Oy; R4*4) be such that there exists ¢ > 0 with

sym

A(y)F - F > c|F|? for a.a. y € Oy and all F' € R%. For f € L?(Q), we consider the equation

—div (A(T%y)VuE) —f inOuxQ,
ue =0 on Oy x 0Q.

(7.39)

Using the stochastic unfolding procedure, analogously as in Proposition 7.7, it follows that u. — u
strongly in L*(0y x Q), where u € H}(Q) is the solution of the effective problem

—div (Ahomvu) = f in Q7

u=0 on 0Q. (7.40)

We emphasize that the following proposition is obtained only using the stochastic unfolding strategy
(i.e., convergence in the mean) and by appealing to equicontinuity of the solution, and it does not
rely on any other homogenization method.

Proposition 7.20 (Pointwise convergence). Let @ C R? be open and bounded with C' boundary,
f € L*Q) and A € L>®(0y;REXD) be such that there exists ¢ > 0 with A(y)F - F > ¢|F|? for a.a.

Sym

y € Oy and all F € R, Let u. and u be the solutions to (7.39) and (7.40), respectively. Then:
(i) (Equicontinuity). The family of functions {u. : Oy — LQ(Q)}E is equicontinuous.
(ii) (Convergence). For all y € Oy, it holds us(y,-) — u(-) strongly in L*(Q).

Proof. (i) In this proof we take advantage of Meyers’ theorem ([Mey63, Theorem 1]), which states
that there exist p,r > 2 such that the equation, for fixed y € Oy,

— div (A(T;y)Vu) = f5 inQ, (where f5e L"(Q)) (7.41)

admits a unique solution u(y,-) € Wol’p(Q) and

19y, )yt gy < € el oy (7.42)

where ¢ > 0 is independent of €, y and fs.

We find a sequence f; € L"(Q) such that fs5 — f strongly in L?(Q) as § — 0. We denote
by u.s € LP(Oy; Wol’p(Q)) the unique solution to (7.41) with this fs as a right-hand side. For
arbitrary y1,y2 € D%, we have

Jue(y1) — ue(¥2)ll 1 ()

[ue(yr) = ves(W)ll gy ) + l1ues (Y1) = ues(W2)ll g ) + lues(W2) = ue(W2)ll gy )

< cllf - fziHLQ(Q) + [Jue,s(y1) — us,tﬁ(%)”}[&(@) :

VAN VAN
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The first and third term in the second line are both estimated by the first term in the last line
by usual elliptic a priori estimates. The second term on the right-hand side above is estimated as
follows

e 5 (31) = e 592 13730 < /Q (Alra1m) = Alray1)) Vue s(y2,2) - (Ve sy, ) = Vi sy, 2)) de,
where we use equation (7.41). As a result of this, Young’s inequality yields

lte.s (1) = e 5 (52 33 0) < € / | (Alreg) = A(r29n)) Ve s, 2)Pda

Q

1 2
<[ atem) - AP ) ([ Vusmoras)”
Q Q

where the second inequality follows by the application of Holder’s inequality with exponents (g, q)
with ¢ = ]% < 00. Collecting the above estimates and with the help of (7.42), we obtain

e (1) — we () 2 ) < e 1f — foll2agoy + <1552 ( /Q |A(Tey2) Augym%)

For given v > 0 we may choose d(7) such that c||f — fJH%2(Q) < 3. Furthermore, if we choose
|y1 — y2| small enough, the second term above is also bounded by 3 (and the equicontinuity follows).

Indeed, this might be seen by the periodicity of A and the following computation

A(Tz — A7z gy < / A< _|_5>_A< +%> qu%«
/Q (reum) — Alray) > la(me el

TEQTENEZ

= €d/D |A(y2 + Z) — A(ys + Z)dz

T€EQTENeZ

— QY N2 [ 1G4 +3) - Al + D)P1dz
O
where Q¢ C {x : dist(z, Q) < ce}. The second line is obtained by a change of variables T ~~ % and
by the periodicity of A. Note that m.(QT° NeZ%) — |Q| and therefore, using the fact that spatial
shifts are continuous in L??(0), choosing |y1 — y2| small enough, the above expression may be made
arbitrarily small independently of . This means that we obtain even more than the claim, i.e., we
obtain equicontinuity w.r.t. the H!(Q)-norm.

(ii) Using the stochastic unfolding procedure, as in Proposition 7.7, we conclude that u. — u in
L*(04 x Q). Using the equicontinuity of u. from (i) and the usual a priori bound [Ju.(y, ‘)HH(%(Q) <
c|[fllp2(q) (that holds for all y € D), the Arzela-Ascoli theorem yields the existence of a (not
relabeled) subsequence such that for all y € Oy,

uc(y,-) — u(-) strongly in L*(Q).

Note that here we use the compact embedding H}(Q) CcC L?*(Q). Also, we may dispense of
the extraction of the subsequence since for any subsequence of £, up to extraction of another
subsequence, the above argument applies. O
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Remark 7.21. Part (ii) in the above theorem does not rely on the specific equation, but bases merely
on strong convergence in the mean and on equicontinuity. In this respect, we may obtain pointwise
convergence using the periodic unfolding method in the mean as long as these two ingredients are
available.

Remark 7.22 (Discrete case). The stochastic unfolding procedure in the discrete setting (cf. Sec-
tion 5) also provides a method for periodic homogenization, well-suited for discrete-to-continuum
transition problems. In particular, for N € N, we set ) = Oy = Z?de the discrete N-torus

equipped with a (rescaled) counting measure. We define a discrete dynamical system, for x € 77,
.y =y +x mod N. This choice of the probability space fits into the framework of Section 5 and
consequently we obtain a method that is well-suited for the treatment of problems involving periodic
and rapidly-oscillating coefficients of the form Z¢ > x + A(tzy), where A : Oy — R4 In
this case, pointwise convergence in y € Opn follows directly fmsm convergence in the mean since
Oy contains only finitely many elements. In particular, if ue — u strongly in LP(Oyx x R?) for
u. € LP(Oy x eZ%) and u € LP(RY) (cf. Definition 5.1 and Remark 5.15), then for all y € Oy,
ue(y,-) — u(-) strongly in LP(R?).
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Summary of main results

In this part we derive stochastic homogenization results for some evolutionary equations with the
help of the stochastic unfolding procedure. In particular, Section 8 is devoted to homogenization
and discrete-to-continuum transition for certain evolutionary rate-independent systems. Section 9
treats homogenization of a continuum L2-type gradient flow driven by a A-convex energy functional.
In the following we briefly summarize our main findings.

Section 8: In this section, we examine discrete networks consisting of springs with random and
oscillating coefficients. In particular, in Section 8.2 we consider an ERIS given in terms of the
following energy and dissipation functionals, (state variable y. = (ue, 2z¢), time t € [0,T1])

et =5 L A (Vo) (T i) i ) (a) ).

E ze(w, x) ze(w, x)

Re(ye) = </ p(TaEcw,z"a(w,a:))dma(a:)>
Qtenezd

defined on the state space Y. = (L*(Q) ® LE(Q ﬁeZd))d x (L*(Q) @ L§(QTe ﬂde))k. Above,
Q,Q* ¢ Cc R4, (Q,F, P,7) is an ergodic probability space given as in Section 5.1 and t ~ [(t) is a
given external loading. Systems of this type emerge in modeling of the rate-independent response
of discrete networks that consist of random elasto-plastic springs of typical size ¢ < 1 (see Section
8). In this context, u. is a displacement variable and z. is an internal variable accounting for the
plastic deformations of the springs. Under certain standard assumptions on the integrands A and
p, we obtain a stochastic homogenization result. Particularly, in Theorem 8.12 we show that if y.
is the solution to the ERIS (Y, &, R:), the following implication holds, for the limits & — 0,

5(0) S y(0) = (u(0),2(0),x(0) = Vte (0,T], we(t) S y(t) = (u(®), 2(t),x(t), (743)

where 5 denotes “cross” two-scale convergence that is explained in (8.17) in Section 8.2. Also,
y : [0,T7] — Y denotes the solution to an effective continuum ERIS given in terms of the (extended)
state space Y = H(Q)? x L?(Q x Q)* x (L2,:(Q) ® LQ(Q))d and effective functionals & and Ry
(see Section 8.2 for definitions). The quadratic term in the effective energy & takes the form

By Yy y = < /Q Afw) <VS““) N Xs(“”””)) - (VW) + Xs<“’$>>dx> O (a)

z(w, x) z(w, x)

In the limit system, the discrete physical space Q N eZ? is replaced by its continuum counterpart
Q C R? and the coefficients do not include any more rapid oscillations. However, (Y, &y, Ro) is still
stochastic and it does not reduce to a classical deterministic ERIS since the internal variable z is not
deterministic in general. The proof of our homogenization result relies on the stochastic unfolding
procedure, it uses an abstract strategy for asymptotic analysis of ERIS from [MRS08] (cf. Section
3), and it is motivated by the analysis in [MTO07], where similarly the periodic unfolding method
is employed for periodic homogenization of continuum elasto-plasticity. In the continuum case,
similar results have been obtained for deterministic periodic materials in [MT07, Vis08, Han11]
(via periodic unfolding) and [Nes07] (viscoplasticity via two-scale convergence), and recently for
random materials in [Heil7] (using quenched stochastic two-scale convergence), [HS16, HS18] and
[HLL18] (visco-elasticity using stochastic two-scale convergence in the mean). In the stochastic
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and discrete-to-continuum setting, to the best of our knowledge, this result has not been obtained
earlier.

Despite being significantly simpler than the original problem, the effective system presents some
computational challenges - the presence of the stochastic gradient x makes the computation of the
solution inaccessible (cf. discussion in Section 7.2). We present an approximation scheme that is
motivated by the standard representative volume element (RVE) method (see [Owh03, BP04] and
Section 7.2). However, in contrast to problems where the effective coefficients are deterministic
quantities and may be replaced by their separately computed approximations, we deal with a
genuine two-scale effective formulation. For this reason, the approximation for the effective system
is as well given in a specific two-scale form in an extended space. The procedure that we propose is
similar to the so-called F'E2-method from numerical homogenization (see, e.g., [Fey99, Mie02, SH13,
NW19]). In particular, we consider a parameter L > 1, which corresponds to the representative
volume element size (in practice € < %) We introduce a new “averaging” variable ¢ € LB N Z%
(B C R%) and the expression (7.44) is replaced by

<][LB+mzd/QA(qu> (Vx,SU(wax) + Vgso(w, g, w)) _ (Vx,su(w,x) +Vq,sso(w,q,x)>dxdm(q)>.

Z(w7Q7$) z(w,q,x)

This choice leads to an ERIS (Y7,&r,Ry) that is defined on an extended space and where the
variable  is replaced by its deterministic and discrete counterpart V¢, where p(w, -, z) is defined
on a large set LB NZ% and satisfies homogeneous Dirichlet boundary conditions. In Theorem 8.15,
we show that in the limit L — oo, (Y7, L, R1) converges to (Y, £, Rp) in a suitable sense, similarly
as in (7.43). The proof of this statement is similar to the proof of Theorem 8.12 and relies on the
stochastic unfolding procedure.

In Section 8.3, we consider a discrete version of gradient plasticity. Namely, we modify the energy
functional &, by adding a gradient term of the variable z. that penalizes large oscillations of the
sequence z, i.e., & (t,y:) = E(t,y:) + <fQ+EmaZd G57V€z€.57vezadm€> with v € (0,1). As a
result of this, letting € — 0, the two-scale limit of the sequence z. turns out to be deterministic.
Accordingly, we derive a deterministic limit system that takes the form of classical continuum
elasto-plasticity. In particular, in Theorem 8.20 we show that as ¢ — 0, the modified system
(Y-, &, R.) converges similarly as in (7.43) to a deterministic limit ERIS (Yiom, Ehom, Rhom ). Here,
Yhom = H(% (Q)dXL2(Q)k7 ghom(t’ y) = fQ Ahom (V;u) : (V;u) _l(t)'U’dxv and Rhom(y) = fQ phom(z)dx-
In the setting of periodic homogenization, a similar result is obtained in [Hanl11]. In the stochastic
case, as far as the author knows, this result is new.

The effective properties Apom and phem are deterministic, yet still difficult to compute since Apom
is given in terms of a stochastic corrector equation (cf. Section 7.2) and ppom(-) is defined as the
expectation of w — p(w,-) that might be unknown in practice. We apply the RVE method and
replace the corrector equation with its “cut-off” on a large set LBNZ¢ that yields an approximation
Ay for Apom. Also, we replace ppom by a suitable approximation py. In this respect, similarly as
in Lemma 7.11 based on the stochastic unfolding method, we show A; — Apom and pr — p in a
suitable sense (Lemma 8.23). This observation, in combination with standard a priori estimates
for ERIS, implies the convergence of the ERIS given in terms of Az, and pr, t0 (Yhoms Ehom, Rhom),
see Theorem 8.25. The convergence statement A;, — Aypom is already obtained in the continuum
setting in [Owh03, BMW94] (even in a stronger topology), however, we present an alternative proof
based on stochastic unfolding.
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Section 9: In this section, our analysis focuses on L’-type gradient flows with A-convex energy
functionals and it covers classical examples of parabolic quasilinear equations such as Allen-Cahn
type equations, but also nonlinear equations such as equations driven by the p-Laplace operator
with p € (1,00). The evolution is given in terms of the following energy and dissipation functionals,

£:(6) = { [ V(rseo. Dyfeom) + syl ) ).

Rew) = ( [ rirs oo, o)z ).

defined on the state space Y = L?(Q2 x Q) (for unsuitable functions & = oo). Here, Q@ C R? and
(Q, F, P,7) is a probability space given as in Section 6.1. We assume p-growth assumptions (p > 1)
and convexity for the integrand V in its last variable. Also, we assume s-growth assumptions
(s > 2) and A-convexity (A € R) for f in its last variable, which results in A-convexity of the energy
E: (for suitable A € R). Upon assuming some additional standard assumptions, in the limit ¢ — 0,
we derive a gradient flow given in terms of effective functionals &0 and Ryom defined on the state
space L2 (Q) ® L?(Q), which in the ergodic case boil down to

ghom(y) :/thom(-f,vy(l’))+fhom(l‘,y(l'))dl’, Rhom(v):/thom(w)|v(x)|2d$a

where Viom, fhom and mhom are deterministic effective integrands (see Remark 9.5). In particular,
in Theorem 9.3 we show the following well-prepared E-convergence statement:

It 4=(0) = y(0) strongly in Y, & (y=(0)) = Enom (y(0)),
then Vte (0,T], wye(t) = y(t) stronglyinV, &E(y:=(t)) = Ehom(y(t)).

where y. and y are the unique EVI solutions to (Y, &, R.) and (L?HV(Q) ® LQ(Q),ghom,Rhom),
respectively. An important tool in standard approaches to such problems in the deterministic setting
is the compact embedding H'(Q) cC L?(Q), which provides a possible access to the limit passage
for the nonconvex part of the energy. In contrast, in our stochastic setting, the compact embedding
of L2(Q)®@H'(Q) into L?(2)® L%(Q) does not hold and therefore we need to work a priori with weak
convergence arguments. Fortunately, using the A-convexity of the energy, the considered gradient
flow may be transformed into a formulation given in terms of a new convex time-dependent energy
functional as discussed in Section 4. Using this observation and the stochastic unfolding method, we
obtain the proof of Theorem 9.3. In this respect, we remark that the stochastic unfolding procedure
provides a very simple homogenization tool which mostly bases on l.s.c. and continuity arguments
for integral functionals, however, we need to rely on merely weak-type convergence, which works well
for convex problems. For nonconvex problems some additional care has to be taken as in the above
example. Also, we point out that for problems involving nonconvexity in Vy, i.e., if V(w,z,-) is
nonconvex, the stochastic unfolding method alone is not sufficient for homogenization. However, the
same difficulty is present in the case of periodic unfolding or periodic two-scale convergence. In the
periodic setting homogenization results of this type are obtained for quasilinear parabolic equations,
e.g., in [NRJ0O7, Woul0, FMP12| (via two-scale convergence and unfolding), for reaction-diffusion
systems with different diffusion length scales in [MRT14] (via unfolding), for Cahn-Hilliard type
equations in [LR18] (via unfolding). In the stochastic case, linear parabolic equations are treated
in [ZKO82], quasilinear equations in [DR09, Heil2]. In the nonlinear setting, a related result to
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ours is obtained in [EP05] where nonlinear parabolic type equations are treated. However, the
approach we consider is different, it relies on the gradient flow formulation and we do not rely on
differentiability of the integrands V' and f and on continuity assumptions on their derivatives.

The effective integrand Vi, is given by a homogenization formula in terms of a stochastic gradient
and the integrands fyom and rhom are obtained as the expectations of f and r. Similarly as before,
these facts make the evaluation of these quantities in general inaccessible. In Section 9.1.1 we discuss
an approximation scheme that is based on the RVE strategy for the effective system in a simplified
setting of an Allen-Cahn type gradient flow. Namely, in this case the effective gradient system
takes the form of the following PDE (equipped with suitable initial and boundary conditions)

Thom¥ — div (Ahomvy) + flllom (y) =0.

We replace the coefficient Ay by its “cut-off” Ap (cf. Lemma 7.11). Also, rpom and fhom(-) are
replaced by suitable averages of their stationary extensions over large sets LB C R?. In particular,
we show that the corresponding solutions satisfy yr(t) — y(¢) in L?(2 x Q) for all ¢ € (0,T], if
yr,(0) — »(0) in L?(Q x Q) in the limit L — oo, see Theorem 9.8. The proof of this result bases on
a standard a priori Gronwall type estimate for the considered equation and on the convergence of
the coefficients in a suitable topology (cf. Section 7.2).

References: The two main articles that this part is based on are: [NV18] written by Stefan
Neukamm and the author (Section 8), and [HNV19] written by Martin Heida, Stefan Neukamm
and the author (Section 9). Nevertheless, the approximation results in Sections 8.2.1, 8.3.1 and
9.1.1 are new and not published yet.

8 Discrete rate-independent systems

In this section, we study the macroscopic rate-independent behavior of periodic networks formed
of elasto-plastic springs with random material properties. Below, we shortly present a simple two-
dimensional model problem to demonstrate the modeling principles that we follow. As a preparation
for the rate-independent evolutionary problem, we first discuss a homogenization procedure for a
static convex minimization problem in Section 8.1. Section 8.2 is devoted to homogenization and
discrete-to-continuum transition for a network consisting of elasto-plastic springs and we also discuss
an approximation scheme for the obtained effective system. In the following Section 8.3, we modify
the previous microscopic problem by introducing a gradient regularization term that reduces the
homogenized problem to a standard deterministic continuum elasto-plasticity problem. Moreover,
we discuss approximations for the effective system. To keep the exposition clutter-free, the proofs
in this part are presented at the end of each section.

Model problem

We now present a simple two-dimensional discrete model problem, but in the following Section 8.2
we shall treat more general, multidimensional problems of this type. To explain the model, we first
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consider a single spring that in its natural state has endpoints zg, z; € R%, and thus is aligned with
b := x1 — xg. We describe a deformation of the spring with the help of a displacement function v
that maps an endpoint x; to its new position z; +v(x;). As the measure of relative elongation (resp.

compression) of the spring, we consider the Cauchy strain W with Jpv := W.

If the displacement is (infinitesimally) small, i.e., v = du with 0 < § < 1 and u : {2, 21} — R%,

we arrive, by rescaling the strain %w and passing to the limit § — 0, at the linearized

strain |—Z| - Opu. As is usual in linear elasto-plasticity (see, e.g., [HR12, Section 3]), we assume
that the linearized strain admits an additive decomposition % - Opt = € + z, where € and z are its
elastic and plastic parts, respectively. The force (its intensity) exerted by the spring is linear in

the elastic strain: ¢ = ae, a > 0 being the spring constant. We define a free energy, that describes
elasto-plastic materials with linear kinematic hardening, by

1 (b 21
Ep(u, z) = 3¢ <\b[ - Opu — z) + ihzg,

where h > 0 denotes a hardening parameter. Let 7" > 0 be a finite time horizon. The rate-
independent evolution of the elasto-plastic spring under the loading [ : [0,T] x {xg,z1} — RY is
determined by

(—1Yig (|Zb" - Opult) — z(t)) ’; ) =0, =01,

o0&

(8.1)
£0) € 0,0 (- 2000 2(0)).

In (8.1), o, > 0 is the yield stress of the spring, 01 [~oy,0,) denotes the convex subdifferential of
I1_s, 0, Which is the indicator function of the set [~oy, 0y] (see Section A.1 for definitions). Note

that the first two equations are force balance equations (inertial terms are disregarded), reasonable
in regimes of small displacements, and the second expression is a flow rule for the variable z.

Figure 8.1:  Two-dimensional periodic lattice graph.  The
shaded region represents Q C R%, Q° = Q NeZ? is the collec-
tion of all red dots, Q*¢ is the collection of all red and green /
dots.

We consider a network of springs £ = {e = [z,2 +¢cb] : © € €Z2 b € {e1,e2,e1 + e2}}, where
the nodes = € £Z? represent the reference configuration of particles connected by springs. The
displacement of the network is described with help of a map u : €Z? — R?, and the plastic
strains of the springs are accounted by an internal variable z : eZ? — R3, e.g., z1(z) is the plastic
strain of the spring [z,2 + ce;]. We assume that the particles outside of a set Q° := Q N eZ¢
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are fixed, i.e., v = 0 in eZ%\ Q°, where Q C R%. Furthermore, we suppose that z is supported
in Q" = {z €eZ?: (z,x+eb)NQ # 0 for some b € {e,e2,e1 + e2}} (see Figure 8.1). A small
external loading el. : [0, 7] x Q° — R? acts on the system. According to the evolution law (8.1) for
single springs, the evolution of the network is determined by, for ¢ € [0, 7],

> (yb|a(x b) <’b| dpu(t,z) — (t,x))) Z’—He(t,x) =0 inQ°,

be{er,ez,e1+e2} (82)

. o0& .
2(tx) € Oll_g,(2.0).0, (w.0)] <_8z:(u(t’ ), Zb(t,:v))> in Q™°, be e, ez,e1 +ea},

which is a superposition of (8.1). We tacitly identify b € {e1, e2,e1 + e2} with indices i € {1, 2, 3}.
The coefficients a(x,b), h(z,b), oy(x,b) describe the properties of the spring [z, + €b]. The
above equations may be equivalently recast in the global energetic formulation for rate-independent
systems with the help of an energy and dissipation functionals, respectively: & : [0, T] x LZ(Q%)? x
L3(Q19)? = R, R.: LE(Q%)? x LA(Q)3 — [0,00),

£t ) = [ 5AE) (Vinde) - () - (Viula) - 2)
+ }H(az)z(x) - z(z)dme(x) — /E l(t,z) - u(z)dme(x),
Re(u, z) = |b/ (z,b)|zp(z)|dme(x). (8.3)

bE{e1,62761+62}
Above, the coefficients are given in the form A(z) = diag (a(z, e1), a(z, €2), vV2a(z, e1 + €2)), H(z) =
diag(h(z, e1), h(z,e2), vV2h(z,e1+e2)), and Viu = (% . ad,u) is the symmetrized gra-

be{e1,e,e1+e2}
dient introduced in Section 5.1.1. Namely, if we test the first equation in (8.2) with u(t) — @, with

an arbitrary @ € L3(Q%)?, we obtain
(= Duelt, ult), 2(1)), i) — @) 2 geye = O (8.4

Moreover, using the Fenchel equivalence Lemma A.1 (see also Example A.2), the second equation
in (8.2) is equivalent to, for b € {e1,e9,e1 + €2},

Rz, 2p(t,x)) < Ryp(z,2) — gSZ( (t,x), zp(t,x))) (Zp(t,z) —2), forall Z€R, (8.5)

where Ry(z, 2) = oy(x,b)|z|. If we multiply (8.5) by |b], sum it up in b and integrate over Q*<, it
follows that

Re(u(t), £(t)) < Re (U, 2)—(D:Ec(t, ult), (1)), 2(t) = 2) pa(qeeys  for all (@, 2) € L(Q7)* < LF(QF9)°.
(8.6)
Summing up (8.4) and (8.6), it follows that (8.2) boils down to

0 € OR(4(t), 2(t)) + DE-(t, u(t), 2(t)),

where D = (D,,D,). According to Remark 3.3, this differential inclusion is equivalent to the
global energetic formulation (E)-(S) for the system (Y,&,R) = (L&(Q°)* x L3(Q7°)3,&.,R.). If
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we consider the constraint z = 0, time-independent force [.(¢) = [. and 0 initial datum, the above
problem reduces to the minimization of the functional u +— &.(0,u,0). This corresponds to the
static equilibrium of a spring network with only elastic interactions.

In the following, we assume that the coefficients are random fields oscillating on a scale €. In
particular, the deterministic coefficients A(z), H(x) and o,(z,b) in the above functionals are re-
placed by realizations of rescaled stationary random fields A(7zw), H(7zw) and O'Z(T%w). As a
consequence of this, the solutions of the corresponding evolutionary equation at each time instance
are not deterministic functions but rather random fields on € x €Z2. Under suitable assump-
tions (see Theorem 3.5 and 8.2), there exists a unique solution (u.,z.) € CYP([0,T], (L*(Q) ®
L3(Q%)?) x (L2(2) ® L3(Q™)3)) to the above described microscopic rate-independent system.
Applying the method of stochastic unfolding, we are able to capture the averaged (w.r.t. the
probability measure) behavior of the solution (ue,z:) in the limit ¢ — 0. Particularly, we show
that, upon assuming suitable strong convergence for the initial data and forces, there exists
(u, 2, x) € CHP([0,T], H}(Q)? x L*(Q2 x Q)® x (L2,(Q2) ® L*(Q))?), which solves an effective rate-
independent system on a continuum physical space (see Section 8.2), and for all ¢ € [0, T]

(us(t), 2(8)) S (u(t), 2(t), x (1)),

where 3 denotes “cross” two-scale convergence, which is defined in (8.17) in Section 8.2.

As the below Example 8.1 suggests, even if we start with elasto-plastic springs with linear kinematic
hardening, the effective system does not correspond to classical continuum elasto-plasticity with
linear-kinematic hardening, but it admits a genuine two-scale formulation (see Section 8.2). We
remark that the methods that we use apply as well to systems with different constitutive laws;
e.g., one might consider an energy functional with an additional term depending on the gradient
of the internal variable z., as is the case in gradient plasticity (see Section 8.3). For this system,
in the ergodic case, we even obtain a deterministic continuum elasto-plastic limiting model with
linear-kinematic hardening (cf. Figure 8.3).

The function of discrete lattice and network models is twofold: They might be seen as numeri-
cal finite difference approximations to continuum models (numerical discretization). On the other
hand, such discrete models might be used as a direct modeling approach for problems that in-
volve microstructural discreteness, e.g., truss-like structures (structural discretization). For general
discussion of such discrete models we refer to [JB94, OS02, HWK10, BKN13] and the references
therein. The convergence results that we establish can be seen as a justification of continuum
models for microstructural spring networks that feature uncertainty in the constitutive relations on
the microscopic scale. In this context, the method could also be applied to prove the consistency
of computational schemes based on the lattice method.

Example 8.1 (One-dimensional chain). We consider a simplified experiment — a one dimensional
chain of n particles connected by elasto-plastic springs of length € = % with the above constitutive
laws. The coefficients a(-, %), h(-, Z) and o(-, Z) are i.i.d. random variables uniformly distributed
on certain intervals. One end of the chain is fixed and the other end is loaded by a periodic loading
2sin(t). The below diagrams in Figure 8.2 present the relationship between the loading (on y-azis;
which also equals to the average stress in the chain) and displacement of the end of the chain (on
x-axis; that presents also the average strain in the chain). The different curves correspond to 7

different realizations of the coefficients. The diagram suggests that for small €, the macroscopic
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response of the system might be characterized by a single (effective) hysteresis loop. However, this
loop does not correspond to the response of an elasto-plastic spring with linear-kinematic hardening.
This means that the effective system (if it exists) exhibits a different type of constitutive law than
a single spring in the chain (cf. Figure 8.3).

Figure 8.2: Stress-strain
diagrams  of a  one-
dimensional chain of
random springs loaded at
one end. n is the number of
springs considered and the
different colors correspond
to different realizations of
the coefficients.

Stress/Loading

Figure 8.3: The left diagram is single spring/hom. grad. plasticity hom. elasto-plasticity

a typical stress-strain curve of a 20 7 T 1 2] ‘ ‘ ‘ 1
single elasto-plastic spring with
linear kinematic hardening. A
chain of such springs homoge-
nizes to a model that exhibits
hysteresis diagrams of the form
as in the right figure. A gradi-
ent regqularization yields an ef- ol 1 ol |
fective problem with linear kine- 6 -2 =2 0 2 4 6 _5 0 5
matic hardening, i.e., the effec- Strain

tive system provides stress-strain

curves of the form again as in

the left figure.

Stress/Loading
o
o
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8.1 Homogenization of static problems

Let (Q, F, P, 7) be a probability space that satisfies Assumption 5.8, @ C R? be a bounded domain
with a Lipschitz boundary and (Z?, E) be a periodic Korn lattice graph with an edge generating set
Ey (see Definition 5.5). The discrete framework that we use below is introduced in Section 5.1.1.
We set Q¢ := QU {J: € R?: (z,2 +¢eb) NQ # () for some b € Eo}. We consider a set of particles
with reference positions at eZ%. It is assumed that the edges eE represent random springs with
elastic response (cf. the introduction with internal variable z = 0 and loading [.(t) = l;). The
equilibrium state of the system is determined by a minimization problem which, in a slightly more
general setting, reads as

min </Q+Emazd V(tew, Viu(w, x))dme(z) — /Qmazd le(w,x) - u(w,x)dmg(a;)>.

ue(LP(Q)@LE(QneZd))* ‘
(8.7)

Let p € (1,00) and ¢ = ﬁ. We assume the following:

(A1) V : Q x R*¥ — R and it holds that V (-, F) is measurable for all ' € R* and for P-a.a. w,
V(w,-) is convex.

(A2) There exists ¢ > 0 such that

1
E|F|p—c§ V(w,F) < c¢(|FP4+1) for P-a.a. we Qandall FeRF.

In the case that the loading l. converges in a sufficiently strong sense (see Remark 8.4), in order
to describe the asymptotic behavior of minimizers in (8.7) in the limit ¢ — 0, it is sufficient to

consider the energy functional & : (LP(2) ® L5(Q N 5Zd))d — R,

£ - L. V(s Viu(e, 0)dme(a) ).

As shown below for ¢ — 0, we derive the effective two-scale functional

€0+ (L5, (Q) @ WP (@) x (Lo () ® LP(Q))! = R,

mv

éafu ) = { | Vi Vo) + ) ).

Moreover, if we assume that (-) is ergodic, the effective energy reduces to a single-scale functional

Ehom : WP (Q) 5 R, Epom(u) = /Q Viom(Vu(z))dz,

where the homogenized energy density Viom : R¥*¢ — R is defined by the corrector problem
Viom (F') = inf Vw, Fs + xs(w))) . 8.8
()=l (Vi Foot o) (33)

The stochastic Korn inequality Lemma 5.12 and the direct method of calculus of variations imply
the following lemma.
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Lemma 8.2 (Existence of a corrector). Let p € (1,00) and we assume (Al1)-(A2). For any

F e R4 there exists x € Lgot(ﬂ)d which attains the infimum in (8.8).

(See Section 8.1.1 for the proof.)
The main result of this section is the following theorem.

Theorem 8.3 (Two-scale homogenization). Let p € (1,00) and we assume (A1)-(A2).

(i) (Compactness) For u. € (LP(Q) @ L{(Q ﬂde))d with lim sup,_,o & (us) < 00, there exist a
subsequence (not relabeled), u € (LY (Q) ® Wol’p(Q))d and x € (Lp, () ® LP(Q))¢ such that

U >u in LP(Q x RHYL Veu, A Vu+y in LP(Q x RY)dxd, (8.9)

(i) (Lower bound) Assume that the convergence (8.9) holds for the whole sequence u.. Then

liminf & (ue) > & (u, X).
e—0

(111) (Upper bound) For any u € (L? () ® Wol’p(Q))d and x € (Lpt(2) ® LP(Q))4, there exists a

mv

sequence u. € (LP(Q) ® LE(Q N EZd))d such that

u S in LP(Q x RYHY, Ve, 2 Vu+ x in LP(Q x RY)dxd
hm EE(U/E) — go(u’ X)
e—0

(See Section 8.1.1 for the proof.)

Remark 8.4 (Convergence of minimizers). Under the assumptions of Theorem 8.3 and if the

loadings . € LI(Q x eZ3)? satisfy 1. % 1in LY(Q x RY where | € LI(Q x Q)?, the above theorem
implies that minimizers u. in (8.7) satisfy (up to an extraction of a subsequence)

ue 2w in P xRYL Ve A Vuty  in LP(Q x RY)4xd, (8.10)

where (u,x) € (LY (Q)@Wol’p(Q))d X (Lgot(Q)@)Lp(Q))d is a minimizer of the two-scale functional

mv

To : (Lh,,(2) ® WP (Q)) x (Lhet () ® LP(Q))? — R,

Zo(u, x) = Eo(u, x) — </Ql : udx>.

This can be obtained by a standard argument from I'-convergence, cf. Corollary 7.2. Also, should Ty
have a unique minimizer, e.qg., if V(w, -) is strictly convex, then (8.10) holds for the whole sequence.

In the ergodic case, the limit is a deterministic functional:

Theorem 8.5 (Ergodic case). Let p € (1,00). We assume (A1)-(A2) and that (-) is ergodic.
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(i) (Compactness and lower bound) Let us € (LP(Q) ® LH(Q N 5Zd))d satisfy

limsup & (us) < 0.
e—0

Then, there exists u € Wol’p(Q)d such that, up to a subsequence,
ue 2w in LP(Q x RO & om(u) < lim inf € ().
Moreover, {u:) — u strongly in LP(RY)? and (VEu.) — Vu weakly in LP(RY)?*4,
(ii) (Upper bound) For any u € Wol’p(Q)d, there exists u. € (LP(Q) @ LH(Q N €Zd))d such that
ue > u in LP(Q x R lim - (uz) = Enom (1).

Moreover, {u:) — u strongly in LP(R))? and (Veu.) — Vu weakly in LP(R%)¥¥4,
(See Section 8.1.1 for the proof.)
If we, additionally, assume the following assumption, we obtain strong convergence for minimizers.

(A3) For P-a.a. w € €, V(w,-) is uniformly convex with modulus (-)P, i.e., there exists ¢ > 0 that
is independent of w such that for all F,G € R* and ¢ € [0, 1]

V(W tF + (1= 8)G) < tV(w, F) + (1 — )V (w, G) — (1 — t)tc|F — GJP.

Proposition 8.6 (Strong convergence). Let the assumptions of Theorem 8.5 and (A3) hold. Let
lo € L9(Q x eZ4)? satisfy . A1 LY(Q x RN where | € LI(Q)¢. Problem (8.7) admits a unique
minimizer u. € (LP() @ L{(Q N EZd))d, which satisfies

ue Bu in IPQ x RYL Veu, B Vu+x  in LP(Q x RY)xd, (8.11)

where u € Wol’p(Q)d is the unique minimizer of

Tuom - W (@) = R, Tiam) = Enom) — [ 1+ ud,
Q

and x € (L},(Q) ® LP(Q))d satisfies, for a.a. x,
Vhom (Vu(z)) = (V(w, Vsu(z) + xs(w, z))) -
(See Section 8.1.1 for the proof.)

Remark 8.7. An alternative strategy to the above for obtaining strong convergence for minimizers
may be based on the general principle outlined in [Vis84], which bases on the weaker assumption of
strict convezity of V(w,-), c¢f. Remark 7.8.

Remark 8.8 (Comparison to previous results). Stochastic homogenization of discrete integral func-
tionals in the setting of discrete-to-continuum transition has already been studied before. In par-
ticular, it is known that in the ergodic case for P-a.a. w € Q the functional given by & (w,) =
fQ+€maZd V(rzw, Viue(z))dme(z) (defined on LH(Q N eZ?)4) T-converges to Enom. This quenched
convergence result can be found, e.g., in [ACG11], where even nonconvez integrands are treated.
Based on stochastic unfolding, we present a simple alternative proof, but we obtain the weaker
“mean” result of Theorem 8.5 as a consequence of Theorem 8.3. While our argument is relatively
easy, the analysis of the stronger quenched convergence result is based on the subadditive ergodic
theorem [AK81] and it is more involved.
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8.1.1 Proofs

Proof of Lemma 8.2. We consider a minimizing sequence x" € L{;Ot(Q)d, n € N. Using the growth
conditions of V' and Lemma 5.12, it follows that limsup,, ;. [[X"[/1»() < 00. Therefore, we may
extract (a not relabeled subsequence) such that x™ — x weakly in L} (Q)?. Furthermore, it follows
that x? — s weakly in LP(Q)* since (-), is a bounded operator. The functional LP(Q)* > x5
(V(w, Fs 4 xs(w))) is convex and Ls.c., and therefore it is weakly l.s.c. As a result of this, it follows

that Viem (F) = liminf, o (V(w, Fs + X2 (w))) > (V(w, Fs + xs(w))). O

Proof of Theorem 8.3. (i) The growth conditions of V', the Korn property of the lattice (Definition
5.5) and the discrete Poincaré inequality imply that

lim sup </ [ue (w, z)|P + |V5ug(w,m)]pdmg(x)> < 00.
ez

e—0

Therefore, the claim follows by Proposition 5.22 (i) and Corollary 5.23.
(ii) The claim directly follows from Lemma 5.18 and Proposition 5.19 (ii).
(iii) The claim follows from Corollary 5.28 (iii), Lemma 5.18 and Proposition 5.19 (i). O

Proof of Theorem 8.5. (i) By Theorem 8.3 there exist u € Wol’p(Q)d, X € (Lo () ® LP(Q))%, and
a weakly two-scale convergent subsequence such that

liminf & (ue) > Eo(u, X) > Enom(u)-
e—0

The convergence for (u.) and (Veu.) follows directly from Corollary 5.24 and Lemma 5.4.
(ii) It is sufficient to show that for u € Wol’p(Q)d, there exists x € (L2, (Q) ® LP(Q))? such that

pot
Eo(uy X) = Enom (u).

Indeed, if this holds, Theorem 8.3 (iii) implies that there exists u. € (Lp () ® LE@QnN 5Zd))d such
that

Ue 2y in LP(Q x RHYE, Ve, 2 Vu+ Y in LP(Q x R%)dxd,
lim & (ue) = E(u, X) = Enom(u)
e—0

and the convergence for (u.) and (V°u.) follows from Corollary 5.24 and Lemma 5.4.

To show the above claim, we apply a measurable selection argument, Theorem A.7. We define an
integrand f : @ x Lgot(Q)d — R given by f(z,x) = (V(w, Vsu(z) + xs(w))). f is finite everywhere,
for fixed  f(x,-) is convex and L.s.c. and thus continuous. Moreover, the integrand V : Q x RF — R
is a Carathéodory integrand as defined in Remark A.4 (if necessary, we tacitly redefine it by
V(w,") =0 for w € Q with P(Q) = 0). As a result of this and using the growth conditions, for
fixed x € LY ()%, the mapping (w,z) — V(w, Vsu(z) 4+ xs(w)) is integrable. Fubini’s theorem
implies that  — (V(w, Vsu(z) + xs(w))) = f(z,x) is £(Q)-measurable. This means that f is
a convex Carathéodory integrand and therefore it is a convex normal integrand (see Definition
A.3 and Remark A.4). Moreover, it holds that fQ f(z,0)dx < oo, therefore the assumptions of

Proposition A.7 are satisfied and we have (see Remark A.8)

Ehom (U :/ inf  f(z,x)dz = inf /f:x,x:c dex = inf Eo(u, x).
hom(1) Q XEL o (D)? (@) XE(Lpot (DBLP(Q))? /@ (@ x(@) XE(Lpot (DBLP(Q))4 ol X)
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By the direct method of calculus of variations and using the stochastic Korn inequality 5.12 (cf.
proof of Lemma 8.2) the infimum on the right-hand side is attained and we conclude the proof. [

Proof of Proposition 8.6. The existence of unique minimizers for (8.7) and Zyey, follows by the
direct method of calculus of variations and using the uniform convexity assumption (A3). Theorem

8.5 implies that (up to a subsequence) uc 2 yin LP (2 x RY?, where u is the minimizer of Zj,om (cf.

Remark 8.4). Also, for another subsequence we have V=u, A Vu+y with y € (Lpot () ® LP(Q))%.
Moreover, Theorem 8.3 (ii) and Theorem 8.5 imply that

Enom (u) = lim iélf E(us) > Eo(u, x) > Enom(u). (8.12)
e—
Since for a.a. z, Vhom(Vu(z)) < (V(w, Vsu(z) + xs(w,x))), (8.12) implies that Viom(Vu(z)) =

(V(w, Vsu(z) + xs(w, x))) for a.a. x. Note that by strict convexity of V, the latter formula uniquely
determines the two-scale limit y. By Theorem 8.3, there exists a strong two-scale recovery sequence

ve € (LP(Q) ® LE(Q N EZd))d for (u, x). We have
</]Rd |Teue — ulP + |TeVeue, — Vu — Xpdx> (8.13)
< ¢ </Rd |Teue — Teve|P + | TeVoue — TeVe0 P + | Teve — ulP + | TeVeve — Vu — X|pdm> :
The last two terms on the right-hand side vanish in the limit £ — 0 by the properties of v.. The first
two terms also vanish as € — 0 and this follows by a standard argument using uniform convexity:

By the isometry property of 7¢, a discrete Poincaré-Korn inequality following from (5.5), the strong
convexity (A3), and since Viu, and VEv. are supported in Q7 NeZ?, we have

([ Ttio) = Tovswomrin) < o [ 190 010) = Vvt Pim )
<o [ IViunlow) - VietoPdnea)) (819
<c <;(58(ua) +E(ve)) — & (;ug + ;Uzs)) :

Since u. solves (8.7), we have

1 1 1 1
—& <ua + 'Us) < _EE(UE) + </ le - uadma> - </ le - <u8 + UE) dm€> ,
2 2 QﬂEZd QQEZd 2 2

and thus with (8.14), the first two terms on the right-hand side of (8.13) may be both bounded by
the following expression

e (5exte) - ectu) + 5 { [ e ) in.)).

The second term vanishes as ¢ — 0 using strong two-scale convergence of [.. Similarly as in the
proof of Theorem 8.5, it follows that lim sup,_, (& (ve) — E:(ue)) < 0 and therefore the claim of the
proposition is proved for a subsequence. Convergence for the whole sequence follows by a standard
contradiction argument and using the uniqueness of the minimizers (u, x). O
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8.2 Homogenization of elasto-plasticity

Let (Q, F, P, 7) be a probability space that satisfies Assumption 5.8, @ C R? be a bounded domain
with a Lipschitz boundary and (Z¢, ) be a periodic Korn lattice graph with an edge generating
set Ey (see Definition 5.5). We set Q7 := Q U {z € R?: (z,2+¢eb) N Q # 0 for some b € Ey}.
A system of particles connected by springs is represented using (¢Z¢,cE), where the edges ¢F
represent springs with elasto-plastic response (cf. the introduction). Upon an external loading [,
the system evolves according to an ERIS driven by an energy and dissipation functional (we recall
the abstract theory in Section 3). The following model is a random and discrete counterpart of the
model considered in [MTO7], where the periodic continuum case is treated.

e The state space is Y. = (L*(Q) ® L&(Q N EZd))d x (LA(Q) @ L(QTe N EZd))k, the displace-
ment u. and the internal variable z. are merged into a joint variable y. = (ue, z.). We equip
Y. with the scalar product

(Y1, 92)y, = </€Zd uy (w, ) -ug(w,x)dms(x)> + <

N </€Zd o (w, 7) - zz(w,x)dms(w>> :

e The energy functional is & : [0,7] x Yz — R,

Veu (w, z) : VEuQ(w,:r)dms(x)>
ezd

Eulte) = 3 e = (| mll)@) - el ime(a)).

ey = ([ A (V) (TR Jimetw )

e The dissipation potential is R : Yz — [0, oo},

Rei) = ([ plrsin el )i ).

€

We assume the following;:

(B1) A € L>®(Q,R2kx2k) and it satisfies: there exists ¢ > 0 such that A(w)F - F > ¢|F|? for P-a.a.

sym

we Qand all F e R+,

(B2) p: Q xRF - [0,00), p(-, F') is measurable for all F' € R¥ and for P-a.a. w, p(w,-) is convex
and positively homogeneous of degree 1, i.e., p(w, aF) = ap(w, F) for all & > 0 and F € R*.
Also, we assume that there exists 1 € L?(£2) such that for P-a.a. w, p(w, F) < ¢¥(w)(|F|+1)
for all F € R

Let T > 0 be a finite time horizon and we consider the ERIS (Y, &, R:). We denote by Sc(t) :=
{yeYo:E(t,y) <&(t,y)+R(y —y) for all y € Y.} the set of stable states at time ¢t € [0, 7.

Remark 8.9 (Existence and a priori estimates). If we assume (B1)-(B2), 1 € C*([0,T], L*(Q)%)
and y? € S:(0), the conditions of Theorem 3.5 are fulfilled and there exists y. € C¥P([0,T),Yz:), a
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unique energetic solution to the ERIS (Yz,E-,R.) with y-(0) = y2, i.e., for all t € [0,T] we have
Ye(t) € Se(t) and

£t 0:0) + [ Relie(s))ds = £(0,0:00) - /0< / ) . ds, (519

NeZ4
and, moreover, ||y:(t) — ye(s)|lv. < c|t —s| for all t,s € [0,T], where ¢ > 0 is independent of c.

The passage to the limit model as ¢ — 0 is conducted in the setting of evolutionary I'-convergence
(see Section 3) and involves a discrete-to-continuum transition. The homogenized model is also

described by an ERIS:

e The state space is given by Y = Hg(Q)* x L*(Q x Q)% x (L2,,() ® L*(Q))* and we denote
the state variable by y = (u, z, x).

e The energy functional is

1
E:0,T)xY =R, &ty = B (Ay, )y y — /Ql(t) -udx,

Ay, Y)y-y = /Q <A(w) (vsu(i)(;i;(w’x)> : (Vsu(x) i XS(“’x)> > dx.

e The limit dissipation functional is given by

Ro:Y = [0,00], Ro(y) = /Q (p(w, 2(w,x))) dx.

We denote by S(t) :={y €Y : &(t,y) < E(t,y) + Ro(y — y) for all g € Y} the set of stable states
at time ¢ € [0, 7.

Remark 8.10 (Positive-definiteness of A). If we assume (B1), then there exists ¢ > 0 such that
(Ay,Y)y«y > cllyll? for ally € Y. Indeed, (B1) implies that

sy = o [ 190+ x4 He)ds).

Since u is deterministic, we have fQ (Vsu(z) - xs(w,z)) dr =0 and therefore

</Q‘VSU(:E)+XS(M’$)|2dx>:/Q|V3u(x)2d$+/@<|Xs(w,l‘)|2>dlE.

This implies the positive-definiteness using the deterministic and stochastic Korn inequalities Re-
mark 5.6 and Lemma 5.12, respectively. Moreover, A is symmetric by the symmetry of A and Ay
is bounded since the symmetrization (+)s is a bounded operator.

Remark 8.11 (Existence and uniqueness). If we assume (B1)-(B2), 1 € C'([0,T], L*(Q)%) and
y° € S(0), then the assumptions of Theorem 3.5 are satisfied (see Remark 8.10) and therefore there
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exists a unique energetic solution y € C™P([0,T),Y) to the ERIS (Y, &y, Ro) with y(0) = ¢, i.e.,
for all t € [0,T] we have y(t) € S(t) and

/ Ro(y(s))ds = E(0,y(0 / / s)dxds. (8.16)

We remark that this system in general does not reduce to classical deterministic elasto-plasticity
with linear kinematic hardening since the internal variable z is not deterministic. However, we
might see it as a deterministic elasto-plasticity model with nonstandard constitutive laws account-
ing for the microstructure, where we view u as the deterministic solution and the pair (z,X)
represents an internal variable that simultaneously accounts for the plastic behavior and the mi-
crostructure. In fact, the evolution of the macroscopic variable u may be described by the equation
—divP,((2(0), x(0)), Vsu(-,z)) = l(t,z), where Py, is a generalized Prandtl-Ishlinskii type operator
given in terms of the evolving corrector quantities (z,x), cf. [Miel2] for a detailed discussion in
the related situation of continuum periodic homogenization of gradient plasticity.

For notational convenience, we introduce the following abbreviation: For y. € Y, and y € Y,

Ye X y e U 2w, Veue 2 Vu+ x and z. RNy (in the corresp. L*-spaces). (8.17)

Also, we use 3 if the quantltles on the right-hand side strongly two-scale converge. The “c” in this
shorthand refers to “cross” convergence as is used in the periodic case in [MT07]. The proof of the
following homogenization theorem closely follows the strategy developed in [MTO07] (see Section 3
for a short outline of the abstract principle and for more references). In that paper, the periodic
unfolding method is applied to a similar (continuum) problem with periodic coefficients. The main
result of this section is:

Theorem 8.12 (Two-scale homogenization). Assume that (B1)-(B2) hold, (-) is ergodic and | €
CH([0,T), L*(Q)4). Let y? € S-(0) satisfy

yg C—2> yo ey.
Let y. € CYP([0,T),Yz) be the unique energetic solution to the ERIS (Yz, &, Re) with y-(0) = y2.
Then,
c2
y’ € 5(0), and for allt € [0,T]:  y(t) S y(t), E(t,y=(t)) = Eolt,y(t)),
where y € CLip([O,T],Y) is the unique energetic solution to the ERIS (Y, &y, Ro) with y(0) = Y.
(See Section 8.2.2 for the proof.)

Remark 8.13 (Nonergodic case). We remark that the above result holds true in the case that (-) is
not ergodic (with minor changes in the proof) with a modified state space for the continuum model,

specifically Y = (LZ,,(2) @ HJ(Q))? x L*(2 x Q) x (L2,,(2) @ L*(Q))".

8.2.1 Representative volume element approximations

The effective system (Y, &y, Ro) is given in terms of functions from the space of stochastic gradi-
ents Lpot(Q) which is defined on a probability space that is typically infinite-dimensional. This
fact makes the computation of the solution inaccessible for standard numerical methods as dis-
cussed in Section 7.2. For this reason, we develop an approximation procedure based on the RVE
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method, cf. Section 7.2. The genuine two-scale nature of this problem requires a careful choice
for the approximating system. In particular, for standard (one-scale) problems where the effective
coefficients are deterministic quantities, the RVE method consists of replacing the coefficients by
their approximations, which may be obtained separately by solving some approximate corrector
equations. We refer to Sections 7.2, 8.3.1 and 9.1.1 for such problems. On the other hand, for our
two-scale formulation, the approximate correctors are not determined separately, but their compu-
tation will be merged into the ERIS. In fact, this is necessary since the corrector x in our two-scale
problem evolves in time, i.e., we deal with a microstructure-evolution problem. In particular, we
view z € Q as a macroscopic variable and we introduce a new variable ¢ € Z% which we see as a
microscopic “averaging” variable. To each macroscopic point =, we attach a representative volume
domain LBNZ? L>> 1 is a parameter and B C R?, and the problematic quantity in the energy

A(%U(ﬂ;)(;r) xs(I)> . (VSU(Q;)(;F) Xs($)>

is replaced by the averaged object

][L . Alrw) <Vsu(:r) ,:(q,v;f@(q’ m)> _ <Vsu(1:) Z-Eq,v:z,)sgg(q, x))dm(q)’

where the symmetrized stochastic gradient is replaced by its deterministic discrete counterpart
Vy,sp. For ¢ we may consider different choices of boundary conditions, however, to make the
exposition simple, we stick to the choice of homogeneous Dirichlet conditions as before (periodic
boundary conditions are also applicable). Also, the dissipation potential needs to be correspond-
ingly modified. This procedure is similar to the F E?-method from numerical homogenization, see,
e.g., [Fey99, Mie02, SH13, NW19], where for similar problems a macroscopic discretization of the
physical domain @ is considered and to each simplex in it, another (discretized) representative
volume domain is assigned, which serves for the computation of the averaged stresses (see also
[EGSZ15] for a related stochastic approach). In the following we present the precise setting for the
approximation.

Let L > 1 and B C R? be open bounded convex with a Lipschitz boundary, the corresponding
variable is denoted by ¢ € B (also ¢ € LB N Zd) to differentiate it from the macroscopic variable
x € Q. We set Bt .= BU {qe R?: (g,q+ $b) N B # 0 for some b € Ey} (we use the shorthand
BT).

e The state space is given by Yz, = (L*(Q) @ H&(Q))d x (L3(Q) @ LI(LBT NZ%) & LQ(Q))k X

(L2(Q) @ LA(LBNZY) ® LQ(Q))d, and the state variable is denoted by yr, = (ur, 21, o). We
equip L3(LB* NZ4* x LE(LB N Z%)? with the scalar product

(e Cagall = (@) 20 + V(@) Vagaladma),

where V, denotes the discrete gradient w.r.t. the variable ¢ (below with V, we denote the
gradient w.r.t. the x variable). The extension of this space in the definition of Y7, is equipped
with the corresponding extension of (-,-);.
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e The energy is given by &1, : [0,T] x Y — R,

1
Er(t,yr) = 5 <ALyLayL>yL*7yL - <][ d/ It) - uLd:ndm>,
LBnzd JQ

Viesur +V Visuo +V
(ALyr,y2)y:y, = <][ / A(qu)< et q’S%) : ( w2 q,s<p2> dazdm>.
’ LB+Nzd JQ 21 22

Above, V, s and V, , are the symmetrized gradients in the x and g variables, respectively.

e The dissipation potential is given by Ry, : Y1, — [0, oo],

Rufin) = (f [ o afen2)dadmia) ).

The set of stable states at time ¢ € [0, 7] is denoted by S7,(¢). Under the assumption (B1), we obtain
that Ay is linear bounded and symmetric, and there exists ¢ > 0 such that (Apyr,yr) > ¢ ||yL||§L
for all yr € Y. Indeed, this follows analogously as in Remark 8.10 using the continuum and
discrete Korn inequalities, and the orthogonality of V, ;u and V.

Remark 8.14 (Existence and a priori estimates). If we assume (B1)-(B2), 1 € C*([0,T], L*(Q)%)
and yY € Sp(0), then the assumptions of Theorem 3.5 are satisfied and therefore there exists a
unique energetic solution y, € CYP([0,T],Yy) to the ERIS (Y1, EL, Rr) with y(0) = y2. Moreover,
lyr(t) — yr(s)|ly, < c|t —s| for allt,s € [0,T] and ¢ > 0 does not depend on L. We remark that
this system is given in the mean formulation, i.e., the functionals are averaged over ). However, it
also admits an equivalent pointwise P-a.e. formulation, which, for fized w, presents a deterministic
ERIS suitable for usual finite element computations, see Remark 8.16.

In the following, Tz : L?(Q) ® L?(eZ%) ® L*(Q) — L*(Q) ® L*(R%) @ L%(Q) denotes the linear
isometric extension of Tz : L2(Q) ® L?(eZ?) — L*(Q) ® L?(R%) as introduced at the end of Section
5.3 (i.e., “Teu(w,q,z) = u(r_aw,q,x)”). In the following, we view L as a sequence that tends to

0o. We emphasize that for a function ¢ € L?(Q) ® L*(Z%) @ L?(Q) the second (discrete) variable
is denoted by ¢ € Z4, i.e., “p = p(w,q,z)”. We reuse the same letter for the second (continuum)
variable of Tip € L*(Q) ® L*(B) ® L*(Q), i.e., “Tip = Tip(w,q,z)” and ¢ € B C R% In this
respect, below |’ 1. “dgq denotes integration with respect to the (second) continuum variable ¢ € LB
with respect to the Lebesgue measure. The main result of this section is:

Theorem 8.15 (Convergence of approximation). Assume that (B1)-(B2) hold, (-) is ergodic, | €
CY([0,T], L*(Q)?). Lety° € Y and yY € SL(0) satisfy, as L — oo,

> i (@ o ay@) ([ 17 - 0P o,
LB+ JQ

1
72 <][ / ’7'1<P%2dxdq> — 0, <][ / |7-1vq¢% _ X0|2d£€dq> N
LBJQ L5+ Jo

Let yg, € CYP([0,T],YL) be the unique energetic solution to the ERIS (Yy, €, Rr) with y.,(0) = 2.
Then, y° € S(0) and for all t € [0,T),

ur(t) = u(t) i (L3(Q) @ HYQ)?,  Elt,yr(t)) — Elt,y(D)),
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where y is the energetic solution to the ERIS (Y, &, Ro) with y(0) = y°. Moreover, for allt € [0,T],

it holds
(f [t —=0paiy > 0. 5 {f [ [TeswPasis) o
LB+ Jg L* \JiB Jg

<£3+1Jﬂvﬁ%@)—x@Wﬂmm>_+Q

(See Section 8.2.2 for the proof.)

Remark 8.16 (Practical computations). As discussed in Section 7.3.1 (¢f. Lemma 7.16), for
P-a.a. w, the solution of the above system yr(w) solves a deterministic ERIS (YLth,Sf,R‘L’)
(parametrized by w) given by

v — H1(Q)? x (Lg(LB+ VAL LQ(Q)>k x (Lg(LB nzd) @ L2<Q))d,

1 x,S S x,S S
LB*tNZd JQ z z Q
Ri@) = [ [ plrge 0, 0)dedm(a).
LB+Nzd JQ

This observation provides a ground for the practical computation of the solution yy,.

8.2.2 Proofs

Before proving Theorem 8.12, we show, as an auxiliary result, the existence of joint recovery
sequences, which implies the stability of two-scale limits of solutions.

Lemma 8.17. Assume that (B1)-(B2) hold, () is ergodic, I € C'([0,T], L*(Q)%). Let t € [0,T]
and y. € Sc(t) such that y. Lt y €Y. For anyy € Y there exists y. € Y. such that y. A Yy and

il_rf(l) (Ee(t,ye) + Re(ye — ye) — Ec(t, ) = Eo(t,y) + Ro(y — y) — Eo(t, ).
This implies y € S(t).
ceey o . . 9 ) d\nd .
Proof. Corollary 5.28 (iii) implies that there exists a sequence v, € (L (Q) ® L§(Q NeZ )) with
ve Bu—u in LAQ xR Veu B VE—Vu+y—x in L2(Q x RY)xd
The sequence g € (L*(Q) ® L§(Q1* N 5Zd))k, given by g. = 1o+ F.(Z — 2), satisfies
ge B> Z—2 in L2(Q x R,

We define y. componentwise: ue = ue + v. and z. = z. + g.. By weak two-scale convergence of vy,

we have that . Lt y, and furthermore . — . Lt y—y.
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The energy functional is quadratic, thus it satisfies

E(t,Ye) — E(t, ye) B ) (8.18)
_ 1 < A(r2w) <V§(u5 - ue)(w,x)> . <V§(ua + ua)(w7x)>dm€(x)>

2 N (ze - 25)<w,$) (Ea + Za)(wa x)

_ < /Q . Tl (t) () - (Ue — ue) (w, w)dms(x>> :

Using the transformation formula (5.14), we rewrite the first term on the right-hand side as

L < / Aw) (ﬁvzﬁs — ue) (w, m)) . <7;vz£a€ + ue) (, x)) dw> .

2 Rd 7;(2,5_25)((’071.) 7;(2€+Z€)(wax)
This expression is a scalar product of strongly and weakly convergent sequences (see Lemma 5.18),
and therefore it converges to, as € — 0,

]. Vsas - v5u+%5 _XS v5a+vsu+%s +Xs
— A - . = dx
2 \ Jpa zZ—z z+z

1/,
= 3 ((Ay,y Yoy = <Ay,y>w,y) :

The second term on the right-hand side of (8.18) converges to — fQ [(t) - (u — u)dz. Furthermore,
by Jensen’s inequality and the transformation (5.14), we obtain

Rt —10) < ([ plonmele = )2t

<( [ f ot 32) stz )
=Ro(y —y).

On the other hand, using Fatou’s lemma and the fact that p(w, ) is continuous, we obtain
lminf R. (e — y:) = Ro(y — y).
e—0

Above, we also use the usual transformation formula (5.14). This concludes the proof. O]

Proof of Theorem 8.12. Step 1. Compactness and stability. First, we set vz := (Teue, TeVeue, Teze)
[0,T] — L?(22 x RH)4 x L2(Q x R4 x [2(Q x RY)¥ =: H. Using the a priori estimate from Re-
mark 8.9 and the isometry property of 7z, it follows that v, is uniformly bounded in C™P ([0, T, H).
Therefore, the Arzela-Ascoli theorem implies that there exist v € C™P ([0, T], H) and a subsequence
(not relabeled), such that for all ¢ € [0, 7]

ve(t) = v(t) weakly in H.
Moreover, by boundedness of y.(t) and the above, we conclude that for all ¢ € [0,T], v(t) =

(u(t), Vu(t) + x(t), 2(t)), for some y(t) = (u(t),z(t),x(t)) € Y. Here we use the fact that if
ze € L2(Q) ® L3(Q*° NeZ?)¥ converges in the weak two-scale sense, then, similarly as in Corollary
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5.23, the limit may be identified with an L?(2 x Q)* function. In other words, we have y.(t) X y(t)
and y(0) = y°. Lemma 8.17 implies that y(t) € S(t) for all ¢ € [0, 7).

Step 2. Energy balance. We fix t € (0,7]. We pass to the limit ¢ — 0 in (8.15) and show that y

satisfies
/ Ro(y(s))ds < E(0,y(0 / / s)dxzds. (8.19)

The (EB) equality of the discrete system reads

5 (Bewel®) ve (), — < /Q () u€<t><w,x>dm€<x>> " /0 Re(je(s)ds  (3.20)

1

5 OO, = ([ 5000 0) (o))

NeZd

-/ t ( [ ) ) () ) ds.

The strong two-scale convergence of the initial data implies that the first two terms on the
r1ght hand 51de converge to £(0,y(0)). The remaining term on the right-hand side converges to
— fo fQ s)dzds by the dominated convergence theorem. Moreover, using Proposition 5.19
and the strong convergence of 7.l(t) we obtain

lim inf (; (Acye(t), Y= (t))ys v, — </Qmezd mel(t)(x) - ug(t)(wjx)dmg(x)>> > & (t,y(t)). (8.21)

e—0

To treat the last term on the left-hand side of (8.20), we consider a partition {¢;} of [0,t]. We have

ZRO y(ti— 1))<hm1nfz72 Ye(ti) — y=(tiz1)).

The above inequality follows by the transformation formula R.(y.) = < Jra p(w, ﬁzg)dx> and by
the fact that the integral functional < Jga p(w, )> is weakly l.s.c. Taking the supremum over all
partitions {t;} of [0,t] above, exploiting the 1-homogeneity of Ry and the growth condition from
(B2), we obtain

/ Ro(y(s))ds < hmlnf tR (9=(s))ds. (8.22)

This proves (8.19). The other inequality in the (EB) equahty of the limit system follows using the
stability of y (see Lemma 3.6) and therefore we conclude that y satisfies (8. 16) Moreover usmg this
equality and the fact that the right-hand side of (8.20) converges to £y (0, y(0 fo JoU( 0 s)dzds,

we conclude that
lim < (t,ye(t / Re(Ye(s > (8.23)
e—0

= lim <5 (0,:(0)) —/0 </QHEZd ﬂ'gl(s)‘ua(s)dm5>> ds

_ / / s)dads = Eo(t, y(t ))+/Ot7z0(y(s))ds.
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This implies that lim sup._,o & (t, y=(t)) < Eo(t, y(t)) + fg Ro(y(s))ds +limsup,_,q — fg Re(y(s))ds
and therefore using the liminf estimates (8.21) and (8.22), we obtain that

lim £ (1, (1)) = Eo(t, (1)) (8.24)

Step 3. Strong convergence. To obtain strong two-scale convergence, we construct a strong recovery
sequence Y. (t) € Yz for y(t) € Y for all ¢t € [0, 7], in the sense that

(1) S y(1),

cf. the proof of Lemma 8.17. For notational convenience, we drop the “t” from the sequences and
we denote v. = (Teue, TeVeue, Teze), Ve := (Tetle, TeVeUe, Toz:) and v := (u, Vu + x, z). By the
triangle inequality, we have

lve = vl < flve = Vellar + [[oe = vl (8.25)

The second term on the right-hand side vanishes in the limit ¢ — 0. Also, since the energy is
quadratic, we obtain, using the isometry property of 7; and a discrete Poincaré-Korn inequality,

”Us“iéngi

< c(Eulte) — £t + (AT — vy, + { RO ) o))} ).

NeZ4
The last two terms on the right-hand side vanish as ¢ — 0 (cf. the proof of Lemma 8.17). The
sum of the first two terms vanishes as well in the limit ¢ — 0 by (8.24) and the fact that gy, is a
strong recovery sequence (and therefore lim._0&-(¢,y:) = Eo(t,y)). This proves the claim of the
theorem for a subsequence. To show that the convergence holds for the whole sequence, for a fixed
t € [0,T], we consider e-(t) := ||v:(t) — v(¢t)||gr. For any subsequence &’ of ¢, we can find a further
subsequence €” such that e.s(t) — 0 by the uniqueness of the solution y. From this follows that
the whole sequence converges in the sense given in the statement of the theorem. O

In the proof of Theorem 8.15, by a change of variables ¢ ~ { we equivalently restate (Yz,Er, Rr) as
a system that is similar to (Yz, ., R:) on an extended space. As a result of this, the claim follows
similarly as Theorem 8.12 and therefore in the proof we omit the details that are completely
analogous.

Proof of Theorem 8.15. Step 0. Reduction to a familiar problem. For notational convenience we set
= 1,
to denote convergence of unfolded sequences. We define y.(+,q, ) := (ul (-,), 22 (s, %q, Jyepn (s, %q, )>

we recall that 7. denotes the extended unfolding operator and we use the usual notation N

and using a change of variables ¢ = ¢, a direct computation shows that g, is the unique solution
to the ERIS (YE £, RE) given by

Y. = (IAQ) @ HY(Q)" x (LA(@) @ Li(B* nezt) L2(Q))k x (1A e BNz o L2(Q)>d

om0 S )
Reti) = (f,.. [ strso (o q.)deime)).
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In the following steps we show that this system converges to an ERIS, given in terms of g() = “fB &’
and Rg :“JCB Ry, that is equivalent to (Y, £y, Ro) for initial data independent of ¢, cf. Step 5. We
define the intermediate system (}N/, g'o, 7€0> as follows:

Y = H3(Q)" x (L*(Q) @ LA(B) ® L*(Q))" x (H3(B) @ LA(Q))" x (L () ® LA(B) ® L*(Q))",

the state variable is denoted by w = (u, z, ¢, X), the energy functional is given by & : [0, T x Y > R,

Eo(t,w) <][ / ( @t + Vq st XS) : <Vz,su + qu,scp + Xs) dxdq> — / I(t) - udz,
Q

and the dissipation functional is Rg : Y — [0, o<,

0 =(f | e 2t 0)drdq).

In this proof we tacitly identify the function (w,z) — uc(w,z) with the function (w,gq,z) —
1 g+enoz4(q)ue (w, z) and analogously for any function independent of ¢ € eZ? (or q € B).

Step 1. Compactness. We define

Ua = (7;“5,EVIUE,EZE,/];QDE,EVZQOE) : [O7T] — H7

where H := (L*(Q) ® L*(RY) ® LQ(Q))d+dXd+k+d+dXd. Using the a priori estimate from Remark

8.14, the isometry property of 7. and the discrete Poincaré-Korn inequality, it follows that
[ve(t) — ve(s) |l < eme(BTe NeZd)|t —s| for all t,s € [0,T).

We notice that m.(B+ NeZ?) — |B| and therefore the Arzela-Ascoli theorem yields the existence
of a (not relabeled) subsequence and v € CP([0, T, H) such that for all ¢ € [0, T],

ve(t) = v(t) weakly in H.

Using the compactness properties of the extended unfolding operator discussed at the end of Section
5.3, in particular (5.18) and (5.19), we obtain that v(t) = (u(t), Vau(t), 2(t), ¢(t), Vap(t) + x (1))
such that w(t) := (u(t),z(t),o(t),x(t)) € Y. The convergence of the initial data implies that
w(0) = (uO,ZO,O,XO).

Step 2. Stability. We fix t € [0,7] that we drop from the notation. We consider an arbitrary
w = (u,z,¢,X) €Y. We apply the extended recovery sequence construction from (5.20) in Section
5.3 to the pair ($ — ¢, X — x) that yields a function ¢. € (L*(Q) ® L3(B NeZ%) @ LQ(Q))d such that
Oe 2 9—¢ and V. 2 Vo —Vap+X—x. Also, we set g-(w, ¢, &) := 1ptenza(q) Fe(Z—2)(w, ¢, z),
which satisfies g. 2 ¥ _ 2. We define Ye € }75 componentwise U = Uz + U — U, 2. = 2 + ge,
Ve = e + Po. As a result of this, we obtain

qu( SO)+S</_X7
qu( SO)+§E+X'

)

Vis(le —ue) 5 Vos(@—u), Z—z 2%z Vi (f—p) >V
vms(“e‘i‘ue)ivxs(a‘i‘u)v Ea‘i‘zeiz"i‘za V (90€+§06)Av

)
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As a result of this, as in Lemma 8.17, we use the quadratic structure of the energy and the usual
transformation formula using 7; to obtain (shorthand M. = m.(B** N eZ%))

l

E(t>g5) - é(taya

)
1 AT

o (L,
< I(t) - (uu)>

— go( w) — Eo(t w), ase— 0.

T

(vm,s (Ue — ue) + Vs (@e — ‘Ps)) T <Vx,s (Ue + ue) + Vs (@ + ‘P:—:)>>

Ze — 2¢ Ze + 2¢

@\

Moreover, analogously as in Lemma 8.17 we obtain that lim.— ﬁg (Ye — ye) = 750(117 — w). These
observations imply that w(t) € S(t), which is the set of stable states corresponding to the functionals
50 and Ro.

Step 8. Enerqgy balance. Analogously as in Step 2 in the proof of Theorem 8.12 we pass to the limit
¢ — 0 in the energy balance equality of the system (YE, &, RE> to obtain

/Ro ))ds = E(0, w(0 //

We remark that the left hand side is treated completely analogously as in Theorem 8.12 using
the extended unfolding operator. Also, by assumption the initial energy satisfies E-(0,90) —
E0(0,w(0)). Furthermore, it follows that

E(tye (1)) = Eo(t, w(t)). (8.26)

Steps 2 and 3 show that w is a solution to the ERIS (17,50,7%0) with w(0) = (uo, 29,0, XO), that
turns out to be unique, cf. Step 5. In this respect, the above convergences hold for the entire
sequence.

Step 4. Strong convergence. For w(t) = (u(t), z(t), ¢(t), x(t)), similarly as in Step 2, we find a
strong recovery sequence yz = (Ue, 2, Pe) € Yz such that v, = (Eﬁg,Evmﬂa,ﬂzs,ﬁﬁg,EVfI@)
satisfies

Ue — v(t) strongly in H.

Following the argumentation of Step 3 in Theorem 8.12 (using the quadratic structure and the
convergence of the energy), we obtain that v.(t) — v(t) strongly in H.

Step 5. Conclusion: We show that (u,z,0,x) is the unique solution to (17,50,750), where y =
(u, z,x) is the solution to (Y, &, Ro).

First, we remark that the ERIS ()7, g@, 7%0) satisfies the assumptions of Theorem 3.5, that might
be seen using the (pairwise) orthogonality of V, su, V4 s¢ and xs, cf. Remark 8.10. Therefore, it
has a unique solution w that satisfies w(0) = (u”,2°,0,x°); note that y° € S(0) = w(0) € S(0).
Second, we consider y = (u, z, ), the solution to (Y, &, Ro) with y(0) = y°. By stability of y, for
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an arbitrary @ € Y, we have

Eo(t,y) B o ~ o
- % </Q Alw) (Vz,su + fl}j(gvzzl,;so + Xs) dq) . <vx,su + fic;vgzé;@ + Xs) dQ> dac>

—/Ql(t)ﬂdaz+</@p(w,]{95—2d®d$>

< g()(tu 117) + 7%0({17 - (U, z,0, X)):
where the latter is Jensen’s inequality. An averaged integration of the above over B, yields
(u(t), z(t),0,x(t)) € S(t). Similarly, integrating the energy balance equality of (Y, &y, Ro) over B,
it follows that (u(t), z(t),0, x(t)) satisfies the energy balance equality of (17, 50,75,()). As a result

of this, we conclude that (u(t), z(¢),0, x(¢)) = w(t). This fact, (8.26) and the strong convergence
from Step 4 conclude the proof. O

8.3 Homogenization of gradient plasticity

The effective rate-independent system from Section 8.2 cannot be equivalently recast as a classical
ERIS with deterministic properties as in the case of convex minimization (Theorem 8.5). The reason
for this is that the limiting internal variable z is in general not deterministic. The microscopic
problem might be regularized by adding a gradient term of the internal variable z; and in that way
homogenization yields a deterministic limit problem. This strategy was demonstrated in [Hanl11],
where periodic homogenization of gradient plasticity in the continuum setting is discussed. In the
following, we show that the same applies in our stochastic, discrete-to-continuum setting.

Let v € (0,1). The new microscopic system involves the same dissipation potential R. as before,
as well as the same state space Y., yet now equipped with the scalar product

(y1, y2>Yg

= </52d uy(w, x) -uz(w,x)dmg(x)> + < - Veui(w, z) : V5u2(w,x)dms($)>
([ ) st aan) )+ { [ Va0 Vi w).

We consider a modified energy functional & : [0,7] x Y. = R

EX(t,ye) = E(t,ye) + < G(r2w)e"Veze(w, ) : €7V 2 (w, x)dma(aﬁ)> ,

ezd
where G : 2 — Lin (RkXd, RkXd). We assume the following:

(B3) G € L=(Q,Lin(RF*4 RF*d)) it is symmetric (P-a.e.) and it satisfies the following: There
exists ¢ > 0 such that G(w)F : F > ¢|F|? for P-a.a. w € Q and all F € RF*9,

The set of stable states at time ¢ € [0, 7] is denoted by SZ (¢).
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Remark 8.18 (Existence and a priori estimates). If we assume (B1)-(B3), 1 € C1([0,T], L*(Q)?)
and y° € S2(0), then Theorem 8.5 implies that there ewists a unique energetic solution y. €
cp (o, T],Y;-) to the ERIS (Yz, &2, R.) with y-(0) = 12, i.e., for allt € [0,T] we have y.(t) € SZ(t)
and

)+ [ Reopts =200y - [ ([ wit) wtan)as g2

and, moreover, ||ye(t) — ye(s)|lyy < clt — s| for all t,s € [0,T] and ¢ > 0 does not depend on ¢.
In the limit € — 0, we obtain a deterministic rate-independent system described as follows:
e The state space is Y = H(Q)? x L?(Q)* and the state variable is denoted by y = (u, 2).

e The energy functional is o : [0, 7] XY — R

1
Ehom (L, Y) :/ 2Vh0m(vsu,z)dx/ I(t) - udx,
Q Q

where Viom is given by the corrector problem: For Fj, F» € R¥,

View(FLFy) = inf | <A(w) <F1 +XS(W)> ' <F1 +><s(w))>'

XEL2,, (@) Fy Fy

In fact, Viom is quadratic: There exists Apom € RZEX2F positive-definite such that Viem (Fi, Fp) =

Sym

Apom (Fl) (1) for all Fy, Fy € R¥. Explicitly, for 4,5 € {1, ..., 2k}, we have

AP = <A(w) <6z‘ + <x§(()w)>) -ej>, (8.28)

where Y € Lpot(Q)d is the unique solution to

<A(w) <ei n (Xi((]‘”)» : <5<VS(()“)>> =0 forall ¥ € L2,,(2)%. (8.29)

e The dissipation potential is given by Rpom : Y — [0, o0]
Rion() = | pronm(2(2))d,
Q
where phom @ RF — [0,00], phom(F) = {(p(w, F)), that is convex, l.s.c. and positively 1-
homogeneous.

The set of stable states at time ¢ € [0,7] is denoted by Stom ().

Remark 8.19 (Existence and uniqueness). If we assume (B1)-(B3), | € C'([0,T], L*(Q)%) and
y° € Shom(0), then Theorem 8.5 implies that there exists y € CYP([0,T],Y), a unique energetic
solution to the ERIS (Y, Enoms Ruom) with y(0) = 4°.

The main result of this section is:
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Theorem 8.20 (One-scale homogenization). We assume that (B1)-(B3) hold and that {-) is er-
godic. Let 1 € C*([0,T],L*(Q)%), y2 € S2(0), y° € Y, x" € (L2,,() ® L*(Q))* satisfy

2 2 .
yg = (yo,xo), e'YVEzS =0 in LQ(Q X Rd)kXd, Shom(O,yo) = &(0, (yo,xo)). (8.30)

Let y. € CYP([0,T],Y:) be the unique energetic solution to the ERIS (Yz, &2, R.) with y.(0) = y2.
Then y° € Spom(0) and for all t € [0,T),

u(t) B ult) in L2QxRHL 2(8) B 2(t) in LAQ x RYF EX(t,y.(t)) = Enom(t,y(t)),

where y = (u,z) € C¥P([0,T],Y) is the unique energetic solution to the ERIS (Y, Enom, Rhom) With
y(0) ="
(See Section 8.3.2 for the proof.)

Remark 8.21 (Existence of admissible initial data). We remark that for given y° € Y, there
exists X° that satisfies the third claim in (8.30). Indeed, this can be shown by a measurable selection
argument as in the proof of Theorem 8.5. Also, for such (y°, ") there exists a sequence 30 satisfying
(8.30) that follows by a strong recovery sequence construction (cf. Theorem 8.8 and Step 2 in the
proof of Theorem 8.20).

Remark 8.22 (Convergence of gradients). The proof of Theorem 8.20 shows that, in addition, we
have for all t € [0,T],

Veue(t) 2 Vau(t) + x(t) in L2(Q x RYD 29vez (#) 30 in LA(Q x RY)F4,

where x(t) € (L2

sot() ® L*(Q))? is uniquely determined by the identity, for a.a. x € Q,

o (THOE T 2) (Tau)z) + o0, 7)
Vhom(Veult)(0), (0)(2)) = (4G (V1O 3 102 (o) 3 w02,

8.3.1 Representative volume element approximations

The effective system (Y, Epom, Rhom) Obtained in the previous section is deterministic and it is
given in terms of the effective coefficients Apom and ppom. As discussed in Section 7.2, the com-
putation of these quantities is difficult in practice, cf. below (i) and (ii). Therefore, we introduce
an approximating ERIS that is suitable for numerical analysis and which is based on the RVE
method that is discussed in Section 7.2. In contrast to the two-scale problem from Section 8.2,
here we deal with a standard (one-scale) formulation and consequently in the approximation it is
sufficient to replace the coefficients Ayom and ppom by their approximations A; and pr which are
random, yet easier for computational purposes; here L > 1 is a parameter. The argument for the
approximation result in the limit L — oo might be obtained similarly as in the proof of Theorem
8.15. However, in this section we assume that p has a specific form as in the introductory example,
cf. (8.3). In this respect, the proof of convergence simplifies. In particular, we first obtain the
convergence (Ar, pr,) — (Ahoms Phom) in a suitable sense and secondly we conclude convergence for
the corresponding solutions of the ERIS using standard a priori estimates which also quantify the
speed of convergence of the solutions w.r.t. the rate of (A — Anom, L — Phom)-

Specifically, we assume that:
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(B4) p has the following form p(w, F') = Zle ri(w)|F|, where r € L>®(Q)* and r; > 0 for all
ie{l,.. k}
Note that if (B4) holds, (B2) is also fulfilled. In this case, ppom(F) = Zle Thom,i| Fi|, where
Thom = (T).
We point out the difficulties by the determination of Apom and r,om, and define their replacements:
(i) Apom is defined by the homogenization formula (8.28) that requires the solution of the cor-
rector equation (8.29). However, this equation is given in terms of stochastic gradients and
it is defined on a typically infinite dimensional space €2 that makes the usual finite element
approach ineffective, cf. Section 7.2. Let L > 1 and B C R? be open bounded convex with

Lipschitz boundary. We set B* := BU{z € R?: (z,2 + 1b) N B # 0 for some b € Ey}. The

replacement for Ayonm is given by Ap : Q) — Rg}’fnxfk ,

aje = e (e (TN ),

where ;(w,-) € L3(LB N Z%) is the Dirichlet corrector, i.e., it is the unique solution to

][L o Alm) <ei + (Vssoiéw, x))) ' <Vs(g(l‘)>dm(x) —0 forallge L3(LBN Z(?él)

(ii) rhom is simply given by the expectation of r, yet, in practice, we often do not have exact infor-
mation about the statistical properties of the modeled material, we merely assume that the
constitutive laws are described by a stationary random field. In this respect, it is convenient
to define an approximation for r,,, by a spatial average of a realization of the stationary
extension of r, i.e., we define

rr(w) _][LBmZd r(Tpw)dm(z).

Note that, in contrast to Apom and rnem, Ar and rp are still random, yet more convenient for
computational purposes. In the following we see L as a sequence that tends to oo. We collect the
main properties of the approximations:

Lemma 8.23 (Properties of Ay and 7). Let B C R be open bounded conver with Lipschitz
boundary. Let (B1) and (B4) be satisfied and (-) be ergodic. Then:

(i) Ap is a bounded sequence in L™ (2, R2X2%) and there exists ¢ > 0 independent of L, such

that for P-a.a. w, Ap(w)F - F > c|F|? for all F € R?*, and as L — oo,

Ap — Apom  strongly in L?(Q)%>2k,

(ii) r1, is a bounded sequence in L=(Q)*, rp; >0 for alli € {1,...,k}, and as L — oo,

L — Thom Strongly in LQ(Q)k.
(See Section 8.3.2 for the proof.)
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We consider the ERIS given in terms of Ay, and r:

e The state space is Yap = (L*(Q) ® H&(Q))d x (L3(Q) @ LQ(Q))k with the corresponding state
variable denoted by y = (u, 2).

e The energy functional is given by &r, : [0,T] x Yo, — R,
1
S L R R ORI
Q
Vsur(w, x) Vsuz(w, x)
A . = A : .
e, = [ ) (V) (Ve g,

e The dissipation functional is given by Ry, : Y, — [0, 00],

k
Rr(y) = </QZ7“L,1(W)|%(W>$)|de>-
i1

For the system (Yap,Er, R1), the set of stable states at ¢ € [0,7] is denoted by Sf,(t).

Remark 8.24 (Existence and quenched formulation). If we assume (B1) and (B4), v € S1(0) and
1 € CY([0,T), L3(Q)%), then by Theorem 8.5, there exists a unique energetic solution yy, to the ERIS
(Yap, €L, R1) with y,(0) = y. We remark that this system is given in the mean formulation (i.e.,
the functionals are averaged in ), however, it admits an equivalent pointwise P-a.e. formulation,
i.e., for P-a.a. w, yr(w) solves the deterministic parametrized ERIS given in terms on Arp(w)
and pr(w), c¢f. Lemma 7.16 in Section 7.3 and Remark 8.16. This fact presents the basis for the
computation of the solution yy,.

The main result of this section is the following theorem that provides convergence for the above
described approximation. The proof relies on a standard a priori estimate for ERIS (similar to the
one in (3.4), cf. [Mie05, Section 2.2] and [HR12, Section 7.5]) and on Lemma 8.23.

Theorem 8.25 (Convergence of approximation). Let the assumptions of Lemma 8.23 be satisfied.
Letl € CY([0,T], L*(Q)), y% € SL(0) and y € Shom(0). We consider y;, and y the unique energetic
solutions to (Yap,Er,Rr) with yr(0) = 42 and to (Y, Enom, Ruom) with y(0) = y°, respectively.
Then:

(i) For allt € (0,7, it holds

ly () = y(D)]l5,, (8.32)

2
< c (HALHLOO(Q)%X% Hy% - yOHYap + ||TL - Thom”[ﬁ(g)k + ||Ahom - AL||L2(Q)2kx2k) y

where ¢ > 0 depends only on Hl'”Loo([O’TL[g(Q)d), yoHy, T, [|7|| poe (e and the ellipticity ratio

from (B1).
(ii) If y¥ — y° strongly in Yap, then for all t € (0,T],

yr(t) = y(t) strongly in Yap.
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(See Section 8.3.2 for the proof.)

Remark 8.26 (Different choices for Ar). We remark that the above theorem does not depend on the
specific choice of Ap and rr, but only on the fact that they converge to Anom and room- In this view,
we may consider other admissible choices for these coefficients, e.g., we might consider different
types of boundary conditions in (8.31), periodization in law for the coefficient A or Monte-Carlo
type approximations for variance reduction, cf. Section 7.2.

8.3.2 Proofs

The proof of Theorem 8.20 follows the same strategy and it is very similar to the proof of Theorem
8.12. Therefore, in the proof we leave out the details that are completely analogous.

Proof of Theorem 8.20. Step 1. Compactness. We consider v, := (Tzue, TeVeue, Teze, Tee"VEz,) ¢
[0,T] — H := L?(Q x RY)d+dxd+ktkxd {sing the a priori estimate from Remark 8.18 and Corollary
5.23, analogously as in the proof of Theorem 8.12, we obtain that (up to a subsequence) for all
t € [0,77, it holds

y- (1) L (Y1), x1(t), IV z(t) > xa(t) in L2(Q x RE)kxe,

d k .
where y(t) € Y, x1(t) € (L2,(2) ® L*(Q))" and xa(t) € (L2,,(Q2) ® L*(Q))" and the mapping
t— (y(t), x1(t), x2(t)) is Lipschitz continuous. Also, by the convergence of the initial data it holds
((0), x1(0), x2(0)) = (3, x°,0).

Step 2. Stability. We fix t € [0, T]. For an arbitrary y € Y, a measurable selection argument applies

similarly as in the proof of Theorem 8.5 (i), and we find x € (L2,,() ® LQ(Q))d such that

pot
ghom(ta @ = 50(t7 (ga %))7

&y being the energy functional from Section 8.2. Corollary 5.28 (iii) implies that for the couple
(u—u(t),X — x1(t)) there exists a sequence w. € (L*(Q) ® L(Q N 5Zd))d such that
we > U — u(t), Vw, 2 Vi — Vu(t) + x — x1(2).

Furthermore, Corollary 5.28 (iv) implies that for (Z — z(t), —x2(t)), there exists a sequence g. €
(L*() @ L(Q N €Zd))k such that

2 2
ge =z —2z(t), €'Vg. = —xa(t).

We define 3. componentwise: @, = u. + w. and z. = z. + g.. Following the steps in the proof of
Lemma 8.17, considering the first terms in the energies, we obtain

lim (55(75, 375) - g&(ta ya(t))) = gO(tv (g’ %)) - gﬂ(tv (y(t)’ Xl(t))) = ghom(t7 @ - Eo(t, (y(t)’ Xl(t)))'

e—0
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Similarly, for the second terms in the energies, we have

£ £

< G(rew)e Ve, : E7V€Z€dmg> - < | Glrz)e V(1) EVVEZE(t)de>
_ < Glrw)e v —zg<t>>:a”ve<z€+zg<t>>dma>
= ([ 6TV 2 0) s TV Gt ) )
- - /R [Gxalt) xalt)de ) (s 0)

Furthermore, we have R (e — :(t)) < (Jpa p(w, Tege)dx). (B2) implies that p(w, Toge(w, z)) <
Y(w) (1 + |Tzge(w,)|). Since 1 € L2(Q), the strong convergence of Tzg. in L? and the dominated
convergence theorem imply that limsup, .o Re(¥e — ¥e(t)) < Rhom (¥ — y(t)). Similarly, it follows
that liminf. 0 Re(Pe — y=(t)) > Ruom (¥ — y(t)). Collecting the above statements, we obtain

Hm (E2(¢,Ye) + Re(Ye — v (1)) — E2 (L, ye(t)))

e—=0
= &hom(t, ) + Ruom(y — y(t)) — Eo(t, (y(t), x1(1))) — /Q (Gxa(t) : x2(t)) da
S ghom(tp ?D + Rhom(?j_ y(t)) - ghom(ta y(t))

As a result of this, we have y(t) € Spom(t). Another important fact following from this inequality,
in particular using that the left-hand side is nonnegative, is obtained by setting y = y(¢) and using
that Rpom(0) = O:

(e 0011 0) + | (Gralt): xal8) dr < G t10).
As a result of this, we conclude that x1(t) is the corrector corresponding to y(t), i.e.,

Enom (1, y(t)) = Eo(t, (y(t), xa())) (8.33)

and, moreover, we obtain that ys = 0.

Step 3. FEnergy balance. The energy balance equality is obtained in the same manner as in the
proof of Theorem 8.12 by using the assumptions on the initial data and using that

lim inf €2 (1, y2(1)) > Eo(t. (u(0). 1 (1)) + / (G@)x2(w, ) : xalw,2)) da
E—r Q
= ghom(t7y(t))7

which is obtained with the help of Proposition 5.19 (i) and by the fact that xo = 0. Also, the
inequality

e—0

Jim inf /0 Ro((s))ds > /0 Riom (i1(5))ds

and the convergence of the energy (¢, y-(t)) = Enom(t, y(t)) follow analogously.
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Step 4. Strong convergence. We set ve(t) := (Teue(t), TeVeue(t), Teze(t), Tee"Vez(t)) and v(t) =
(u(t), Vu(t) + x1(t), 2(t),0). With the help of Corollary 5.28, for (u(t),x1(t)) we find a strong

recovery sequence u. such that . 2 u(t) and Veu, 2 Vu(t) + x1(t) and for (z(¢),0) we find
a strong recovery sequence z; such that z; 2 z(t) and £7Vez, 20, We set Ue := (e, ze) and
Ve = (Tette, TeVeue, Toze, To€7VEZ:). Note that this choice yields lim. &2 (¢, ¥:) = Enom(t, y(t)).
The strong convergence ||v(t) — ve|| — 0 follows virtually the same lines as in the proof of Theorem
8.12 using the quadratic structure of the energy. As a result of this, we conclude that v (t) — v(¢).
Also, convergence for the whole sequence follows by the uniqueness of the solution for the limit
system. The proof is done. O

Proof of Lemma 8.23. (i) For an arbitrary F' € R?*, we have

AL(W)F'FZﬁBerZd <F+ZF< il )) <F+ZF< il ))dm

pi(w)\ |2
>C][ F+ E F< ® )’ dm
LB+nz4d

> c|F|?,

where in the first equality we use equation (8.31), the second inequality follows by (B1) and the
last inequality is obtained by Jensen’s inequality and by the fact that Vp;(w) averages to 0.
Moreover, a standard a priori estimate for (8.31) implies that §; 5y 4 |Vspi(w)|*dm < ¢, where
¢ > 0 depends only on the ellipticity ratio from (B1). As a result of this, we conclude that Ay is a
bounded sequence in L>()2%*2k: A} is indeed F-measurable that follows from the measurability
of ;, cf. Section 7.3. For notational convenience, in the following we set € := % and we fix one
i € {1,...,2k} that we drop from the notation. Note that the rescaled variable . (w, ) = ep(w, £),
¢ being the solution of (8.31), satisfies p. € L?(Q) ® L(B N Z%)¢ and it uniquely solves the
following minimization problem

. & = Vire ,Vi , dme ,
o (= ([ Vi)

where V(w, F') = %A(w) (ei + (g)) . (ei + (g)) forw € Q and F € R¥. With p = 2, the assumptions
of Proposition 8.6 are satisfied and therefore we obtain that, as e — 0,

Vi 2 Vau+xs in L2(Q x RY)F, (8.34)
where u € H}(B) minimizes the functional u %IB Abom (ei + (vgu)) . (ei + (VS“)) dz that has
a unique minimizer given by u = 0. Furthermore, Proposition 8.6 also implies that y € Lpot(Q)d

solves (8.29). As a result of this, we have, by applying a change of variables z ~ ex,

<|AL(w)ei €j — Anome€; - ej\2>

= (Ut (s (77577)) st = (a e (5)) ) )
e(f  [ata (VT T Fa )

+c<\]i+gmzd Arzw) <e,~ + (Xs(g”é”)» e;dm.(z) — <A <e,~ + (2)) .ej> ]2> ,
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where the second inequality follows by the triangle inequality. The second term vanishes in the
limit € — 0 by the von Neumann ergodic theorem Remark 5.9. The first term can be bounded by
c(fgse | TeVspe(w, ©) — xs(w)[*dx) that vanishes in the limit € — 0 by (8.34). The claim is proved.

(ii) Measurability, positiveness and boundedness in L>°(Q)* are all inherited from the corresponding

properties of r. Also, a direct application of von Neumann’s ergodic theorem, Remark 5.9, implies
the convergence rz, — Thom in L2(Q)F. d

Proof of Theorem 8.25. (i) By Remark 3.3, it follows that (for a.a. ¢, that we drop from the
notation)

Re(9r) < Rp(y) = (DEL(YL): UL = Y)yy v, Torally € Yap, (8.35)
Rhom(y) < Rhom(?j) - <Dgh0m(y)7 y - ?yl)Y*,Y for all {J €Y. (836)

Furthermore, we have (we identify Apom, with its extension Apoy @ Yap — Y;p)

d1
e (Ar (yr —v),yL — ?/M’;’Yap

= (Ar(yr —v),9L — y>y* Yap

ap?

= <ALyL7 UL — y'>Ya*p7Yap + <Ahomy7 Y — yL>Y;p,Yap + <(Ah0m - AL) Y, YL — y)Y;p,Yap
< Ri(9) = Ruom(9) + (Ruom (9(w))) = Re(9r) + ((Anom — AL) ¥, 9L = U)yy v, - (8:37)

The last inequality above is obtained by setting y = ¢ in (8.35), by setting ¥ = ¢, (w) in (8.36) and
integrating it over Q. Holder’s inequality implies that Rr () — Ruom(9) < L — (M)l p2q)x 191y
and (Riom (9 (w))) = Re(gr) < lrp — ()l 2 [19Llly,,- Moreover, we have

1
2
(Anom — AL) YV — Dy v, < < /Q [ Anom — ALPI(V s, z>|2da:> Iz = 9l

ap7
< [ Abomm — ALl 2gayweas 19l 1z — dlly,, -

where in the last inequality we use that Ayom — A does not depend on x and that y is deterministic.
The last three inequalities and (8.37) imply that

d1l
72 <AL (yL - y) y YL — y>y*

ap )Y:"Lp

IN

I = Mgz (19l + 192ly,, ) + I Anom — ALllga(yaeas lylly Iz — dlly,,

IA

¢ (Irz = () 2oy + 1 Aom = ALl pagaypecas )

where the last inequality is obtained using the standard a priori estimate for ERIS and the constant
¢ depends only on Hl‘”Loo([07TLL2(Q)d), ¥°||y» T and the constants from (B1) and (B4) (all these
quantities are independent of ¢t and L). Integration over (0,t) and (B1) imply that for all ¢ € (0,77,
we have (note that ¢ is modified)

2
lyr(®) — 9@, < ¢ (1ALl oo ayaecas 188 — 5°l15, + 1z = )2 + [ Anom — ALllaqqpens )

(ii) The claim follows directly by (i) and Lemma 8.23. O
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9 Continuum A-convex gradient flows

In this section we consider a sequence of gradient flows (Y, &, R.) where the functionals & and R.
are, respectively, A-convex and quadratic integral functionals with random and rapidly oscillating
integrands. We refer to Section 4 where we recall the abstract framework for gradient flows. In par-
ticular, we apply the modified abstract strategy for asymptotic analysis of gradient flows discussed
in Section 4 and the stochastic unfolding procedure in order to obtain a homogenization result.
Moreover, in a simplified setting of an Allen-Cahn type equation we consider an approximation
scheme for the effective system based on the RVE strategy. To keep the exposition simple, we
present the proofs at the end of this section.

9.1 Homogenization of gradient flows
Let (9, F,P,7) be a probability space that satisfies Assumption 6.1 and @ C R? be open and

bounded. Let p € (1,00) and s € [2,00). The system that we consider is defined on a state space
Y = L?(Q x Q). The dissipation functional is given by R. : Y — [0, c0),

R.(v) = % </Qr(7'::w,x)\v(w,x)|2dzv>.

The energy functional & : Y — R U {oo} is defined as
) = ([ Virzw o, Tyl + f(rzi i a))de ).
Q € €

for y € <LP(Q) ® Wol’p(Q)) NL*(Qx Q) =: dom(&;) and &, = oo otherwise. Above, r: Q x Q — R,
V:OxQ xR Rand f:QxQ xR — R and we consider the following assumptions:

(C1) ris F ® L(Q)-measurable and there exists ¢ > 0 such that for a.a. (w,z) € Q x @, we have
I <rwz)<e

(C2) V(-,-,F)is F ® L(Q)-measurable for all F € R? V(w,z,-) is convex for a.a. (w,z) € Q x Q
and there exists ¢ > 0 such that

1
7|F|p—C§ V(w,x,F) < C(|F|p+1)
C

for a.a. (w,z) € 2 x Q and all F € R%.
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(C3) f(-,-, ) is F ® L(Q)-measurable for all &« € R. There exist A € R and ¢ > 0 such that for
a.a. (w,x) € 2 xQ

A
f(w,z,-) is A-convex, i.e., o f(w,z,a)— §|oz|2 is convex,
1
“lal® — e < f(w,z,a) <c(|al® +1) forall a €R.
c

We remark that the above assumptions imply that there exists A € R such that y — E.(y) —AR:(y)
is convex, i.e. & is A-convex w.r.t. R.. In particular, if A < 0, then we set A = A¢, and in the case
A>0, A= %, where ¢ is the constant from (C1). Let 7' > 0 be a finite time horizon. Also, the
above assumptions imply the existence of a unique solution to the corresponding gradient flow:

Remark 9.1 (Existence and a priori estimates). If we assume (C1)-(C3) and y2 € dom(E.), then
Theorem 4.8 implies that there exists a unique EVI solution y. € H'(0,T;Y) to the gradient flow
(Y, &, R:) with y-(0) = 12, i.e., for a.a. t € [0,T],

S Rue(t) ~ ) < £0) — Exe(t) — ARe(yielt) —§) for all e V.

Moreover, we have E-(y:(t)) < E-(y?), fg Re((s))ds < E(y0) — E(ye(t)) for allt € [0,T]. In-
deed, R. and &. satisfy the assumptions of Theorem 4.8. In particular, using the growth con-
ditions of V' and f, the coercivity of the energy follows (we use s > 1). Moreover, the energy
functional is l.s.c. Indeed, this follows using the facts that Re(-) is continuous and the map-
pings y <fQ V(Tgw,:r,Vy)dx> and y — <fQ f(wa,x,y)dac> — AR.(y) are conver and l.s.c.
in LP(Q) @ WIP(Q) and L*(2 x Q), respectively; here, the growth assumptions and continuity of
V(w,z,) and f(w,x,-) are helpful.

In the limit € — 0, we derive an effective gradient system which is described as follows. The state
space is Yo = L2 () ® L?(Q). The effective dissipation potential is given by Rpom : Yo — [0, 00),

Ruan(0) = 5 ( /Q (e Dle(e,)Pds ).

The energy functional is o : Yo — R U {oo},

) =, wt{ / V (o2, Vo) 4 x(ra)) o ) + / Flwaalio, e} (0.1

XELD o (Q)OLP(Q)

mv

remark that E,om(-) — ARpom(+) is convex with the same A € R as for &..

for y € (Lf’nv(ﬂ) ® Wol’p(Q)) N (L () @ L¥(Q)) =: dom(Ehom) and Epom = 00 otherwise. We

Remark 9.2 (Existence and uniqueness). If we assume (C1)-(C3) and y° € dom(Enom), then
Theorem 4.3 yields a unique EVI solution y € H(0,T;Yy) to (Yo, Enom, Ruom) with y(0) = yY.
Indeed, Ruom and Enom satisfy the assumptions in Theorem 4.8. In particular, we first notice that
for fized y € Yy, the minimization problem in (9.1) attains a minimum by the direct method of
calculus of variations and using the growth assumptions and convexity of the integrand V. In this
respect, Enom 1S proper, coercive (using the growth conditions of f) and Enom(+) is A-conver w.r.t.
Ruom- L.s.c. of Enom follows using the growth conditions of f and V', in particular the estimate
<fQ \Vy + X|pda:> > <fQ | PinvVy + Pim,x\pdx> = <fQ |Vy|pda:> is useful, where the first inequality
is Jensen’s inequality for the conditional expectation Py .

124



The main result of this section is the following homogenization theorem. In particular, the proof
relies on the modified abstract strategy discussed in Section 4 and on the stochastic unfolding
procedure.

Theorem 9.3 (Homogenization). Let p € (1,00), s € [2,00) and Q@ C R? be open and bounded.
Assume (C1)-(C3), and consider y° € dom(Epom ), y° € dom(E:) such that

y? — Y strongly inY, limsup&-(y0) < oo.

e—0

Let y. be the unique EVI solution to (Y, E., R.) with y-(0) = y°. Then, for all t € (0,T),
ye(t) — y(t) strongly in'Y,

where vy is the unique EVI solution to (Yo, Enoms Rhom) with y(0) = y°. Moreover, if we additionally
assume that E-(y2) — Enom(y), it holds that j. — 5 strongly in L*(0,T;Y) and E(y:(t)) —
Enom (Y(t)) for all t € [0, 7.

(See Section 9.1.2 for the proof.)

Remark 9.4 (Convergence of gradients). We remark that in the proof we additionally show that
Ye () N y(t) in L¥(Q2 x Q) and in LP(Q x Q), and Py Vye(t) — Vy(t) weakly in LP(Q x Q)¢. Also,
if we additionally assume that V(w,x,-) is strictly convez, we may obtain that for all t € (0,T] it
holds

Vye(t) 2 Vy(t) + (1) in LP(Q x Q)

where x(t) € LP ,(Q) ® LP(Q) is the unique solution to the minimization problem

pot

inf </Q V(w, 2, Vy(t,w, ) —I—X(w,:n))dm>.

XE Lo, (QDLP(Q)

Remark 9.5 (Ergodic case). If we additionally assume that (-) is ergodic, the limit system is driven
by deterministic functionals. In particular, the state space reduces to Yy = L*(Q). The dissipation
potential is given by

Riom(v) = /Q rom (2)[0(2) 2dz,

where Thom () = (r(w,x)). The energy functional boils down to (cf. proof of Theorem 7.6)
ghom(y) = /thom ($, Vy(x)) + fhom(xa y(l‘))d.%‘

n Wol’p(Q) N L*(Q) and otherwise co. Above, fhom(x,a) = (f(w,z,a)) for v € Q and a € R,
and Viom(z, F) = ianeLgot(Q) (V(z,w, F+ x(w))) forz € Q, F € RY. Moreover, Viom satisfies
analogous p-growth conditions as V.

9.1.1 Representative volume element approximations

Even in the ergodic case, cf. Remark 9.5, the effective system from the previous section is not
accessible for standard numerical approaches, cf. Section 7.2. In particular, the evaluation of the
homogenized integrands rhom, Vhom and fhom requires an approximation argument in practice, as
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discussed for V},om in Section 7.2 and for 7,4y, in a similar situation in Section 8.3.1. In the following,
we present an approximation for the effective system in a simplified setting using the RVE method
as described in Section 7.2. Namely, we consider an Allen-Cahn type equation in an ergodic setting.

Specifically, we consider the following assumptions:

(D1) r satisfies (C1) and it does not depend on z, i.e., r(w,z) = r(w) (we abuse the notation by
not relabeling the function on the right-hand side).

(D2) V(w,2,F) =12A(w)F - F, where A € L®(Q,R&X?) and there exists ¢ > 0 such that

sym
A(w)F - F > ¢|F|? for P-a.a. wand all F € R%
(D3) f satisfies (C3) and it does not depend on z, i.e., f(w,x,a) = f(w,a) (we abuse the notation

by not relabeling the function on the right-hand side). Also, we assume that for P-a.a. w,
f(w,-) € C?(R) and min f(w,-) = f(w,0) = 0.

We remark that (D2) implies (C2) with p = 2. In the ergodic case, the effective system, see Remark
9.5, reduces to

Yo = L(Q), Ruom(v) = /Q rhom|v(@)|?dz,

Ehom (y) = /QAhOmVy(fE) - Vy(@) + from(y(2))dz  (in its domain Hy(Q) N L*(Q)),

where Thom = (), faom (@) = (f(w, @)) and Apgy € R is given by

Sym

AT = (AW) (e + xi(w)) ) s

2 () is the solution to the corrector equation

where x; € Ly

(A(e; +xi)-xX)=0 forall x e Lgot(Q).

Similarly as in Section 8.3.1, we replace Tom, Anom and fhom by suitable approximations ryp, Ay,
and fr, respectively. In particular, let L > 1 and B C R¢ be open bounded and convex.

(i) The replacement for 7o, is given by 7z : @ — R,
rr(w) —][ r(Tpw)dz.
LB
(ii) The approximation for Ayqp, is defined by Ay : Q — RIX4,
AiLj(w) :][ A(1w) (e, + Vpi(w, x)) - ejdx,
LB

where ¢;(w,-) € H}(LB) is the unique solution to, for P-a.a. w,

—div (A(myw) (e; + V;)) =0 in LB,
w; =0 on OLB.

Other possible choices for the approximation Ay are discussed in Section 7.2, e.g., we may
consider periodic boundary conditions for the above equation or we may employ periodization
in law for the coefficient field A.
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(iii) The proxy for fhom is given by the following function fr : Q@ x R — R,

fr(w,a) = f(Tew, a)d.
LB

In the following we view L as a sequence that tends to co. We collect the main properties of the
above approximations:

Lemma 9.6 (Properties of r7, Ar and fr). Let B C R? be open bounded and convex. We assume
(D1)-(D3) to hold and (-) to be ergodic. Then:

(i) rr is F-measurable and there exists ¢ > 0 such that < rp(w) < ¢ for P-a.a. w and all
L > 1. This c is the same constant as in (D1) (resp. (C1)). Moreover, it holds

TL — Thom Strongly in L2(Q).

(ii) (Lemma 7.11, Section 7.2) Ar is a bounded sequence in LOO(Q,Rg;}ff) and there exists ¢ > 0
such that
Ap(W)F - F > ¢|F|* for P-a.a. w, all F € RY and all L > 1.

Moreover, it holds
Ap = Apom  strongly in L?(Q)%*4,

(ii3) fr(-, ) is F-measurable for all « € R. For P-a.a. w, fr(w,:) € C*(R), min fr(w,-) =
fr(w,0) = 0 and it is A-convex with the same X\ € R as in (D3) (resp. (C3)). There exists
¢ > 0 such that

1
“la® —e < fr(w,a) <c(lal®*+1)  for P-a.a. w, all a« € R? and all L > 1.
c

(See Section 9.1.2 for the proof.)

We present the gradient flow defined in terms of the above approximate coefficients as follows. The
state space is given by Y = L2(Q x Q), the dissipation functional is Ry : Y — R,

Ru(0) = 5 / @)oo,z ),

and the energy functional is defined as &1, : Y — R U {00},
1
1) = { [ 5480V 2) - Vyfer) + iyl ) )

in dom(&r) := (L*(Q) @ HY(Q)) N L*(2 x Q) and &L, = oo otherwise. We remark that Enom () —
ARpom(+) and EL() — ARL(-) are convex with the same constant A € R as for &..

Remark 9.7 (Existence and quenched formulation). Similarly as in Remark 9.1, the properties
from Lemma 9.6 imply the existence of a unique EVI solution y;, € HY(0,T;Y) to (Y.L, RL)
with initial datum y% € dom(&yp), c¢f. Theorem 4.3. This system is well-suited for computational
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purposes, since, as discussed in Section 7.3 (c¢f. Lemma 7.17), for P-a.a. w the solution yr(w)
solves the deterministic gradient flow given in terms of the state space L*(Q) and functionals

Ri()= 5 [ rulote)ds.

1) = | GANIVIE) FY(@) + Silbo, (s (im it domain HY(Q)N1L(Q))

This parametrized deterministic system may be solved by usual finite element approximations.

The main result of this section is the following theorem that provides convergence for the above
described approximation scheme. The proof relies on a standard Gronwall-type a priori estimate
for the considered equation and on Lemma 9.6, which follows using stochastic unfolding and von
Neumann’s ergodic theorem. In particular, in the treatment of the nonlinear term f; we utilize the
monotonicity of f] (w,-) — A(+).

Theorem 9.8 (Convergence of approximation). Let s € [2,00) and Q C R? be open and bounded.
Let the assumptions of Lemma 9.6 be satisfied. Lety? € dom(£r) andy® € dom(Epom). We consider
yr, and y, the unique EVI solutions to (Y,Er,Ryp) with yr,(0) = y% and to (Yo, Enoms Rhom) with
y(0) = 4°, respectively. Then:

(i) For allt € (0,7, it holds

2 1 1
ly(8) = (Bl <ere™ (I!y% = 4°lly + CF lrhom — el 20y + CF [l Abom — ALHLz(mm)

ey ' ( / Fom(0(2.) = iyt )} o ) dt):*, (9.2

where Cp, = 5L(y%) + c3 > 0 and the constants c1,ca,c3 > 0 depend only on Ehom(yo), T
and the constants from the assumptions (D1)-(D3) (resp. (C1)-(C3)). Above, f; denotes the

derivative w.r.t. the second variable and s* = ﬁ

(i3) If y9 — 4° strongly in' Y and limsup;_, EL(y}) < oo, then for all t € (0,T],

yr(t) — y(t) strongly in'Y.
(See Section 9.1.2 for the proof.)

9.1.2 Proofs

Before presenting the proof of Theorem 9.3, we provide two auxiliary lemmas providing a suitable
time-dependent recovery sequence for the proof. Analogously as in Section 5.3 for the discrete case,
we extend the (continuum) unfolding operator 7 : LP(2 x Q) — LP(Q x Q) to a (not relabeled)
linear isometry 7T : LP(0,T; LP(Q2 x Q)) — LP(0,T; LP(2 x Q)) that is uniquely characterized by
the relation T:(ny)(t,-) = n(t)Tzp(-) for all n € LP(0,T) and ¢ € LP(Q X Q).
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Lemma 9.9 (Recovery sequence). Let p € (1,00), s € [2,00) and Q C R? be open and bounded. For
givenw € LP(0,T; LY, (Q)@W, P (Q))NL*(0,T; L}, ()L (Q)) and x € LP(0,T; LE (A DLP(Q)),

mv ll'lV

there exists a sequence w. € LP(0,T; LP(Q) ® VVO P(Q)NL0,T; L¥(2 x Q)) such that
Tewe — w  strongly in L*(0,T; L*(2 x Q)),
TeVw. — Vw +x  strongly in LP(0,T; LP(Q x Q)%).

Proof. Since x € LP(0,T; L}, () ® LP(Q)), we can find a sequence Yk = Zk n®ixk with nbi €
C>(0,T) and x* € LP

pot(Q) ® LP(Q), such that
||¢k - X‘|LP((]7T;LP(QXQ)CZ) —0 ask— oo.

According to Lemma 6.16, for each x** we find g(];’; € (LP(Q) ® Wol’p(Q)) N L*(2 x @) such that
Hg(’;gHLS(QXQ) < e, (), limsélp ||7ZV9§’; = X" o @xqye < 6.
E—

We define w(sa —w+ K ok ’g(]; " and we estimate

HTwae —w|lLs0,1;5 (2% Q)) T |\va§a = Vw = Xl o010 (0x Q)%

< HZU’”%E

o

Lo,15(0xQ)) + | ZW’” <TV9 kl) | 2o 0,127 (2% @)9)

LP(0,T;LP (2% Q)?)

k k
< ¢ Z ck,i(0) + Z Ch.i
i—1 i=1

Letting first ¢ — 0, second § — 0 and finally & — oo, the right-hand side above vanishes. As a

result of this, we extract diagonal sequences k(e) and d(¢) such that w. := wg((;) . satisfies the claim

of the lemma. O

ki i
,EVQC;;; - Xk’

+|[vF — x
G

LP(Qx Q)4 Lp(0,T;LP(2xQ)d)

Lemma 9.10 (Measurable selection). Let the assumptions of Theorem 9.3 be in effect. Let ghom :
[0,7] x Yo = RU {0} be given by

Enom (t,w) = M Epom (e Mw) — ARpom (w).

For given € € L*(0,T;Yy)*, there exists w € LP(0,T; Lan(Q)®W01’p(Q))ﬁLS(O T, L (Q)®L*(Q))
such that

T T
/0 Ehom (8, E(1))dt = (&, W) 12(0 72v0)*,12(0.75v0) _/0 Enom (£, w(t))dt.

Above, gﬁom(t §) = SUDyey, <<§,w>y* Yo — Evom (1, w)) is the Legendre-Fenchel transformation of
Evom(t, ) (see Appendiz A.2). Moreover, there exists x € LP(0,T; L? () ® LP(Q)) such that

T
/ inf </ MV (w, z, e MV w(t) + X)dm> dt
0 XELp(DBLP(Q) \JQ

_ /OT </QezAtV(w,3:,e_Ati(t) + X(t))dw> dt.

129



Proof. First we note that ghom is a convex normal integrand by Lemma 4.5 and fOT ghom(t, 0)dt < oc.
Therefore, Proposition A.7 implies that

T _ T _
/0 Enom (1, €(2))dt = sup <<§7w>L2(0,T;YO)*,L2(0,T;Y) —/0 ghom(tvw(t))dt> : (9.3)

weL? (O,T;Yo)

Using the direct method of the calculus of variations, with the help of the growth conditions of V'
and f, we conclude that the supremum on the right-hand side is attained by some w € L2(0,T’; Yp).
As a result of this, we have fOT Ehom (t, w(t))dt < oo, which implies that w € LP(0,T; LY (Q) ®
Wol’p(Q)) NL%0,T; L () ® L*(Q)) using the growth assumptions of V' and f.

mv

To show the second claim, we define an integrand Z : [0,7] x (L} () ® LP(Q)) — R U {oc}
by Z(t,x) = e <fQ V(w,z, e MVw(t)(w, x) +X(w,x)da;>. We remark that 7 is finite every-
where (up to considering a suitable representative of Vw) and for all ¢ € [0,7], Z(t,-) is convex

and ls.c. (using the growth conditions of V'), in fact, Z(¢,-) is continuous. Moreover, for each
fixed x € Ly, () ® LP(Q), Z(-,x) is L£(0,T)-measurable. Indeed, this follows by the observa-
tion that Z(-,x) is a composition of the mappings g1 : [0,7] — [0,7] x LP(Q x Q)4, ¢1(t) =
(1. NTu(t) + x). and go 2 [0.7] x LP(Q x Q)% — R, galt. 0) = e (o V(. (e, 2))der). g1
is (£(0,7),£(0,T) ® B(LP(Q x Q)?))-measurable and g, is a Carathéodory integrand and there-
fore (£(0,T) ® B(LP(Q2 x Q)?))-measurable. The above statements imply that Z is a convex
Carathéodory integrand, thus a normal convex integrand (see Appendix A.2). As a result of this,
Proposition A.7 (in particular Remark A.8) implies that

T T
/ inf Z(t,x)dt = inf / Z(t,x(t))dt.
0 XELD, (LP(Q) XE€LP(0,T;LY [ (LP(Q)) Jo

pot

The infimum on the right-hand side is attained at some x € LP(0,T; L} (Q) ® LP(Q)), using the

direct method of calculus of variations. This concludes the proof. O

We recommend, as a warm up, the formal discussion in Section 4 for the strategy of the following
proof.

Proof of Theorem 9.3. Step 1. Compactness. Note that using the a priori estimates from Remark
9.1 and using the growth conditions of V' and f, we obtain for all ¢ € [0,T7,

Hys(t)Hip(Q)Q@Wlm(Q) + Hys(t)HSLS(QxQ) <a (Se(yg) + 02) : (9.4)

By assumption, the right-hand side is bounded by a constant independent of €. Also, by the
isometry property of 7 and since s > 2, the above implies that || Ty-(¢)||5; < ¢. We remark
that Toy. € H'(0,T;Y) since () and 7. commute, i.e., % (Teye) = Teye, where on the left-hand
side 7zy. is pointwise defined as 7T-y.(t) and on the right-hand side 7; is the extension defined
on L?(0,T;Y). As a result of this and using the isometry property of 7, the a priori estimate
Jo Re(Ge())ds < E-(y2) — E(y(t)) implies that

1Teye oy S e I Teye(t) = Tege()lly < clt —s| for all s, ¢ € [0, 7.
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We extract a (not relabeled) subsequence and y € H'(0,T;Y) such that TZy. — y in H*(0,T;Y),
and this implies that 72g. — g weakly in L?(0,T;Y’). Moreover, we apply the Arzela-Ascoli theorem
to the sequence T.y. to obtain that (up to another subsequence) for all ¢ € [0, 77,

Teye(t) — y(t) weakly in Y. (9.5)

Using the estimates (9.4) and Proposition 6.14 we conclude that y(t) € <I}7 Q) ® Wol’p(Q)) N

mv

(L, () ® L*(Q)) and Toy:(t) — y(t) weakly in L*(2x Q) and in LP(Q2 x Q)) (see also Remark 6.15).
This also implies that y € H'(0,T’; Yp). Moreover, for each ¢ € [0,T] we find x(t) € Lt () ® L(Q)
and a subsequence £(t) such that 7. V. (t) = Vy(t) + x(t) weakly in LP(£ x Q)?. This implies
that P Vy.(t) — Vy(t) weakly in LP(Q x Q)¢ for the whole (sub)sequence . Note that the
assumption on the initial data implies that 723.(0) — y° strongly in Y and hence we have y(0) = 3°.

In the following we restate the EVI in an equivalent form using Lemma 4.5. For this reason, we
define the new variables u.(t) = ey, (t) and u(t) = eMy(t). Note that 1. (t) = AeMy.(t) + e My.(t)
and analogously for @. The above convergence statements result in

Teue — v weakly in H'(0,T;Y),

Teues(t) = u(t) weakly in L°(Q x Q) and LP(Q x @), for all ¢ € [0,T]. (0.6)

Step 2. Reduction to a conver problem. We define a new energy E :[0,T] x Y — RU {oo} by
E(tyu) = eQ/itEs(e*ﬁtu) — AR (u) and analogously &nom : [0,7] x Yy — R U {o0}. Lemma 4.5
implies that & and &0 are normal convex integrands. Moreover, it follows that w.(t) satisfies for

a.a. t,
d

dt
where £ (t, &) = SUD,,cy <<f, W)y vy — E(t, w)) is the Legendre-Fenchel conjugate of &.(t, -), which

is also a normal convex integrand (see Appendix A.2). Integration of (9.7) over (0,7 yields

Re(us(t)) + E(t,uc(t)) + EX(t, —DR(i (1)) = 0, (9.7)

T ~ ~
Re(us(T)) + /0 E.(tue()) + E(t, — DR (i1 (1)))dt = Ro(ua(0)). (9.8)

Step 3. Passage to the limit e — 0 in (9.8). Note that u.(0) = y? N ¥ = u(0) in Y and therefore
using Proposition 6.13 (ii), for the right-hand side of (9.8), we have

lim R (u=(0)) = Rauom (u(0)). (9.9)

The first term on the left-hand side is treated similarly, using Proposition 6.13 (iii) and (9.6), we
have
lim i(I)lf Re(us(T)) > Riom(u(T)). (9.10)
E—

We treat the second term on the left-hand side of (9.8) as follows. By Fatou’s lemma we have
T _ T
lim inf E(t, us(t))dt 2/ lim inf </ MV (rew, eAtVug(t))dx> dt
0 Q :

e—0 0 e—0

e—0

T A
+ / lim inf </ M f(rew, z, e Mu(t)) — 2r(7xw,x)]u5(t)\2da:> dt.
0 Q € €
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For fixed fixed ¢, the liminf in the first term is a limit for a subsequence £(¢) and as in Step 1
we find x(t) € L}, () ® LP(Q) such that, up to another (not relabeled) subsequence, it holds

Vg (t) 2 Vu(t) + eMx(t) in LP(Q x Q)% Also, we notice that e* MV (w,z,e ") is convex and
has p-growth properties and therefore Proposition 6.13 (iii) implies that

v

e—0

lim inf </ 62AtV(Tzw,a:,eAtVua(t))dx> </ MV (w, z, e MV u(t) +X(t))d:r>
Q : Q

> inf </ MV (w, z, e MVu(t) + X)dx> .
XELE L (DRLP(Q) \Jg

20% ~Aty _ A 2

On the other hand, we remark that the integrand e** f(w,z,e 5r(w,x)| - |* is convex and
satisfies s-growth conditions. As a result of this and by (9.6), Proposition 6.13 (iii) yields

A
lim inf </ M f(raw, z, e Mug(t)) — T(Tzw,x)]ue(t)\2d$>
Q € €

e—0 2
> ( et - 37 olult)ds ).

Using the above two statements we conclude that

T _ T _
hmlnf/o Eg(t,ug(t))dtZ/O Enom (t, u(t))dt. (9.11)

e—0

In order to complete the limit passage, it is left to treat the third term on the left-hand side of
(9.8). Using Lemma 9.10, we find w € LP(0, T; LF. (Q) @ W (Q)) N L*(0, T; Lf, () @ L*(Q)) such
that

T T _
/0 Sﬁom(t,—DRhom(u(t)))dt:/O (—DRhom(u(t)),w(t))yo*yo — Ehom (t, w(t))dt.

Moreover, by the second claim of Lemma 9.10, we find x € LP(0,T; Ly, (22) ® LP(Q)) such that

/ " Bt (1))t (9.12)
0

T
= /0 2t </Q V(w,z, e MVw(t) + x(t) + f(w,a:,eAtw(t))> — ARpom (w(t))dt.

For the pair (w,e®x(:)) (e* denotes the function t — eA) Lemma 9.9 implies the existence of
we € LP(0,T; LP(Q) @ Wy P(Q)) N L¥(0,T; L (2 x Q)) such that

Tewe — w  strongly in L*(0,7; L*(Q x Q)),

9.13
T-Vw. — Vw + eA'X strongly in LP(0,T'; LP(§2 x Q)d). ( )

Using the definition of gg‘ , we have

T T
/0 E*(t, — DR (i1o(t)))dt > /0 (= DR (1)), we(8)) y oy — E(t, we(t))d
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For the first term on the right-hand side we have, using the fact that the extended unfolding
operator is unitary,

/OT (=DRe(te(t)), we b))y« y db = /OT </Qr(w,x)7;aa(t)72wa(t)dfc> dt  (9.14)

— /OT </Qr(w,x)it(t)w(t)da;> dt = /OT<—DRh°m(ﬂ(t))’w(t»Yo*,Yo dt.

The above convergence follows since (9.14) is a scalar product of a strongly and weakly convergent
sequences. Moreover, we remark that an analogous transformation formula to Proposition 6.13 (i)
holds for the extended unfolding operator and hence we have

T o~

/ E.(t, wa(t))dt
0
T

-/ A< /Q V<w,x,eAtm€<t>>+f<w,x,eAtmaa»—Qé‘fmmwe<t>12dx>dt

T r
— /0 et </Q V(w,z,e " MVw(t) + x(t)) + flw,z, e Muw(t)) — 2;\2At ]w(t)]Qdac> dt.

Above the latter convergence follows completely analogously as in the proof of Proposition 6.13 (ii)
using the strong convergences (9.13) and the growth conditions of the integrands (standard argu-

ment using Fatou’s lemma). By (9.12), the last expression equals fOT Evom (t, w(t))dt and therefore
collecting the above statements we conclude that

e—0

T T
lim inf/ EX(t,—DR.(uc(t)))dt > / Enom (ty =D Rpom (0(t)))dt. (9.15)

0 0

Collecting (9.9), (9.10), (9.11) and (9.15), we obtain that

T
| Bt 0(0) + Bt~ DR (01
T
< _Rhom(U(T)) + Rhom(u(o)) = /0 <_DRhom(u(t))7 u(t»YO*,YO dt.

On the other hand, it holds Enom (t, u(t)) + oy (t, = DRiom(i(1))) > (~DRiom ((t)), u(t)) y.: y, for

a.a. t by the definition of gﬁom. As a result of this and of the above inequality, it follows that for

a.a. t, it holds

%Rhom(u(t)) + Enom (t u(t)) + Efom (t, —DRuom (i(1))) = 0. (9.16)

Since u(t) = eMy(t), Lemma 4.5 (ii) implies that y is the unique EVI solution to (Yp, Ehoms Rhom)-
Furthermore, using (9.9) and (9.10) we obtain

limsup (=Re(ue(T)) + Re(ue(0))) < =Rhom (w(T)) + Rhom (u(0)).

e—0
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Also, exploiting the equality (9.8) and the liminf inequalities (9.11), (9.15), we obtain

T _ ~
lim inf (~R. (ue(T)) + R (uc(0))) > /0 Eom(t, u(t)) + & (t, — DRiom (a(t)))dt
- _Rhom(u(T)) + Rhom(“(o))-

This results in
e2AT e2AT

5 </QT(W7$)|7;ya(T)’2dl‘>:Ra(ua(T)) —  Rhom(u(T)) = 5 </QT(w,SC)|y(T)|2dx>,

where we use that R.(u-(0)) converges. This and (9.5) imply that T.y.(T) — y(T') strongly in
Y and since T-y(T') = y(T') by shift-invariance of y(7), we obtain that y.(T") — y(7T') strongly in
Y. We may replace T' by any ¢ € (0,7] in the above procedure to obtain y.(t) — y(t) strongly in
Y. Convergence for the whole sequence is obtained by the usual argument using the uniqueness of
solutions for the limit problem.

Step 4. Convergence of J. and E:(y(t)). Using Remark 4.2 and the chain rule as in (4.5), we obtain
that for an arbitrary ¢ € (0,71,

/0 (DR-(5:(5)), 52(5))yy ds = E-(-(0)) — Ex(3(1))-

Since y.(t) — y(t) strongly in Y and (9.6) holds, we obtain that liminf._,o & (y=(t)) > Enom(y(t))
using the usual two-scale convergence arguments for the first convex part of the energy and strong
convergence of T.y(t) for the second A-convex part. As a consequence, using the additional as-
sumption & (¥:(0)) = Ehom(¥(0)), we obtain

t t
lim Sup/ <DRE(y.E(5))7y€(S)>Y*7Y ds é ghom(y(o)) - ghom(y(t)) = / <DRhom(y(5))vy(s)>Yo*,YO )
0 0

e—0

where in the last equality we use that y is the solution to the limit problem. Note that it holds
fg (DR:(9e(5)), Ue(8))y« y ds = fg <fQ r|7}yg(s)\2d:n> ds and since Tz — 9§ weakly in L2(0,T;Y),
it follows that

t t
timinf [ (DR:(5)) 5 (- > [ (D Ruom (56055 s

e—0
Combining the last two inequalities and the weak convergence T.y. — 3, we conclude that for all
t e (0,7,
7. — 9 strongly in L*(0,£;Y), & (y=(t)) = Enom (y(1)).

O

Proof of Lemma 9.6. (i) Measurability and boundedness of ry, follow by the corresponding prop-
erties of . The strong convergence r;, — rhom follows by a direct application of von Neumann’s
ergodic theorem, see Remark 6.3.

(ii) This claim is already proved in Lemma 7.11 (the replacement of O by B does not affect the
proof).

(iii) fr, inherits all of its properties from the corresponding properties of f from (D3) with the same
constants A and c. O
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Proof of Theorem 9.8. (i) Based on standard a priori estimates (see Theorem 4.3) and the growth
conditions of &7, and Eyom, we have for all t € [0, 7],

lye Ol 72@emi@) + 19217 @) < ¢ ELlyn(t) +e1) < e (Enlyl) + 1),
Hy(t)H?Hg(Q) +HlyO)17s (@) < € (Erom(y(1) + 1) < ¢ (Ehom(y”) + 1), (9.17)

T
/0 1913, dt < ¢ (Enom(4°) = Enom (1)) < ¢ (Enom(y°) +e1) -

According to Remark 4.2, the EVI inequalities of the systems (Y, €, Rr) and (Yo, Ehom, Rhom) are
equivalent to

—rryr(t) — Arpyp(t) € 0 (EL(ye(t)) — ARL(yL(?))) (
- rhomi’)@) - Arhomy(t) €0 (ghom (y(t)) - ARhom(y(t))) : (
For simplicity in notation, above we identify r7, and rpom with elements in Lin(Y, Y™*) and Lin(Yp, Yf),

respectively. Also, 0 denotes the convex subdifferential. We remark that £1(-) — ARL(-) is a sum
of two convex integral functionals:

8)

9.1
9.19)

1 A
e ARL =T+ T Tal) = 5 ([ Ay V). ) = ( [ futo) - ).
Q Q

defined on their corresponding domains. In this regard, its subdifferential may be obtained as
follows (cf. [Bré71], [Shol3, Proposition 2.2, Example 2.F])

a(SL — ARL) = 014 + 91,.

Moreover, we may identify the above subdifferentials as follows: (cf. [Shol3, Examples 2.B and
2.E))

e dom(0Zy) ={y €Y : ye L*(Q) ® H}(Q), —divALVy € Y}, it holds

~

£€in(u) & €&=—divA,Vy

e dom(0L) ={yeY : fi(-y) —Arpy e Y}
£€In(y) & &(w,z)=frlwywz)) - Arp(w)y(w,z) foraa. (w,z),
where f’ denotes the derivative w.r.t. the second variable.

The analogous statements hold for E,om — ARpom- As a result of this, we can test equation (9.18)
with yz(t) — y(t) to obtain (in the following we drop the “¢” from the notation)

(regr + Aroyr,yr —y)y + (ALVyr, (Vyr = Vy))ya + (f1.(oyr) — Arpyr,yr —y)y =0

Above, we misuse the notation by identifying Y* with Y, and seeing Ay, as an element in Lin(Y'?, Y'%).
With the help of the monotonicity properties ((f7 (-, yr) — Arpyr) — (fL.(y) — Arry) ,yr — y)y >
0 and (Ar, (Vyr — Vy), Vyr — Vy)y > 0, we obtain

(reyr + Arcy,yr — v)y + (ALVy, (Vyr — Vy))ya + (fr.(y) — Arpy,yr — y), <O0.
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On the other hand, we test equation (9.19) with y — yr(w) and integrate it over €2, to obtain (we
tacitly identify rpom and Apen with elements of Lin(Y,Y) and Lin(Y?, Y9))

<Thomy + AThomyv Yy = yL)Y + <Ah0mvy7 Vy - vyL)yd + <fl/10m(y) - Arhomya y—= yL>y =0.

Summing up the last two inequalities, and subtracting and adding (r1.y,yr, — y)y to the left-hand
side, we compute

(re (UL —9) 9L — ¥y <{(Thom —70) ¥,y — Y)y + ((Ahom — AL) VY, VYL — VY)ya ya
+ <f}/10m(y) - fi('ay)vyL - y>y —A <TL(yL - y)vyL - y)Y :

We integrate the above inequality over (0, ) to obtain (also we use the boundedness of ry,)

lye(8) = y(DIy

t
< ¢ <|yL(0) —y(0)|} +/0 | ((rhom — 72) 9,y — W)y + ((Anom — AL) VY, VYL — Vi)ya ya ‘ds)

t t
+f/\<mm@»—ﬁcwxm—yxmw+c/WwL—w%w. (9.20)
0 0

The second term on the right-hand side can be bounded, using Holder’s inequality, by the following
expression

[(rhom = 72) Ull 20,0y 12 = Yl 20,y + 1(Anom — AL) VYl 20 7iyay IVYL = VYl 120, va -

(9.21)
Also, since y is deterministic, and r,om — 77, and Apom — Az, do not depend on ¢ and z, it follows
that |[(rhom —71) yHLQ(O,T;Y) = [|7hom — TLHL?(Q) ||?)”L2(0,T;YO) and [|(Apom — AL) vyHL2(0,T;Yd) <

[ Anom — ALl L2(q)ixa HVyHLg(O’T;YOd). Using these observations and the a priori estimates (9.17),
we obtain that (9.21) is bounded by

1
eC7 (110rhom = 1)l (@) + | (Anom — ALl p2(yana ) -

where ¢ > 0 depends only on Epom(y°), T and the constants from the assumptions. Similarly, the
third term in (9.20) is bounded by, using Holder’s inequality with (s*, s),

CCE </OT </Q | fhiom (¥) — fi(',y)|8*>>;*. (9.22)

Using the above described estimates for (9.20) and the Gronwall lemma, the claim follows.

(ii) Using the assumptions and Lemma 9.6 (i) and (ii), the first three terms on the right-hand side
of (9.2) vanish in the limit L — oco. In the following we show that the last term as well vanishes
which concludes the proof, in fact we show that (9.22) vanishes.

First, we note that, using the growth assumptions and the A-convexity of f(w,-), it follows that
there exists ¢ > 0 such that

|f'(w, )| <e(l+]a*™!) for P-a.a. wand all o € R, (9.23)
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Indeed, since f(w,-) — 3()? is convex and has the same s-growth properties as f (with modified

constants), we obtain (see [Dac07, Proposition 2.32])

A
[fw,0) = f(w, B) = S0 = B*)| <c(l+|al " + |8 ") Ja—p| forall a,f €R.
If we set « = 8+ h with h > 0, multiply the above inequality with % and consider the limit h — 0,
we obtain |f(w, 8) — A3| < ¢ (1+|B8]*"!), which implies (9.23) (up to modification of c).
Using (9.23), for each (t,2), w +— f'(w,y(t,x)) defines an element in L* (Q). Therefore, von
Neumann'’s ergodic theorem (see Remark 6.3) implies that for a.a. (¢,z), as L — oo,

(If1, 56, 2)) = from(y(t ) ) = <\ fr e ptta)da = (7 Cotta) \S*dq> -0,

where we use the fact that f}(w,a) = f; 5 f/(7ow,a)dz. Moreover, by (9.23), it follows that
(73w, y(t ) — Flom(u(t)) ) < (1 + Jy(t2)[*) and since y is the solution to (Yo, Exom, Riom):
it holds y € L*(0,T; L*(Q)). As a result of this, the dominated convergence theorem implies that
1y, satisfies

/OT </Q [ fhom (y(t:2)) = f(w, y(t, x))|s*d$> dt 0.

This concludes the proof. O

Discussion and outlook

Our intention in this thesis is to introduce the stochastic unfolding procedure that we view as a
simple and easily accessible method for modeling and homogenization of random heterogeneous
materials. We examine two types of evolutionary problems using this method. However, we believe
that stochastic unfolding may be also advantageous for applications beyond the scope of this thesis.
The framework that we develop mostly fits in the field of applied analysis, in particular we consider
variational problems and our analysis relies on input from I'-convergence. Yet, we believe that this
method may be beneficial for a wider audience. In particular, the elementary tools that we use and
the swift derivation of effective models using unfolding may be favorable in applied sciences, such
as engineering and material science. Also, the operator-theoretic aspect of the unfolding procedure
may be exploited in applied operator theory, e.g., in homogenization of abstract operator equations,
that is the topic of our recent paper with Stefan Neukamm and Marcus Waurick [NVW19].

We present the unfolding strategy for the setting of problems that involve discrete-to-continuum
transition as well as for continuum physical space problems. An interesting topic for future work
is the extension of this method to problems that involve domains with another type of singular
behavior, e.g., domains with holes or thin structures, which are already studied in the case of
periodic unfolding (cf. [CDD'12, Neul0]). An even more exciting, yet challenging, question is the
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extension of the concept of unfolding to problems which involve random geometry, e.g., random
lattices or randomly perforated structures.

In this work we study homogenization for discrete networks of random elasto-plastic springs in the
rate-independent setting. Analogous results for the continuum version of linear elasto-plasticity may
be obtained using the continuum unfolding procedure. Discrete lattice models and networks are
often used as finite difference approximations for continuum models. On the other hand, they might
be seen as a direct modeling approach for structures that exhibit a meso-scale discrete nature, e.g.,
truss-like structures and polymer networks. Modeling failure mechanisms (e.g., fracture, damage
and delamination) in such materials is important and we believe that the unfolding procedure may
be practical for homogenization of such problems. Also, material anisotropy plays a crucial role
in such failure mechanisms and we believe that a discrete modeling viewpoint may be favorable in
understanding such effects and even in optimal design and fabrication of materials using modern
technologies such as 3D printing. However, in order to treat such problems, some difficulties must be
resolved. In particular, models describing failure in materials are driven by nonconvex energies, e.g.,
the elastic component of the energy density in damage modeling is of the form A.(z)Viu-Viu where
z is an internal damage variable. In the deterministic setting, oftentimes gradient regularizations
for z are used to gain strong type compactness (cf. [Hanl4, HK17]), which we do not have at our
disposal for our stochastic problems in the mean formulation. In this respect, we need to rely a
priori only on weak compactness arguments. Also, in modeling damage an irreversibility constraint
for z has to be implemented (cf. [AE18]), that is the topic of our current work with Goro Akagi
and Stefan Neukamm [ANV].

We consider homogenization of an L2-type gradient flow driven by a A-convex energy functional.
The results that we obtain include classical examples of Allen-Cahn type equations and evolution
equations driven by the p-Laplace operator. A significant difference to the deterministic setting is
the fact that the compact embedding of L?(2) ® H(Q) into L?(Q) ® L?(Q) does not hold. For this
reason, we work with weak compactness arguments and in order to handle the nonconvexity of the
energy we need to consider a suitable reformulation of the gradient flow in terms of a time-dependent
but convex energy, where we strongly rely on A-convexity. The treatment of genuinely nonconvex
problems, e.g., energy densities of the form W.(Vu) with W, nonconvex, via unfolding presents
difficulties even in the periodic case. We remark that a possible critique for the consideration of the
mean formulation for the problem we treat may be the fact that for the pointwise formulation (P-
a.e. in w), we deal with a solution u(w) € H'(Q), where strong L?(Q)-compactness is available, that
allows an easier treatment of the limit passage. However, we point out that the weak convergence
method that we present extends to systems where the energy functional features a scaled version of
the gradient, e.g., €7Vu. Such models are used to describe problems that involve different diffusion
length-scales (cf. [MRT14]). In such problems even in the periodic case strong compactness is
a priori not available. An interesting but challenging topic for future work is the understanding
of sharp interface limits coupled with homogenization for Allen-Cahn type equations using the
unfolding strategy.

For the obtained effective models, we present approximation schemes based on the representative
volume element method. In particular, in the case of gradient plasticity and gradient flows, they
are based on approximations of the effective coefficients and standard a priori estimates for the
equations at hand. On the other hand, in the case of elasto-plasticity the effective system admits
a genuine two-scale form and for this reason we develop an approximating system as well in a
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two-scale form in an extended space, which is motivated by the usual periodization technique. The
proofs of the convergence statements also rely on the stochastic unfolding strategy and on von
Neumann’s ergodic theorem. The examination of convergence rates for such approximations is the
topic of many studies in the last decade. In particular, for static linear and monotone problems
the theory is well-established and it bases strongly on regularity properties of the corresponding
solutions (cf. [GNO15, AKM17, Fisl8|). In the case of evolutionary equations the theory is still
developing. In particular, it may be an interesting question to examine convergence rates for the
two-scale approximations that we propose for effective elasto-plasticity. However, it seems that the
unfolding strategy alone is not sufficient for this task and we require the employment of other more
involved techniques. Nonetheless, in our opinion, in applied sciences the quick and straightforward
derivation of effective models, that the unfolding procedure does, is sometimes more appreciated
than the determination of optimal convergence rates using mathematically-involved and lengthy
techniques.

A Appendices

A.1 Basics from convex analysis

We briefly recall some notions of convex analysis that are important for our analysis. For detailed
studies we refer to the standard literature [Rocl5, ET99, CV06].

Let X be a Banach space and its dual space is denoted by X*. We consider a function f : X —
R U {oo}. The effective domain of f, dom(f) C X, is defined by dom(f) = {z € X : f(z) < oo}.
We say that f is proper if dom(f) # (. The epigraph of f, epi(f) € X x R, is defined by
epi(f) ={(z,a) € X xR: f(z) < a}. We say that f is convex if

flx+(1—=0)y) <O0f(x)+ (1—60)f(y) forall®ec[0,1], and all z,y € X.

The conver subdifferential of a convex function f is a multifunction 0f : X — 2% given by

of(z) = {feX*:f(:c) <fly)+{&z—y)x-x for allyEX}.

The domain of the subdifferential is given by dom(9f) = {x € X : df(x) # 0}.
For a proper function f : X — R U {oo}, we define its convex conjugate (it is also known as
Legendre-Fenchel transformation) by

ffr X" > RU{oo}, [f*(&) =sup <<§,x>X*7X - f(x)) .

zeX

We remark that f* is convex and l.s.c., and its definition directly implies that
f(x)+f*(§)2<§,1:>x*7x forall x € X, £ € X™. (A1)

The above inequality is commonly referred to as Fenchel- Young inequality.
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Lemma A.1 (Fenchel equivalence). Let f : X — RU{oc} be proper, l.s.c. and convex. Then, the
following equivalence holds:

§edf(x) < zedf'(§) <« [f@)+f()=(En)xx-

Example A.2 (1-homogeneous functions). We say that f : X — RU{oo} is positively-homogeneous
of degree 1 (positive-1-homogeneous) if f(ax) = af(z) for alla > 0, x € X and f(0) = 0. If we
assume that f > 0 and it is positive-1-homogeneous, it follows that the convex conjugate f* is given
by the indicator function of the convex and closed set df(0), i.e.,

f1(&) = Iop0)(§) = { 20 Zg ; gﬁggj

Moreover, if we additionally assume that [ is convex and l.s.c., then Lemma A.1 and the form of
f* imply that
Eecif(z) < f(m)z(f,:c)X*7X and & € 0f(0). (A.2)

A.2 Normal integrands and integral functionals

In the following we recall some key facts about measurable integrands and conjugates of integral
functionals. A detailed and more general theory can be found in [Roc71], see also the references
therein.

Let (S,%, ) be a complete measure space with a o-finite measure p and let X be a separable
reflexive Banach space with dual space X*. The product-c-algebra of ¥ and B(X) (Borel o-
algebra on X) is denoted by ¥ ® B(X). In the following we refer to a function f : S x X — RU{oo}
as an integrand. For s € S, we denote the function x — f(s,z) by fs.

Definition A.3 (Normal integrand). We say that an integrand f is normal if the following two
conditions hold:

(i) f is ¥ ® B(X)-measurable.
(i) For each s € S, the function fs is proper and l.s.c.
If additionally, for each s € S, fs is convex, we say that f is a convex normal integrand.

Note that if f is a normal integrand and =z : § — X is a (3, B(X))-measurable function, then
s+ f(s,z(s)) defines a ¥-measurable mapping.

Remark A.4 (Carathéodory integrand). We call an integrand f Carathéodory if f is finite every-
where, f(-,x) is X-measurable for all x € X, and f(s,-) is continuous for all s € S. If an integrand
is Carathéodory, then it is normal (for the proof see, e.g., [AB99, Lemma 4.51]).

The following proposition provides a practical characterization for normality of integrands.

Proposition A.5 ([Roc71, Proposition 1]). An integrand f is normal if and only if the following
two conditions hold:

(i) For each s € S, epifs is closed and nonempty.
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(ii) For any closed set C C X X R, it holds {s € S: epifsNC #0} € X.

Let f be a normal integrand. We define f* : S x X* — R U {co} to be the convex conjugate of f
in its second variable, i.e., f*(s,&) = fX(€).

Proposition A.6 ([Roc71, Proposition 2]). Let f be a normal integrand. If for each s € S, fI is
proper (this is true if, e.g., f > —c for some ¢ > 0), then f* is a convexr normal integrand. If f is
a convex normal integrand, then (f*)* = f.

Let p € (1,00) and ¢ = pf 7 be its dual exponent of integrability. Since p is o-finite, we may identify
LP(S; X)* with L9(S; X*) (see [Shol3, Theorem 1.5]). For a given normal integrand f, we define
an integral functional Iy : LP(S; X) — R U {£o0} by

— / F(s,2(5))d(s),
S

if s = f(s,z(s)) is integrable and otherwise we set I¢ to be +0o0. Analogously, we define Iy :
Li(S; X*) — RU {£o0}.

The following result is key to our analysis and its proof relies on Proposition A.5 and a measurable
selection argument from [Rok49, KRN65, Cas67].

Proposition A.7 ([Roc71, Theorem 2]). Let p € (1,00), ¢ = Z25. Let f be a normal integrand.

p
If there is an element x € LP(S; X)) such that I;(x) < oo, then for all £ € L1(S; X*), it holds

Iy+(§) = sup ((57 >Lq (8;X*),LP(S;X) — If(“f’)) . (A.3)
zeLP(S;X)

Remark A.8 (Measurable selection). The above theorem implies a measurable selection principle
for parametrized minimization problems. Namely, setting & = 0 above, we have

/Slnf F(s,z)du(s) inf /fs 2(s))dp(s).

reX a:ELP(S X)

In particular, if the minimum on the right-hand side is attained, the latter equality implies that
there exists a (X, B(X))-measurable function x : S — X such that inf,cx f(s,z) = f(s,2(s)) p-a.e.
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