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ABSTRACT. We introduce a new approach to deal with the numerical
solution of partial differential equations on surfaces. Thereby we refor-
mulate the problem on a larger domain in one higher dimension and
introduce a diffuse interface region of a phase-field variable, which is de-
fined in the whole domain. The surface of interest is now only implicitly
given by the 1/2-level set of this phase-field variable. Formal matched
asymptotics show the convergence of the reformulated problem to the
original PDE on the surface, as the diffuse interface width shrinks to
zero. The main advantage of the approach is the possibility to formu-
late the problem on a Cartesian grid and to reuse existing algorithms
for the PDE, with only minor changes. With adaptive grid refinement
the additional computational cost resulting from the higher dimension
can be significantly reduced. Examples on linear diffusion and nonlinear
phase seperation demonstrate the wide applicability of the method.

1. INTRODUCTION

While the solution of PDEs on Cartesian grids has become a standard tool
in computational science, numerical approaches to solve PDEs on surfaces
is much less understood. However such problems received growing interest
over the last years, due to a variety of applications. Problems of interest
include image processing (e.g. [13] image the human brain), geometry (e.g.
[8] deal with splines on manifolds), physiology (e.g. [7] model the liquid
delivery into the lung and analyse the role of surfactants), cell-biology (e.g.
[1] study domain formation in vesicles), solidification (e.g. [14] simulate ice
formation on aircrafts) and gravitation (e.g. [10] simulate the bending of
space and time in the surrounding of black holes).

As long as a triangulation of the surface is available such problems can
be solved by parametric finite elements. See Fig. 1 for the solution of a
viscous Cahn-Hilliard equation on various surfaces. The equations for the
concentration u and the chemical potential i on a surface I' are given by

(1) u = vArpy,
(2) o= —yAru+y71G (u) 4 ayuy

with Ar the surface Laplacian, G(u) = 18u?(1 —u?) a double well potential,
v > 0 a constant mobility, & > 0 a constant kinetic coefficient and v > 0
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a small parameter. w = 0 and uw = 1 are the two stable steady states,
representing the two phases. As initial conditions we use a small zero mean
perturbation of u = 0.5.

F1GURE 1. Coarsening in the viscous Cahn-Hilliard equa-
tion. Initial condition v = 0.5 (slightly perturbed), blue
denotes v = 0 and red denotes u = 1. (top) evolution on a
sphere at timesteps t = 1.3-1073, t = 4.4-1073, ¢t = 1.2.1072
and t = 1.8-10!, (bottom) evolution on a torus at timesteps
t=14-103t=54-10"2,t=2.0-10"2and t = 7.4- 1072
All simulations are performed in AMDIS [18].

In a finite element software package as AMDIS [18] the same algorithms
as used on a Cartesian grid can be used to solve problems on triangulated
surfaces. However, well known convergence results of the numerical scheme
on a Cartesian grid, can not easily be transfered to the algorithm if applied
to solve the same PDE on a surface. Some of the resulting numerical analysis
problems for elliptic equations are addressed in [9], but a comparable theory
for parabolic problems is not available. A second problem with this approach
results from the need of an appropriate surface mesh, which might not be
easy to generate for complicated surfaces. Furthermore, if the surface evolves
by itself, possible topological changes are hard to include in this approach.

To overcome these difficulties there have been several attempts to solve
PDEs on only implicitly defined surfaces. In [2] an Eulerian method for
this problem has been introduced using only a discretization on a Cartesian
grid. By representing the surface as the 0O-level set of a level set function
¢ defined in a domain in R? containing the surface, one can derive the
Eulerian representation by replacing the surface derivatives with projections
of the derivatives in the embedding Eulerian space and than solve this new
representation on a Cartesian grid in a neighborhood of the surface. In
particular, the surface gradient and surface Laplacian are written as

(3) Vru= PVi, and Apu=V-(PVa),
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with

VRV

(4) P=I-=g5e

Here it is assumed that @ is a smooth function defined in an open domain
containing the surface of interest, and w is the restriction of 4 to the surface.
The approach has been applied to linear diffusion, anisotropic diffusion,
and reaction diffusion equations [2], to the Eikonal equation [12] and more
recently it has been extended to solve higher order equations [6], on surfaces
of varying complexity. The viscous Cahn-Hilliard equation (1), (2) in this
setting reads

(5) u = vV-(PVp),
(6) i = —V-(PVa)+y G (@) + ayiy.

The equation has been solved in [6] on the same domains as used in Fig. 1,
leading to similar results. But despite the wide applicability of the method,
several difficulties have been reported. Applying the method to diffusion
problems results in a degenerate diffusion equation in the embedding space,
as there is no diffusion in the direction perpendicular to the surface. The
degeneracy problem is most severe for higher order equations and has been
pointed out in [6]. A second difficulty arises by extending off initial data
of the surface to the embedding domain. This has to be done with care,
because the solution at the surface will be affected by these extentions.
However, no matter how the extension is chosen it will change in time, and
re-extension might be necessary from time to time. Furthermore the method
relies on the signed-distance property of the level set function. All these
difficulties probably can be overcome and have been dealt with in the level
set context [17, 15]. Recently [5] improved the approach to overcome some
of the difficulties. However, with no doubt, it is a powerful approach, which
has already been applied to study evolution equations on varying surfaces
[19].

We will present a different approach to solve PDEs on implicitly defined
surfaces, which is based on a diffuse interface method, where we assume
the surface to be represented by the 1/2-level set of a phase-field variable ¢
defined in a domain 2 C R? containing the surface I'. The key ingredient is
the function B(¢) = ¢?(1 — ¢)?, which vanishes outside the diffuse interface.
Such a mobility function has been introduced in [4] to model surface diffusion
within a diffuse interface approximation. Here the function B(¢) allows to
rewrite rather general quasilinear elliptic and parabolic PDEs on surfaces
into PDEs in R%. The viscous Cahn-Hilliard equation (1), (2) for example
reads

(1) Bloywe = vV-(B(¢)Vi),
(8) B(@)p = -V (B(¢)Va)+~7"B(¢)G' (@) + ayB(d)i
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with % and fi smooth functions defined in © C R? approximating the solu-
tions of (1), (2). Similar to the level set approach, only minor changes in an
existing code to solve the PDE on a Cartesian grid are necessary inorder to
use it to solve the PDE on general surfaces. In this paper we will analyse
the phase-field approach in detail. A similar approach to deal with elliptic
PDEs on implicit surfaces is studied in [3].

The paper is organized as follows. In Section 2 we introduce the diffuse-
interface approach, compare numerical results for a linear diffusion equation
and provide a matched asymptotic analysis. In Section 3 we consider the
viscous Cahn-Hilliard equation as an example of a fourth order equation and
again show through matched asymptotic analysis the formal convergence of
the equations (7) and (8) to the viscous Cahn-Hilliard equation on a surface
(1) and (2), if the width of the diffuse interface shrinks to zero. Furthermore
we show the thermodynamic consistency of the formulation. In Section 4
we describe an adaptive finite element discretization and in Section 5 we
show several simulation results for the approximated viscous Cahn-Hilliard
equation (7) and (8). Finally we draw conclusions.

2. DIFFUSE INTERFACE APPROXIMATION

We consider a fixed smooth surface I' C R? with d > 2 and are interested
in solving PDEs on I.

2.1. Linear diffusion. To fix ideas we will first consider a linear diffusion
equation

9) u—Aru=f on I xI,

foru:I'x I — R, I C R, where Ar denotes the surface Laplacian on I
and f : I' — R is a smooth function. Let n : I' — S? denote a normal
to the surface I'. Assuming that I' is contained in a domain Q C R? this
defines an interface separating 2 in two domains i, and Qoyt, where we
use the convention that n points from the inner domain €, into the outer
domain Qgyt. Then one can define an indicator function ¢y being 1 in iy,
and 0 in Qoy¢. In order to introduce a diffuse interface approximation of (9)
we assume that I' can be approximated by the levelset I'c of a phase-field
function ¢ = ¢, : 2 — R with € > 0 obtained by smearing out the discrete
function ¢ on a lengthscale of order e. Furthermore we assume ¢.(0) = 1/2.
Then a phase-field approximation for (9) can be given by

(10) B(¢)iy — V- (B(¢)Vit) = B(¢)f on Q

for i : Qx 1 — R with B(¢) = $*(1—¢)? and a sufficiently smooth extension
f of f to the domain §2.

2.2. Numerical results. As an example we consider the sphere I' = S2,
which is embedded into the domain Q = (—2,2)3. The function

(1) 6= ote) = 5 (1= (21 - 1) )
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serves as a phase-field approximation of I'. Concerning the second order
term in (10) we increased B by a small parameter § < €

(12) B(¢) ~ 6+ B(¢).
On 012 we assume periodic boundary conditions for &. For the heat equation
(9) and (10), respectively, we take the right hand side function

2.’[:1
" JeP

which yields the spherical harmonic u(x) = 1 as the stationary solution of
(9) and therefore a numerical benchmark to test our approach on.

Fig. 2 shows the solution of (9) and (10) with initial functions u(z,0) =
@(z,0) = 0. Different timesteps are depicted until the stationary solution is
reached.

0000

f(z) =2, for ze€5? and f(z) for ze€Q,

FI1GURE 2. Evolution of the temperature: (top) solution u of
(9), (bottom) solution a|r of (10), both at timesteps ¢ = 0,
t=05t=10and t = 3.5.

The dynamic evolution in both approaches nicely agrees and both simu-
lations converge to the stationary solution of (9) and (10), respectively. The
solutions of

(13) —Aru=f
and
(14) —V - (B(¢)Va) = B(¢) f

are shown in Fig. 3. The stationary solution in both approaches can not be
distinguished from each other and agree with the solution of the dynamic
problem at ¢ = 3.5. R

Changing the extension f in the linear diffusion equation (10) in the
numerical studies into f(z) = 2z, yields that the influence of the choice of
the extension of parameters is negligible.
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FIGURE 3. Stationary temperature: (left) solution u of (13),
(right) solution @|p of (14).

2.3. Asymptotic analysis for linear diffusion equation. We now pro-
vide a matched asymptotic analysis to show the formal convergence of (10)
to (9) as € — 0. In the following we will drop the “in the notation, thus u
denotes now also a function in 2.

2.3.1. New coordinates. New coordinates are established in a neighborhood
of the interface I'. To this end r = r(z;€) is defined as the signed distance
of x from I'. being positive in Quyt. Furthermore let X : § — R% be a
parametric representation of I', where S is an oriented surface of dimension
d—1. Let n = n(s;€), s € S, denote the normal. Then we assume that for
0 < p < 1 there exists a neighborhood

(15) Ue ={(z) € Q: |r(z;6)| < p}

of I'c such that one can write z = X(s;¢€) + r(x; e)n(s;€) for z € U.. Now
one transforms u and ¢ to the new coordinate system:

a(r, s, t;€) == u(X(s;€) + rn(s;e€),t;e€), z € U,
b(r, s;€) == ¢(X(s;€) +rn(s;e);e), x € U
Furthermore a stretched variable is introduced z := %, and one defines
Ul(z,s,t;€) :=u(r, s, t;e),
D(z,s5€) == qg(r,s;e).

In addition the following Taylor expansion approximations for small € are
assumed to be valid

16) u(z, t;€) = up(z,t) + O(e),

) a(r, s, t;€) = up(r, s, t) + O(e),

) Ul(z,s,t;€) = Up(z,5,t) + €Uy (2, 5,t) + €2Us(2, 5,t) + O(€3),
19) p(x;€) = ¢o(x) + Ofe),

) &(r, s;€) = do(r, s) + O(e),

) D(z,5;€) = D(2,8) + €P1(2, 8) + EDo(2,5) + O(e®),

for which (16), (17) and (19), (20) are called outer expansions while (18),
(21) are called inner expansion. It is assumed that these hold simultaneously
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in some overlapping region and represent the same functions, which yields
the matching conditions

(22) 7"1_12210 Uo(r, s, t) = le&loo Uo(z, s,t),
(23) Tli)nilo ¢0 (T’ 8) = ZEI:EOO (I)O(Zu S)‘

Let K = K(s;€) denote the mean curvature of I'. The transform of the
derivatives into the new coordinates (z, s) lead

2
(24) Vu=e€'0.Un+ Y 70,00, X + O(e),
i,j=1
(25) Au= e 20°U + e 'KO.U + ArU + O(e),

where g;; == ¢, - ¢s; and (97) := (gij)~'. We will need the the formula
(26) V- (B(¢)Vu) = € 20,(B(®)3,U) + B(®)(¢ 'K8.U + ArU) + O(e).
Because the surface I' is fixed, we have the time derivative

atu = 8tU

2.3.2. Outer expansion. By assumption we have ¢y = 1 in €;, and ¢g = 0 in
Qout and therefore lim,_, o, o = lim, 19 = 0 as well as lim,_, ., Py =
limTH,o ¢0 =1.

2.3.3. Inner expansion. Using (26) in (10) we obtain in
O(e?)
9.(B(®0)9.Up) = 0
which yields 0,Uy = 0. From this one gets
O(e™h)
0.(B(®)0,U;1) =0
and therefore 0,U; = 0. And finally we have in
O(eY)
(27) B(®0)0:Uy — 0.(B(P0)0,Usz) — B(®o)ArUy = B(Pg) Fo,

where we have used 0;®¢ = 0. Furthermore one easily verifies that 9, Fy = 0,
and integration of (27) yields

+o0 +oo Foo
/ B(®) dzd,Uy — / B(®) dzApUy = B(®y) d=Fp.
Dividing this equation by f_t;o B(®¢) dz we end up with

8tU0 — AFU(] = Fy.

Thus with Fy = f and lim,_, 1 Uy = lim,_, 1o ug = up|r we have shown the
formal convergence to the linear diffusion equation (9) on the surface I'.
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2.4. More general parabolic equations. After this promising result we
want to generalize the equation and summerize the ingrediences for the
diffuse-interface approach to solve problems on surfaces. Denoting the tan-
gent space of I in x € I with T,,I' a more general second order PDE on a
surface I reads

uy — Vr - (AVru) +b-Vru+cu = f

with a positive definite symmetric endomorphism A = A(u, Vru,z,t) :
7.I' - T,I', b = b(u,Vru,z,t) : T,I' - R, ¢ = ¢(u, Vru,z,t) € R and
f = f(z,t). Here A(:), b(:), ¢(-) and f(-) are assumed to be sufficiently
smooth. To transform it into a PDE in 2 we need to extend all parameters
in a sufficiently smooth manner. The diffuse interface approximation then
reads

B(¢)ix =V - (B(¢)AVa) + B(¢)b - Vi + B(¢)ct = B(9)f,
where A is a positive definite extension of the endomorphism A to normal
vectors and the extension b of b to normal vectors can be arbitrarily chosen.
The matched asymptotic analysis can be done along the same lines as for
the linear problem.

3. THE viscous CAHN-HILLIARD EQUATION

We will now return to the viscous Cahn-Hilliard equation on a surface,
whose diffuse interface approximation is repeated here again for consistency

(28) B(o)ur = vV -(B(¢)Vp),
(29)  B(@)n = —V-(B(¢)Vu)+7 "'B(¢)G (u) + ayB(¢)u,.

3.1. Thermodynamic consistency. The diffuse-interface approximation
to the viscous Cahn-Hilliard equation on a surface (28) and (29) has the
properties of a gradient flow of the following energy

(30) B(w) = [ 27 B@)GW + 5B Vul

The time derivative can thus be computed as

QEW) — /Q v B(6)C ()0 + yB(@)Vu - Vg
= [ GTBOG W =1V - (B
= [ Bow - B
_ /Q iV - (B(6) Vi) — ayB(¢)(w)’

N /g)‘va)(vm? — ayB(¢)(ur)* < 0,
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where eq. (7) and (8) have been used. Thus the dissipation inequality
holds for the introduced diffuse interface approximation, which shows its
thermodynamic consistency. The same holds for the two limiting cases:

(1) the Cahn-Hilliard equation, which is obtained as o« — 0

B(¢)uy = vV -(B(¢)Vp),
B(¢)p = =V (B(¢)Vu) +77"B()G (u),

and
(2) the Allen-Cahn equation, which can be obtained as v — oo

ayB(¢)ur =V - (B(¢)Vu) — 7~ B(9)G' (u).
It remains to show the convergence of the diffuse interface approximation to

the viscous Cahn-Hilliard equation on a surface to (1) and (2) as € — 0.

3.2. Asymptotic analysis for viscous Cahn-Hilliard equation. Note
that we have two distinguished interface parameters: ~ the intrinsic diffuse
interface width in the viscous Cahn-Hilliard equation on the surface I', and
€ the diffuse interface width of the phase-field approximation in 2. Here we
consider the limit € — 0.

3.2.1. New coordinates. Extending the notation in Section 2.3 by introduc-
ing

a(r, s, ty€) == pu(X(s;€) +rn(s;e), t;e), xz € U,
and
M(z, s, t;€) := fu(r, s, t;€)
and assuming the Taylor expansion approximations for small € to be valid
Bl plz,t;€) = polz,t) + O(e),
(32) Al s,t;€) = fio(r, s, 1) + O(e),
(33) M(z,s,t;€) = My(z, 5,t) + €My (2, 5,t) + €2My(z, 5,t) + O(e?)

and that these hold simultaneously in some overlapping region and represent
the same functions, we obtain the aditional matching condition

(34) rlirilo fo(r, s, t) = le}lrinOO My(z,s,t).

3.2.2. Outer expansion. See the case of the linear diffusion equation.
3.2.3. Inner expansion. Using the inner expansions in (28) and (29) we ob-
tain in
O(e?)
0,(B(®9)0,My) = 0,
0.(B(®¢)0,Uy)

I
o
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which yield 9,My = 0 and 0,Uy = 0. From these one gets in
O(e™h)

0:(B(®9)0,M;) = 0,
0:(B(®0)0,U;) = 0

and therefore 0,M; = 0 and 9,U; = 0. And finally we have in
O(eY)

B(9¢)0:Up = v(0,(B(®¢)0.M2) + B(®o)ArMp),
B(‘I)())MO = —W(OZ(B(<I>0)8ZU2) + B(q)o)AFU(])
+97 ' B(@0)G' (Vo) + ayB(20)2:Uo

where we have used J;®g = 0. Integration of both equations yields

+00 +oo
/ B(‘I)()) dzatUo =V B((I)o) dZAFMo,

+oo +o0
/ B((I)()) dZMO = — B((I)o) dZ’)/AFU()
+oo +oo
+ B(®g) dzy G (Up) + B(®¢) dzaydUy.

Dividing these equations by fj;o B(®g) dz we end up with

atU(] = VAFM(),
My = —yArU+~ G (Upy) + ayd,U,

on I', which is by matching conditions (22) and (34) the viscous Cahn-
Hilliard equation (1) and (2) for up|r and po|r.

4. NUMERICAL APPROACH

We adapt the numerical approach used in [16] to solve a viscous Cahn-
Hilliard equation with a degenerate mobility function.

4.1. Finite element discretization. The time interval is split by discrete
time instants 0 = tg < t; < ..., from which one gets the time steps At,, :=
tm+1 — tm. The derivative of the doublewell potential is linearized by

G/(u(m—l—l)) ~ G/(u(m)) + Gl/(u(m))(u(m—l-l) _ u(m))
_ G//(u(m))u(m+1) + G/(u(m)) N G//(u(m))u(m)
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Using this time discretization one ends up with the weak formulation
i [ By [ B vy
tm Ja Q
1
S (m)
A L B,
- [ B vy [ B@vAr. v
Q Q
-{—’}/_I/B Gl/( (m)) (m+1) 71}"1' At /B(¢)U(m+1)1/)
o m - m m m
— 2 [ Blow™y -7 [ BOE W) - 6w
m JQ Q
for all v € X9 := {w € HY(Q) : VY100 periodic}. To discretize in space,

let 75, be a conforming triangulation of €. Define the finite element space
of globally continuous, piecewise linear elements V, = {vp, € X d . vp|T €

P! VT € T;,}. The space discretization now reads: Find u(mH) u(mH) eV,
such that

A;/QB@ vty | Bva v
- /Q B(e)u™ v+~ / B(¢)Vai" ™ . vy
w7 [ BOG 0+ 2 [ Bl
= A% /Q B(g)uy ™ — 471 /Q B(6)(G' (™) — &" (™ yu™)

for all p € V,. These lead to a linear system of equations for U (m+1) and
W(m+1) with u(erl) Z U m+1)¢Z and M (m+1) Z W (m+1) 1/11
1

- (m+1) (m+1) (m)
At MU + VAW At — MU™,
_Mw(m+1) + ’}/.AU(erl) + ~ 1G1U(m+1) + Xa MU(m+1) _ A MU(m)
tm tm
_ ,YflGe
with
M = (M;;)  Mi; = (B(¢)vi, ¥j)a,
A= (Az]) Az] = (B(ﬁb)V?/)u ij)ﬂ’
G' = (G})) = (B(6)G" (uy™ 1,5,
G° = (GY) G‘; = (B(8)(G" (™) = G"(u™))uy™ 1),
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where (-, -)q denotes the L? scalar product. Thus, written in block-matrix-
form the linear system

vA M W (m+1) ~—MUym™

~M yA+yIG M)\ UMD ) T\ 22 MUM™ 4 47iGe
has to be solved in every timestep. The system is not symmetric and is
iteratively solved by a stabilized bi-conjugate gradient method (BiCGStab).

4.2. Adaptivity. Adaptive mesh refinement is a key ingredient to an ef-
ficient algorithm for this class of problems, because it helps to reduce the
amount of additional work the extra dimension requires. Outside the dif-
fuse interface region the mesh can be rather coarse, without influencing the
solution on the surface. As a first approach towards an adaptive scheme we
therefore choose a jump residual as an indicator, to refine the mesh. An
error estimate for the viscous Cahn-Hilliard equation itself, accounting for
different grid refinements within the diffuse interface, has not been used yet.
Thus the grid is homogeneous within the diffuse interface, with a grid size
h ~¢€/5 and ¢ = 2y = 0.1. Fig. 4 shows the grid used in the computations.

VAR A

g d

B g
SRTRD

FIGURE 4. Adaptively refined mesh (cross section): (left)
sphere, (right) torus.

Furthermore a simple strategy of time adaptivity is used, where the
timestep is inversely proportional to the maximum of the normal veloc-
ity of the Cahn-Hilliard interface leading to timesteps At,, € [107°,1074].
This means that the timesteps are increased by two orders of magnitude
compared to a restriction of order h* ~ 1.6 - 10~7 an explicit scheme would
require.

5. SIMULATION RESULTS

The method is implemented in AMDIS [18]. As in the simulations shown
in Fig. 1 we use as initial conditions a small zero mean perturbation of
u = 0.5. Again the sphere is given as the level set ¢ = 1/2 of the function
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(11), and in the case of the torus we have used a slightly more complicated
tanh-construction than for the sphere. Furthermore we regularize the second
order terms in (28), (29) in the same way as in the case of the diffusion
equation (see (12)). Fig. 5 shows the evolution of the diffuse interface
approximation of the viscous Cahn-Hilliard equation on a surface. The
figure shows the value of u on the 1/2-level set of the phase-field variable
¢. The simulation results agree very well with the results shown in Fig. 1
at corresponding timesteps, where in all cases we have used the parameters
a=v=1.0.

F1GURE 5. Coarsening in the viscous Cahn-Hilliard equation
(diffuse interface approximation). Blue denotes u = 0 and
red denotes u = 1. (top) evolution on a sphere at timesteps
t=13-103t=44-103,¢t=12-102and t =1.8-1071,
(bottom) evolution on a torus at timesteps t = 1.4 - 1073,
t=54-10"3,t=20-10"2and t = 7.4-1072.

The phase-field variable ¢ is in both cases constructed by hand. For more
complex geometries this is unfeasible. In these cases an indicator function
I(x), with I(z) = 0 on one side of the surface I" and I(x) = 1 on the other
side, can be used as an initial function for ¢. To construct an appropriate
phase-field variable to represent the surface, a few time steps of

¢ = ¢ V- (B()Vp),
po= —ebp+e'G(e).

can be performed. The equation will smear out the initial function at the
beginning, without changing the 1/2-level set too much.

6. CONCLUSION

We have presented a new approach to solve PDEs on surfaces. The prob-
lem is reformulated on a larger domain in one higher dimension and is based
on a diffuse interface approximation. The surface is the 1/2-level set of
a phase-field variable. Formal matched asymptotics show the convergence
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to the PDE on the surface as the diffuse interface width goes to zero. The
method is applied to a linear diffusion problem, which serves as a benchmark
and to a nonlinear fourth-order problem to demonstrate its applicability for
a general class of PDEs. The approach is here restricted to stationary sur-
faces, however the way to include motion of the surface is straight forward
and is under investigation [11]. The introduced diffuse interface approach
has the same advantages as the level set method to solve an Eulerian repre-
sentation of the PDE on the surface. Especially with the use of an adaptive
grid, it can compete with the common narrow-band approach in the level
set method. Furthermore, due to the decoupling of the surface represen-
tation through the phase-field variable ¢ and the evolution equation, the
method is much more insensitive on the way data are extended away from
the surface, and the initial properties of ¢ remain throughout the simulation.
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