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SUMMARY

A pressure-driven flow of elongated bullet-shaped bubbles in a narrow channel is known as Taylor flow
or bubble-train flow. This process is of relevance in various applications of chemical engineering. In this
paper, we describe a typical simplified experimental setting, with surface tension, density and viscosity as
prescribed input parameters. We compare a sharp-interface model based on a moving grid aligned with
the bubble boundary (ALE coordinates) and a diffuse-interface model where the bubble shape is implicitly
given by a phase-field function. Four independent implementations based on the two modeling approaches
are introduced and described briefly. Besides the simulation of the bubble shapes, we compare some resulting
quantities such as pressure difference and film widths within the implementations and to existing analytical
and experimental results. The simulations were conducted in 2D and 3D (rotationally symmetric). Good
accordance of the results indicate the applicability and the usability of all approaches. Differences between
the models and their implementations are visible but in no contradiction to theoretical results. Copyright
© 2013 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Taylor bubbles are long bubbles of gas in capillary tubes filled with liquid. Typically, they exhibit a
distinct bullet shape with a nearly circular head.

Taylor bubbles were originally described by G. Taylor [1]. In this work, he reports on experiments
on the rise of bubbles in nitrobenzene. The bubble volume was comparatively large (1.5� 34 cm3),
but later on, Taylor bubbles were also observed in much smaller regimes [2], up to microfluidic
experiments.

Taylor flow is usually defined as the flow of a series of elongated bubbles in a narrow channel,
where the diameter of the channel is almost entirely filled by the bubbles. It has also been called
‘slug flow’ or ‘bubble-train flow’ in literature [2, 3].

In very large diameter tubes, Taylor bubbles do not appear, whereas in small tubes, they are very
stable [4]. In contrast to the stable regime of Taylor flow, other types of flows can be observed in
capillary channels, depending on gas fraction and velocity [5]:
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� Bubbly flow, which is observed for low gas fractions at moderate velocities, where only few of
the bubbles coalesce. In this case, only single small bubbles in a semi-random pattern appear
in the fluid.
� Churn flow, in similar conditions as Taylor flow, but at higher velocities (i.e., higher Reynolds

number). Here, chaotic bubble patterns can be observed. If the fluid velocity is not too high,
a mixture of Taylor flow and Churn flow might be observed, where Taylor bubbles are still
bullet-shaped at the cap, but show a turbulent flow pattern and a mixture of gas and fluid at the
rear [6].
� Film flow, happens at high velocities and low liquid fractions, and is characterized by a thin

liquid film forming wavy patterns on the channel wall.
� Annular flow, which is similar to film flow, but also exhibits a mixture of gas and liquid phases

in the core of the channel, and happens at even higher velocities.

It is not always easy to determine in which regime which type of flow will occur. For some sit-
uations, so-called flow maps have been constructed, which can predict the kind of flow that can be
observed [5]. Often, the kind of injection of gas into the fluid also plays a role.

Many technical applications exist where Taylor flow occurs, for example, in monolith structures
that can be found in catalytic converters [7], multiphase monolith reactors [5, 8], or microfluidic
channels [9, 10]. In these applications, bubbles of identical size, shape, and distance to each other
are typically required. Thus, the hydrodynamics that lead to a perfect bubble-train flow are of interest
in these research areas.

In a theoretical investigation on Taylor flow, a relation between the capillary number and the film
width between the bubble and the channel wall has been derived [11]. It is approximately valid (with
6 5% error) for Ca 6 3 � 10�3:

hfilm D
d

2
� 1.3375 �Ca2=3, (1a)

where d denotes the channel diameter. For 0.05 6 Ca 6 100, a different approach using the
boundary element method and numerical simulations leads to the following approximation [12]:

hfilm D
d

2
� 0.417 �

�
1� exp.�1.69 �Ca0.5025/

�
. (1b)

Although this approach was derived for a pure 2D simulation of Taylor flow, we also used it as an
initial guess of film width for our 3D rotational symmetric simulations.

The shape of Taylor bubbles is known to be close to spherical at the cap and the rear, and almost
cylindrical in between [11]; however, this is only valid for relatively small capillary numbers. If sur-
face tension effects are less pronounced (higher capillary numbers), Taylor bubbles assume a typical
bullet shape, and the cap and rear differ significantly.

In this paper, we simulate Taylor bubbles to examine the effect of varying capillary numbers on the
shape of the bubble. Our main focus is on the comparison of different numerical approaches among
each other and with experiments. In contrast to other numerical multiphase flow benchmarks (e.g.,
[13,14]), we select physical parameters that are very similar to those in experimental setups, and we
include sharp-interface and diffuse-interface models. Four independently implemented solvers were
used, two using a sharp-interface model, and two a diffuse-interface model.

Because Taylor flow has a stable (quasi-) stationary state, and also high-resolution X-ray measure-
ments are only available on stationary Taylor bubbles, we restrict the comparison to the stationary
state (in a moving frame of reference).

The structure of this paper is as follows: we first specify the physical parameters and output
parameters of the benchmark (Section 2). Then, we shortly describe the different mathematical
models at the core of the four compared solvers (Section 3). The numerical methods of the solvers
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are also compared (Section 4), and in Section 5, the numerical results are presented. Finally, a short
conclusion follows (Section 6).

2. SPECIFICATION OF THE BENCHMARK PROBLEMS

The benchmark consists of three parts:

Problem 1 2D Taylor flow (Bretherton problem) with varying capillary numbers.
Problem 2 3D Taylor flow under the assumption of rotational symmetry with varying capillary

numbers.
Problem 3 A single 3D Taylor bubble under the assumption of rotational symmetry, which is

compared with experimental data.

For the first two items, the same physical quantities are used, whereas for the third item, all
physical parameters are chosen according to the experimental environment.

2.1. Parameters for the purely numerical benchmarks

All parameters in the numerical benchmark (Problems 1 and 2) are chosen similar to [3]. Although
these benchmark tests are purely numerical, the physical parameters are selected so that they are
close to a experimentally realizable situation (a round capillary of � 1 mm diameter filled with air
bubbles in glycerol), see Table I.

A nondimensionalization leads to the dimensionless quantities given in Table II. We chose to
vary the capillary number since it is known to be the most important parameter with respect to the
shape of the Taylor bubble [3,11]. Although the capillary number computed from Table I is 2 �10�2,
we chose to include one simulation with a capillary number a factor of 10 higher, and two capil-
lary numbers a factor of 10 and 100, respectively, lower. These additional simulations have been
included to enable a comparison with the approximation formulas (1a) and (1b).

The viscosity and/or density ratios in both fluids are not prescribed, because it is not possible to
choose them freely in every method. However, a ratio that is close to the experimental setups (a
much lower density and viscosity in the gas phase) is desirable. For glycerol/air, the real ratio is
approximately 1:1000 for both density and viscosity.

Table I. Physical parameters for the numerical benchmark (Problems 1 and 2).

�L 1 � 103 kg

m3
Density of liquid phase

�G � �L Density of gas phase
�L 1 � 10�2 Pa s Dynamic viscosity of liquid phase
�G � �L Dynamic viscosity of gas phase

� 5 � 10�4 N
m Surface tension coefficient

V 1 � 10�3 m
s Characteristic velocity

d 1 � 10�3 m Characteristic length, width of computational domain

L 1 � 10�2 m Length of computational domain

Table II. Dimensionless quantities for the numerical benchmark (Problems 1 and 2).

ReL
�L V d
�L

1 � 10�1 Reynolds no. in liquid phase

ReG
�G V d
�G

�ReL Reynolds no. in gas phase

Ca
�LV
� 2 � 10¹�4,�3,�2,�1º Capillary no.

We ReL Ca 1 � 10�1Ca Weber no.
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Figure 1. (a) Schematic drawing of the experimental setup. (b) Superimposed X-ray projections of a
single Taylor bubble moving in a circular capillary; the capillary structures are removed from the image

by subtraction. (c) The extracted projected bubble shape.

2.2. Experimental setup and discussion for Benchmark 3

Experimental setup
The experimental setup is schematically depicted in Figure 1 (a). Within a loop, the liquid is pumped
through a vertically aligned borosilicate glass capillary of circular cross section with a wall thick-
ness of approximately 0.25mm. The hydraulic diameter was determined to be 1.98mm. Pressurized
air was injected into the liquid by means of a high-speed injection valve. The valve was attached
to the remaining port of the T-junction at the lower end of the capillary tube. The consumed two-
phase mixture was fed through a flexible tube at the top of the capillary back to the liquid container.
There, the gas is separated from the liquid. By controlling pump power and inlet tube resistance, the
fluid velocity was varied. Then, by changing the duty cycle of the valve, the specific Taylor bubble
flow regime was produced. The temperatures of the fluid were measured at the entrance and the exit
of the capillary. The visualization experiments were conducted at the synchrotron radiation source
ANKA. White X-ray radiation provided at the TOPO/TOMO beamline [15] was used to project a
1.78 mm � 2.31 mm wide portion of the capillary onto a fast X-ray image detector. The detectors’
high-speed camera was read out at frame rates up to 36,000 frames per second.

Data processing
Image processing algorithms were used to extract bubble shape information from the images.
Because the recorded images only show part of the bubble because of the restricted field of view,
a visualization of the whole bubble was created by superposition of consecutive raw X-ray images.
The bubble’s instantaneous velocity was measured by following their tip positions as the bubble
moves through the field of view. A careful analysis of the image brightness distribution at the edge of
the projected bubble was performed and thus the projected liquid film thickness, that is the distance
between the bubble’s interface and the channel’s edge, was obtained.

Results
An aqueous solution of 76.9% glycerol (Sigma Aldrich 49770) and 23.1% deionized water was used
as liquid. The average temperature at the position where the X-ray beam impinges the capillary was
estimated to be 27.1°C. By using tabulated values for density, surface tension and viscosity [16], the
capillary and Reynolds number were determined to be Ca D 0.093 and Re D 16.7. Because the
total capture time of the high-speed camera was limited to only a few seconds for the chosen frame
rate of 36,000 frames per second, only two bubbles were captured during the experimental run,
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Table III. Physical parameters for the benchmark (Problem 3).

�L 1.196 � 103 kg

m3
Density of liquid phase, literature data fit

�G � �L Density of gas phase

�L 29.8 � 10�3 Pa s Dynamic viscosity of liquid phase, literature data fit

�G � �L Dynamic viscosity of gas phase

� 66.8 � 10�3 N
m Surface tension coefficient, literature data fit

V 210.2 � 10�3 m
s Bubble velocity, measured in experiment

d 1.98 � 10�3 m Hydraulic diameter, measured in radiographic projection

A 20.68 � 10�9 m3 Bubble volume, computed from 2D bubble shape measured in
radiographic projection

L 1 � 10�2 m Length of computational domain

Table IV. Dimensionless quantities for the experimental benchmark (Problem 3).

ReL
�L V d
�L

1.67379 � 101 Reynolds no. in liquid phase

ReG
�G V d
�G

�ReL Reynolds no. in gas phase

Ca
�LV
� 9.39637 � 10�2 Capillary no.

We ReL Ca 1.57275 � 100 Weber no.

of whose only one bubble is considered here. Also, the imaging window height was substantially
shorter than the observed bubble. Figure 1(b) shows a superimposed image of the Taylor bubble
as a result from all X-ray images of that single bubble superimposed at their calculated positions
and after subtracting the structures of the glass capillary from the picture. The bubble velocity was
measured to be 210.63 mm/s at the moment as it passed the X-ray beam, the length of the bubble
was 9.8 mm. Figure 1(c) shows the bubble’s contour as it was determined from Figure 1(b) with
subpixel resolution at the edge of the bubble where the image brightness crosses the background
intensity level. Assuming axial symmetry, the bubble’s volume was measured from its shape to be
20.7 mm3.

The physical parameters can be found in Table III. A nondimensionalization leads to the
dimensionless quantities given in Table IV.

Discussion
Data from other experimental runs confirmed that the bubble velocity fluctuated by 0.7%, and the
bubble length fluctuated by 1.5%, each from bubble to bubble. However, the observed shapes at the
front and the rear did not vary between each other by more than 0.1% with respect to the hydraulic
diameter. This gives confidence in the reported results. Moreover, the accuracies of calculated
capillary and Reynolds number are dictated mostly by the variance in viscosity, which is a func-
tion of the liquid’s temperature. Temperature measurements of the liquid at the inlet and the outlet
of the capillary were done at a precision of ˙0.5 K, which in turn causes the uncertainties of Ca
and ReL to be 3.5%. Additional 0.5% uncertainty in these values resulted from the limited detector
resolution of 5 �m. The radiographic projections show because of the highly redundant data with-
out any doubt superior image quality and are thus privileged to serve as reference for bubble shape
measurements here.

2.3. Initial bubble shape

In all simulations, we fixed the form of the initial bubble shape (see Figure 2). It is chosen as two
half-circles connected by straight edges. The initial total length of the bubble is 5 times the hydraulic
diameter and the initial film width is chosen according to (1a) for Ca < 0.05 or (1b) otherwise.
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Figure 2. Initial bubble shape. The computational domain is rotated by 90 degrees.

For Benchmark 3, the bubble length was chosen as in the experiment (cf. Table III), and the film
width such that the bubble volume fitted the experimental data.

The bubble was placed in a domain of size 1 � 10 (in multiples of the characteristic length from
Table I). The boundary condition for the fluid was chosen as no-slip (Dirichlet) at the sides, and
periodic in flow direction (so that a train of bubbles is simulated).

The fluid was driven by an external pressure difference �p, which is the difference in pressure
between the inflow and outflow domain boundary. The magnitude of this external pressure differ-
ence is a priori unknown and has to be adapted during the simulation to achieve the desired bubble
velocity V of Table I, and the simulation reaches a stationary state.

2.4. Output parameters

The output parameters of the numerical benchmark (Problems 1 and 2) were defined as follows:

1. The pressure difference �p needed to reach the required bubble velocity.
2. The velocity profile of the slug, that is, the liquid phase, at a cut in x-direction directly at the

rear of the bubble. This position was chosen because the most interesting flow phenomena
happen in the wake of the bubble.

3. The bubble shape – this includes the shape of the head and tail of the bubble as well as the
film thickness over the length of the bubble. The film thickness is of special interest because
approximation formulas exist in literature, that is, (1a),(1b).

For the comparison to experimental data (Problem 3), only the bubble shape was available from
experimental measurements.

3. MATHEMATICAL MODEL

3.1. Sharp-interface model

We consider the Navier–Stokes equations on a time-dependent, a priori unknown domain
�D�.t/�R2, with a jump condition on a phase boundary �:

�r.@tuC u � ru/�r � S.u,p/D 0 in �, (2a)

r � uD 0 in �, (2b)

�Sn�� D
1

We
	n on � . (2c)

Here, S D S.u,p/ D 1
Re
.ru C .ru/>/ � pI is the stress tensor, Re is the piecewise constant

Reynolds number, Re D ReL in the liquid domain and Re D ReG in the gaseous domain, We is
the Weber number, �r is the ratio of densities, and n is the unit normal vector on the phase boundary
� . ���� describes the jump over the phase boundary.

In the sharp-interface model, the phase boundary � is treated as a .d � 1/-dimensional manifold
in Rd , d D 2, 3 (in contrast to phase-field models).

Because the density and the viscosity ratios are very high, we neglect the effects of the gas phase
(except in surface tension), and replace Equation (2c) by the following equation:

SnD
1

We
	n on � . (2d)
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3.2. Phase-field model

Additionally to the previous description of the interface as a sharp hypersurface, so-called diffuse-
interface models are used. These models are of growing interest for multiphase flow simulations
because they can easily handle topological changes and moving contact lines and allow for a simple
surface/bulk coupling of additional soluble species.

Diffuse-interface models account for a partial mixing of the fluids at a small length scale. There-
fore, the interface is represented as a thin layer of finite thickness 
. An auxiliary phase-field function
� is used to indicate the phases. The phase-field function varies smoothly between distinct values in
both phases, here � D 1 in the liquid and � D�1 in the gas. The interface can be associated with an
intermediate level set of the phase-field function (here � D 0). Diffuse-interface approaches for mix-
tures of two immiscible, incompressible fluids with matched densities lead to the so-called Model
H [17], which has been considered by several authors, see for example, [18–21]. An extension for
non-matched densities by [22] leads to:

�r.�/.@tuC .u � r/u/D�rpCr �
�
�r.�/

1

ReL
D.u/

�
C FC�r�, (3a)

r � uD 0, (3b)

@t� C u � r� Dr � .Mr�/, (3c)

�D
3

2
p
2

1

ReLCa

�

�1W 0.�/� 
��

�
. (3d)

Here, � is the chemical potential, M a mobility, the function W.�/D 1
4
.�2 � 1/2 is a double-well

potential, and D.u/ D .ruC .ru/>/. The density and the viscosity ratios �r and �r , respectively,
are defined relative to the density/viscosity in the liquid domain (hence, �r.C1/ D �r.C1/ D 1).
We define r to be the density and the viscosity ratio in the gas, which yields �r.�1/D �r.�1/D r .
Unless otherwise stated, we use the ratio r D 1=100.

By using energy methods, a thermodynamically consistent model for non-matched densities is
also available and used in EconDrop, see [23, 24]. In particular, the momentum equation differs
from (3a):

�r.�/@tuC
��
�r.�/u� �0r.�/Mr�

�
� r
�

uD �rpCr �
�
�r.�/

1

ReL
D.u/

�
CFC�r�. (4a)

For both diffuse-interface models, we choose a mobility M D k
 with a constant factor k. Note,
that both models have been shown to approach the sharp-interface model (2a)–(2c) in the limit of
vanishing interfacial thickness, 
 ! 0, if M D O.
/ [23]. A numerical benchmark comparison of
the previous diffuse-interface models with level set and volume of fluid methods has been conducted
in [14] and shows good agreement.

4. NUMERICAL METHODS

Four different solvers using different numerical approaches to the capillary problem at hand were
used. In the following, we give a short description of each solver. For the 3D rotational symmetric
benchmarks, the symmetry was exploited, and a suitable coordinate transformation was used to do
the computations in a 2D domain (see Figure 3 for an illustration).
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Figure 3. Domain of computation and 3D domain for the rotational symmetric simulations (data from the
simulations using NAVIER with data from the experimental setup, color indicates pressure).

4.1. Solvers implementing the sharp-interface model

The two solvers NAVIER and MooNMD use the FEM to implement the sharp-interface model, that
is, (2a), (2b), (2d). Both solvers use a mesh that is adapted to the geometry, that is, to the phase
boundary. Because the mesh is always aligned with the problem geometry, it moves over time. To
make computations in such a setting possible, we use ALE coordinates.

To achieve a very accurate representation of the problem geometry, we use isoparametric ele-
ments. This means that especially the curvature can be represented precisely, in particular when
using a ‘natural’ variational formulation of the curvature (from [25]), that is, for (2d), the following
finite element formulation is used:

�

Z
�

	n' D�
Z
�

�' D

Z
�

rid W r', (5)

where ' is a test function, � is the Laplace–Beltrami operator, and r is the tangential gradient.
In the bulk phase, both solvers use a standard Taylor–Hood element (P 2-elements for the velocity

and P 1-elements for pressure). As the computations in the bulk phase have a much less pronounced
effect on the simulation compared with the effects close to the phase interface, the mesh is adapted
such that only the phase interface is resolved precisely, whereas the bulk equations can be solved
with lower numerical costs.

For the Taylor flow simulation, both solvers used the implicit Euler scheme, because its relatively
high numerical dissipativity leads to a faster convergence to the stationary state, which is sought for
in this situation. The nonlinear implicit equations are solved by a Richardson-type iteration, where
each iteration step uses a semi-implicit treatment of the curvature. The semi-implicit treatment of
the curvature can be proven to be stable [26].

As initial values, the velocity is set to u D 0 and the pressure difference is initialized as a pos-
itive value. The linear systems resulting from the discretization are solved with the direct solver
UMFPACK [27], both for NAVIER and for MooNMD.

NAVIER

NAVIER is a solver that specializes in high resolution of capillary flows. Whereas the simulation of
coupled systems (e.g., with heat or species transport) is also possible, the main focus is on curvature
driven simulations.

Many numerical problems have been handled with NAVIER, most of them are multiphase or
capillary problems. Some examples include crystal growth in a floating zone [28], rising droplets
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in a liquid/liquid extraction system [29], and simulations of liquid/gas phases with mass transfer
(evaporation/condensation) [30, 31].

To simulate Taylor flow as compared to single Taylor bubbles, we used a periodic grid in NAVIER

(periodic velocity and pressure space), and the external pressure gradient was prescribed as a volume
force on the fluid.

All simulations were run on a standard workstation (Intel Xeon CPU, 2.6 GHz, serial execution).
Time step sizes were chosen depending on the capillary number. For example, for the 2D example
(Problem 1), they were 10�1 (for CaD 2 � 10�1) to 10�3 (for CaD 2 � 10�4).

The execution times ranged from 20 min to 96 h depending on the film width (lower film widths
require finer meshes and time step sizes, which in turn lead to a longer computation time).

MooNMD
MooNMD is a general purpose finite element program package [32]. Its design is highly modu-
lar so that it can be easily extended to solve arbitrary PDEs. This package has been successfully
applied, for example, in the solution of the steady state and time-dependent incompressible Navier–
Stokes equations [33–35], large eddy simulations [36], free boundary value problems with capillary
surfaces and ferrofluids [37, 38], multiphase problems with and without surface active agents
[39–41], population balance systems [42–44], and convection-diffusion equations by stabilized
finite elements [45, 46].

Although the standard Taylor–Hood element is used for the results presented here other inf-sup
stable finite elements were possible, for example, the P 2bubble=P

1
disc pair (continuous piecewise

quadratic velocity space enriched with a cubic bubble function on each cell and discontinuous
pressure).

A periodic grid is used, but as distinct from NAVIER, only the velocity space consists of
periodic functions. The pressure space is left non-periodic; thus, the pressure difference between
the top and the bottom of the domain is incorporated as a natural boundary condition. Furthermore,
for the pure 2D case (Problem 1), the symmetry of the problem was exploited, computing only on
one half (longitudinal) of the original domain.

A fixed time step size was used, which varies from 10�4 for the cases Ca D 2 � 10�1, 2 � 10�2

and 10�5 for Ca D 2 � 10�3 to 10�6 for the case Ca D 2 � 10�4. The simulations were run in serial
execution on an Intel Xeon CPU at 2.8 GHz. The computation times vary from 4 to about 96 h
depending on film width (see 4.1).

4.2. Solvers implementing the phase-field model

The two diffuse-interface solvers AMDiS and EconDrop were used for this study. In both solvers,
adaptive meshes are indispensable for providing a high spatial resolution along the fluid–fluid inter-
face. Whereas the domain away from the interface is discretized with an equidistant mesh of grid
size 1=16, we adapt the grid size at the interface to obtain around 10 degrees of freedom across the
interface in the normal direction. The resulting meshes are similar to meshes generated using an
L2-like error indicator based on a jump residual (e.g., [47]). Note that rigorous error estimates in h
and 
 only exist for simpler problems like the Allen–Cahn equation (see [48]).

Periodic boundary conditions are specified for all variables at inflow and outflow boundaries of
the domain. Therefore, we induce the pressure difference by applying a volume force FD ey�p=L.
At the side walls, we impose a no-slip condition for the velocity field u.

A considerable improvement of the simulation speed is achieved by using a moving frame of
reference. Because the position of the mesh is then constant with respect to the center of gravity
of the bubble, adaptive refinement is much easier to carry out. Therefore, we calculate the bubble
velocity ub by ub D

�R
�.1� �/u

�
=
�R
� 1� �

�
and replace the velocity of the convective terms in

Equations (3a) and (3c) by .u� ub/.
To improve comparability, we choose equal mobilities in both codes, M D 
=500. The volume

force F is updated in every time step: Fnew D F � jub � ey j�1. Although the pressure difference is
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unknown a priori, we observe very quick convergence towards a constant bubble velocity. As initial
values, we take a parabolic profile for the velocity u and a positive pressure difference.

AMDiS
AMDiS is an adaptive finite element toolbox [49], which is designed for fast implementation of
arbitrary PDEs. AMDiS is freely available for research and teaching purposes and can be down-
loaded at http://www.amdis-fem.org. The software has been used for a wide range of problems,
from elasticity in bones [50] to multiphase flows with nanoparticles [51].

The Navier–Stokes Cahn–Hilliard equations (3) were implicitly coupled using the new velocity in
Equation (3c) and the new chemical potential in Equation (3a). This results in a stabilization of high
surface tensions and allows larger time steps. We use a semi-implicit Euler time stepping algorithm
of which we expect to converge fast to the stationary solution due to its high numerical dissipativity.
A typical simulation starts with small time steps of 10�3. As the stationary solution is approached,
time steps are increased either manually or by a CFL strategy. In the latter case, we stop the sim-
ulation if the time step exceeds 10. We discretize in space by a standard Taylor–Hood element for
the Navier–Stokes equation with P 2-elements for u, � and � and P 1-elements for p. To prevent
any touching of the wall and the bubble, we impose the Dirichlet boundary condition � D 1 at the
side walls.

We use an MPI-based parallelization with 4–16 cores and a PETSc solver transpose free
quasi-minimal residual with the block Jacobi preconditioner. The local subproblems are solved using
incomplete LU factorization. For different capillary, numbers considered here result in a different
thickness of the liquid film besides the bubble. To resolve this film appropriately, we use in 2D

 D 0.0075, 0.00375, 0.0015 for CaD 2 � 10�1, 2 � 10�2, 2 � 10�3, respectively, and 
 D 0.005 in the
3D simulations. Smaller 
 goes along with a finer grid, which gives a computational effort of 8 to
48 h for the different simulations.

EconDrop
EconDrop is an adaptive finite element and finite volume framework that focuses on two-phase flow.
Typical applications so far are electrowetting simulations [52, 53] and dewetting processes [54].

It is implemented in C++, using the Intel Math Kernel Library, which provides the linear solver
PARDISO. The latter is optimized for single-node multicore computations [55]. Because EconDrop
has no parallelization so far, mesh refinement and therefore interface thickness is bounded from
below because of memory limitations. For the capillary number Ca D 0.02, the interface thickness
parameter 
 is twice as large compared with AMDiS.

Touching of the wall and the bubble is prevented by altering the boundary conditions for �
according to [52], such that the contact angle between the bubble and wall is zero.

More details about a stable and practicable implementation of the model can be found in [24].
A simple iteration scheme is used to recover the implicit coupling between the momentum

Equation (4a) and Cahn–Hilliard Equations (3c) and (3d): we successively solve the 4th order
equation, the momentum equations, and the convection part of the CH equation, always using the
last updates for �, �, or u. Starting over in the same time step, we repeat iterating until convergence.
In our case, this happens after three to four iterations.

For the discretization in time, we use an implicit Euler scheme, time steps may vary using a
CFL strategy or a heuristic argument in case of an almost stationary solution. In space, we use
Taylor–Hood elements (P 2 elements only for the velocity u). For the linearized 4th order problem
arising from the Cahn–Hilliard equation, we use BiCGstab. For the convective part of (3c), we use
a finite volume scheme of second order with Engquist–Osher flux and min-mod limiter [56]. The
saddle point problem is solved by Picard iteration.

The simulations were run on a workstation (Intel Xeon CPU, 2.8 GHz, multithreaded execution).
Wall time ranges from 24 hours to 7 days, depending on the interface thickness and the result-
ing mesh size. We resolve the interface by approximately 8–10 DOFs in normal direction. Note
that EconDrop is a 2D code (a 3D version of EconDrop is currently under development) and did
therefore not take part in the comparison of the 3D axisymmetric test cases.
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Figure 4. Comparison of computed external pressure difference at different capillary numbers (Problem 1).

5. NUMERICAL RESULTS

5.1. Numerical benchmark in 2D, Problem 1

Comparison of external pressure gradients
The comparison of external pressure gradients needed to achieve a prescribed bubble velocity is
somewhat similar to the comparison of bubble rise velocities in other benchmarks [13]. However,
as different rise velocities lead to different local Reynolds and capillary numbers, we prescribe the
velocity and compare the pressure gradient to achieve this velocity instead. This approach enables
us to compare bubble shapes at exactly the same capillary (and Reynolds) number, which would not
be possible otherwise.

Figure 4 shows the external pressure difference at different capillary numbers. The diffuse-
interface simulations are conducted with two density and viscosity ratios: r D 1=10 and r D 1=100.
Both sharp-interface codes (NAVIER, MooNMD) show excellent agreement. The agreement with the
diffuse-interface codes EconDrop and AMDiS is good at the higher density ratio (r D 1=100). Only
for CaD 0.002 does the result from AMDiS diverge from the sharp-interface results for decreasing
density ratio. This indicates that the interface thickness 
 is still not fine enough to yield the results
of the sharp-interface models. Because the sharp-interface codes do not model the interior of the
boundary, their approach corresponds to a very high density ratio (the viscosity ratio has only small
effects in this kind of experiment [3]).

Comparison of velocity profiles
For the comparison of velocity profiles, the computed flow field was evaluated at the y-position
of the rear of the bubble. Both velocity components are plotted in Figure 5. The overall agree-
ment of the results is quite good. The deviation of the EconDrop results from the other codes is
a little higher, most probably because of the larger interface thickness and coarser mesh used in
these simulations.

Comparison of film widths
For the comparison of film widths, the distance of the bubble boundary to the wall was computed
and averaged in vertical direction over a distance of 1 hydraulic diameter from the bubble center.
In the sharp-interface codes, the bubble boundary is explicitly given, whereas in diffuse-interface
models, it is implicitly defined as the level set � D 0.

The resulting film widths are plotted in Figure 6. For the diffuse-interface codes, only the values
from the runs with a high density ratio r D 1=100 were used. The approximation formulas from
Bretherton (1a) and Halpern/Gaver (1b) were also included in the plot, for comparison. Solid
lines were used in the range of capillary numbers specified as valid for the approximation by the
original authors.
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Figure 5. Comparison of the x-component (left) and y-component (right) of the velocity at a cut directly
below the bubble (Problem 1).

Figure 6. Comparison of film width of a Taylor bubble with two approximation formulas from literature for
different capillary numbers (Problem 1).

The simulation results are in good accordance with the given formulas. For lower capillary num-
bers, the smaller lower film width is harder to resolve with the diffuse-interface models, because
it requires a computationally expensive small interface thickness ". Therefore, EconDrop gives no
comparable result for Ca D 2 � 10�3 and smaller. Because of its highly effective parallelization,
AMDiS can yield a result for Ca D 2 � 10�3, but it clearly deviates from the results of the sharp-
interface models, because the interface thickness is still not small enough to accurately resolve the
thin liquid film surrounding the bubble.

Comparison of bubble shape
In Figure 7, an overview of the computed bubble shape is given for all four solvers. As an exam-
ple, we chose a medium capillary number Ca D 2 � 10�2, as this is closest to physical values (see
Section 2). In all four simulations, the typical bullet shape of a Taylor bubble can be seen.

In Figure 8, close-up views of the cap and the rear of the bubbles can be seen. At the cap, all
simulations are in perfect agreement, whereas at the rear, EconDrop shows a less pronounced bullet
shape compared with the other codes. This might be induced by the differing boundary condition,
which does not explicitly prescribe a pure phase at the boundary but allows for free movement of
the diffuse interface.

5.2. Rotational symmetric benchmark in 3D, Problem 2

Comparison of external pressure gradients
Just as for Problem 1, the external pressure gradients were compared for varying capillary numbers
(Figure 9).
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Figure 7. Comparison of bubble shape: overview over the complete bubble (Problem 1).

Figure 8. Comparison of bubble shape: close up at cap and rear of the bubble (Problem 1).

Figure 9. Comparison of computed external pressure difference at different capillary numbers (Problem 2).

The results are qualitatively very similar to the pure 2D results. As before, the agreement of the
sharp-interface codes is excellent, and the diffuse-interface code AMDiS is also very close to the
sharp-interface results.

Comparison of velocity profiles
The velocity profiles were compared exactly as in Problem 1. The results are plotted in Figure 10.
The overall agreement is as good as in the 2D case.
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Comparison of film widths
The approximation formula (1a) was originally developed for film widths in an axisymmetric setup
[11]. Usually, it is also used for 2D simulations (e.g., in [3]). For higher capillary numbers, the
approximation formula (1b) was developed for a 2D scenario. Because this formula gives a reason-
able approximation also in the rotational symmetric 3D case, we used it as an initial guess for the
film width in our simulations. Figure 11 shows that both approximation formulas work equally well
in an axisymmetric 3D setup.

The film widths were computed in the same way as in Section 5.1.

Comparison of bubble shape
The shapes of the bubbles are shown in Figures 12 and 13. Again, we present the result for
Ca D 2 � 10�2. As in the 2D case, the semi-analytical predictions from Bretherton and
Halpern/Gaver, respectively, are in good accordance with the simulation data.

5.3. Comparison to experimental data in 3D, problem 3

Comparison of bubble shape
For comparison with experimental results, only the bubble shape measured in radiographic projec-
tion was available. Figure 14 shows an overview of the whole bubble domain (2D section of 3D
axisymmetric bubble), and Figure 15 shows close-up views at the cap and the rear of the bubble.
Whereas the numerical results are in good accordance, the bullet shape seems to be less pronounced
in the experimental results, that is, the numerical results exhibit too low surface tension effects. It
remains unclear whether this is due to some error in the measurement (e.g., by a violation of the

Figure 10. Comparison of the x-component (left) and y-component (right) of the velocity at a cut directly
below the bubble (Problem 2).

Figure 11. Comparison of film width of a Taylor bubble with two approximation formulas from literature
for different capillary numbers (Problem 2).
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Figure 12. Comparison of bubble shape: overview of the complete bubble (Problem 2).

Figure 13. Comparison of bubble shape: close up at cap and rear of the bubble (Problem 2).

Figure 14. Comparison of bubble shape: overview over the complete bubble (Problem 3).
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Figure 15. Comparison of bubble shape: close up at cap and rear of the bubble (Problem 3).

assumption of rotational symmetry, wrong physical parameters, etc.), or to some unknown physical
effects. The whole bubble shape is however well-reproduced in the numerical simulations.

6. CONCLUSION

We compared different implementations of both sharp and diffuse-interface models for Taylor flow.
The present results affirm the applicability and the usability of both kinds of models for a physi-
cally relevant parameter regime. Although the models are conceptually very different, the results
are in good accordance, also when compared with experimental data. A mesh aligned to the prob-
lem domain, that is the bubble, is advantageous for very small capillary numbers. In this case, a
very fine film width needs to be resolved, which can be performed easier with an explicit repre-
sentation of the grid. Even when highly parallelized, diffuse-interface models cannot give valuable
results for Ca < 2 �10�3. On the other hand, large deformations of the computational domain can be
handled better with an implicit representation of the interface. Therefore, diffuse-interface models
may be favorable for higher capillary numbers and even allow more complex scenarios such as drop
coalescence or separation.

Furthermore, the approximation formulas for the film width of Bretherton [11] and Halpern and
Gaver [12] could be confirmed by all models even in a 3D axisymmetric test scenario.

The present results can form a basis for further numerical studies of more complex examples
of Taylor flow, for example, flow containing soluble surfactants, flow with mass transfer, or the
dissolution of a gaseous bubble.
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