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Nanoscale membranes have emerged as a new class of vertical nanostructures that enable the integration of
horizontal networks of III-V nanowires on a chip. To generalize this method to the whole family of III-Vs,
progress in the understanding of the membrane formation by selective area epitaxy in oxide slits is needed, in
particular for different slit orientations. Here, it is demonstrated that the shape is primarily driven by the growth
kinetics rather than determined by surface energy minimization as commonly occurs for faceted nanostructures.
To this end, a phase-field model simulating the shape evolution during growth is devised, in agreement with the
experimental findings for any slit orientations, even when the vertical membranes turn into multifaceted fins. This
makes it possible to reverseengineer the facet-dependent incorporation times, which were so far unknown, even
for common low-index facets. The compelling reproduction of the experimental morphologies demonstrates
the reliability of the growth model and offers a general method to determine microscopic kinetic parameters
governing out-of-equilibrium three-dimensional growth.
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I. INTRODUCTION

Selective area epitaxy (SAE) is a widely used technique
to drive the growth of nanostructures that are not achievable
by direct deposition onto a bare substrate. Confinement of
the growth within openings defined in the mask by top-down
patterning imposes particular constraints on the growth and
development of the resulting structures, possibly leading to
interesting morphologies. GaAs nanowires have been suc-
cessfully obtained on (111)B GaAs and Si substrates by
metal-organic chemical vapor deposition (MOCVD) [1–3],
by opening apertures in the oxide layer with widths on the
order of 100 nm. By extending the slits in the 〈11-2〉 direction
up to several microns, vertical nanomembranes (NMs) are
obtained, as reported in the literature for both MOCVD [4,5]
and molecular beam epitaxy (MBE) [6]. These NMs have
been shown to exhibit exceptional optical properties, as a
consequence of their perfect crystal structure and absence of
twinning defects [7], a feature that prevents also the occur-
rence of twinning-driven tilting, as in the case of nanowires
[8]. In addition, it was recently demonstrated that these NMs
can act as templates for the growth of horizontally aligned
InAs nanowires [9]. The approach is wafer scalable, opening
the path toward integration of III-V nanowire networks on a
chip, and providing a platform for the realization of advanced
concepts in next generation computing schemes [10].
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A scanning electron microscope (SEM) image of a typical
array of GaAs NMs is reported in Fig. 1. The majority of
the NM is defined by {110} facets with a (111)B faceted
top. Small {113} facets are recognizable at the sides of the
top facet. Based on first-principles surface energy calculations
[11], the absence of {111}A facets looks reasonable for the
As-rich growth conditions exploited here (V/III ratio ∼ 10),
while the absence of {100} facets contrasts with the expecta-
tion from the equilibrium Wulff shape of GaAs, as their sur-
face energy should be still favorable. Moreover, the prominent
tendency toward vertical growth, yet preserving the narrow
cross-section initially enforced by the oxide slit, disagrees
with the thermodynamic criterion of surface energy minimiza-
tion. As we show here, indeed, the growth of the NMs is
primarily driven by kinetics. In contrast to equilibrium con-
ditions, the kinetic growth regime is not yet fully understood,
as almost nothing is known about the different incorporation
dynamics on the crystal facets, even for common low-index
facets. Still, these differences greatly affect the evolution of
the growing crystals, resulting in facet growth velocities that
may vary even by a couple of orders of magnitude.

Modeling facet-dependent growth kinetics by exploiting
atomistic approaches is extremely challenging, not only due
to the lack of microscopic-scale parameters, but also because
of severe limitations in both spatial and temporal scales.
We have, therefore, devised a reverse-engineering strategy to
extract quantitative information about key parameters, such as
the incorporation times for the different crystal facets. First,
we considered new experiments by performing the growth on
circular arrays, as obtained by rotating the rectangular growth
slit around a given center on the (111)B substrate, similar to
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FIG. 1. Growth of [11-2]-oriented vertical NMs. (a) SEM view
of a typical array of NMs grown by molecular beam epitaxy on
(111)B GaAs substrate. (b) Schematics of the selective area epitaxy
procedure. (c) Schematic drawing of a NM shape including the main
facets observed experimentally.

the work of Ref. [12]. Second, we applied a state-of-the-art
continuum growth model, incorporating the main kinetic con-
tributions, so that the experimentally observed morphological
changes of the NMs as a function of slit orientation could be
compared with simulation results.

II. EXPERIMENTS

The GaAs nanoscale membranes are grown by MBE. The
substrate is prepared with a standard procedure for SAE as in
Ref. [6]. First, a layer of 30 nm SiO2 is deposited onto a 2-inch
(111)B GaAs substrate by plasma-enhanced chemical vapor
deposition (PECVD). The resist ZEP 5250 is then spin-coated
on the SiO2 layer, which in turn is exposed to the electron
beam lithography process to define the desired pattern. The
apertures in the oxide are obtained by dry etching with a mix-
ture of CH3F/SF6. The final removal of the resist is carried
out by 10 min of oxygen-plasma, followed by acetone and
IPA cleaning. Before being grown, each sample is annealed
and degassed at 350◦C in ultrahigh vacuum conditions. The
growth conditions of the nanoscale membranes have been
optimized, resulting in the following parameters: temperature
between 625 and 635◦C and V/III equivalent beam flux ratio
of 10, with a gallium growth rate fixed to the nominal value

of 1 Å/s, which corresponds to a partial beam equivalent
pressure of 2.5 × 10−7 Torr.

III. PHASE-FIELD MODEL

The continuum model developed by J.W. Cahn and J.E.
Taylor in Ref. [13] is exploited to study the growth of
the GaAs NMs. This is numerically implemented within a
phase-field approach (PF) [14,15], which is very effective in
simulating complex, three-dimensional structures. The crystal
morphology is traced implicitly by means of an order param-
eter, i.e., the PF function ϕ, with value 1 into the crystal and
0 in the surrounding vacuum region, as shown in Fig. 2(a).
The surface profile is then identified as the ϕ = 0.5 isoline
in the diffuse-interface region (of width ε), where ϕ goes
smoothly from 1 to 0. The whole substrate region out of
the growth slit, corresponding to the bottom boundary of the
simulation cell, is assumed to be covered by oxide as for SAE,
thus resulting in a nonwetting contact condition for the GaAs
crystal, according to Young’s law [see Fig. 2(b)].

Even if the GaAs growth necessitates both Ga and As to
proceed, here we explicitly consider just the dynamics of Ga
adatoms on the growing surface. Although As is expected to
play a role in the growth dynamics [16], supply of it from
the gaseous phase is not a limiting factor in case of high
V/III ratio (as for the present experiments) and its reaction
kinetics with Ga is implicitly considered as contributing to
the incorporation rate of Ga into GaAs. The profile evolution
is traced by the variation in time of the ϕ field itself, as
due to both material deposition and redistribution by surface
diffusion:

∂ϕ

∂t
= F (n̂)|∇ϕ| + ∇ · [M (ϕ)∇ϕ], (1)

with n̂ = −∇ϕ/|∇ϕ| the local surface normal. The first ad-
dendum accounts for deposition with a rate F (n̂), mim-
icking the Ga flux in an MBE reactor (see Ref. [17] and

FIG. 2. PF model used to simulate the growth of NMs. (a)
Simulation cell tracing the NM geometry by the ϕ function, valued 1
in the crystal and 0 in the vacuum. (b) Schematic of the nonwetting
contact angle boundary condition for GaAs on the oxide region. (c)
Enlarged view of the simulation cell cross-section at a NM vertex
showing the adaptively refined mesh, finer at the diffuse interface in
between the crystal and the vacuum phases.
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Supplemental Material [18]). Flux shielding effects on the
NM sidewalls by neighboring structures [19] are not consid-
ered. We also neglect Ga supply from the oxide region. The
good correspondence between the simulated and experimental
crystal morphologies (see Results and Discussion) justifies
these simplifications a posteriori.

The second addendum in Eq. (1) accounts for the diffusion
of Ga adatoms, with a mobility coefficient [14,20] M (ϕ) ∼
ϕ2(1 − ϕ)2 to restrict the motion only at the GaAs crystal
surface. For the sake of simplicity, the same mobility is
assumed for all facets. The driving force for material transfer
is provided by the local gradient of the adatom chemical
potential μ, including both an energetic contribution at equi-
librium, μeq, and a kinetic term:

μ = μeq + ετ (n̂)
∂ϕ

∂t
, (2)

μeq is the functional derivative of the surface energy [21],
which is proportional to the profile curvature since the surface
anisotropy is here neglected, as it plays a minor role in our
kinetic regime, as discussed in the Supplemental Material
[18]. The kinetic term in Eq. (2) accounts for the incor-
poration dynamics [13,22] with a kinetic coefficient τ (n̂)
that is dependent on the local faceting [15,23]. The physical
meaning of this term can be clarified by reordering Eq. (2) as
∂ϕ/∂t ∼ (μ − μeq)/τ (n̂). This shows that the progression of
the growth front results directly from the difference between
the local chemical potential of the adatoms μ and the one of
the crystalline surface at equilibrium with the gaseous phase
μeq. In this respect, τ plays the role of adatom lifetime prior to
the incorporation, and in general it depends on the availability
and reactivity of both Ga and As at a given location. Under
kinetic conditions, for convex morphologies, extended facets
come from slower growing surfaces [24,25], i.e., those with
slower incorporation dynamics and longer adatom lifetime
τ . A continuum function τ (n̂) is then devised similarly to
Ref. [26], with maxima at all orientations of the crystal facets
recognized experimentally, i.e., {111}B, {110}, and {113}.

The time evolution, by coupling Eqs. (1) and (2), is
numerically solved by finite element method (FEM), using
the AMDiS [27,28] toolbox. Adaptive mesh refinement [see
Fig. 2(c)] and a semi-implicit time-integration scheme are
exploited to ensure high numerical accuracy and limit the
computational load. Realistic length and timescales are con-
sidered in the simulations, so that the kinetic parameters are
estimated by a best-morphology-fit procedure (see Supple-
mental Material [18] for further details).

IV. RESULTS AND DISCUSSION

The growth of GaAs fins is investigated by a close com-
parison between experimental data and numerical simulations
based on the PF model illustrated in Sec. III. The analysis
is structured in two stages. In the first one, we focus on the
simplest case of vertical NMs in the 〈11-2〉 direction, to assess
the kinetic origin of the growth process. A close comparison
between the samples at different growth stages and the results
of the simulations for the morphological evolution enables
us to set up the model and estimate the kinetic parameters
for the two main facets {110} and {111}B. Then, in the

second stage, the variety of fin morphologies resulting from
continuously changing the slit orientation along a circular
pattern is explored. The adaptation of the crystal morphology
to the slit alignment is investigated by both experimental SEM
views and simulations. This will ultimately provide validation
of the kinetic parameters, including also the one for the {113}
facets, demonstrating the reliability of the kinetic growth
model.

A. Kinetic growth of 〈11-2〉-oriented
vertical nanomembranes

The kinetic origin of the NM growth process can be
established by comparing samples after different deposition
times. To this purpose, we find it convenient to analyze
quantitatively the reference case of 〈11-2〉-aligned vertical
NMs. In particular, Fig. 3(a) reports SEM perspective views
of NMs grown by 30-, 45-, and 60-min long deposition. To
appreciate the height variation, lateral profiles for these three
stages are traced, as superimposed in Fig. 3(b). Evidently,
the NM morphology evolves by extending the {110} facets,
reducing in turn the upper (111)B top. The narrow stripes of
{113} planes, as experimentally visible at the sides of the
growth front, are not believed to play any active role in the
evolution. To assess the most essential dynamics resulting in
the growth of vertical NMs, we then first focus on the main
{110} and (111)B facets only, considering that {113} just
provide the connection for material transfer between them.

As shown in Fig. 3(b), almost the whole amount of incom-
ing material contributes to the vertical growth, while the fin
length and width change by just a few tens of nanometers.
More quantitatively, systematic measurements from both top
and perspective SEM views of the NM height vs width varia-
tion in time returns a ratio in the growth velocities v111B/v110

of at least 50. Such a large difference is a key issue to
provide the prominently vertical growth of the NM. This can
be clarified further by exploiting a simple faceted growth
model. According to Fig. 3(c), indeed, the shape evolution
of a given NM profile can be just drawn geometrically by
translating each facet plane according to its own velocity, as
in the common Borgstrom construction method [24]. A full
evolution sequence, starting from the experimental profile at
30 min growth, is reported in Fig. 3(d). A shape transition
from trapezoidal to triangular is observed, as a consequence of
the progressive extension of the slowest growing {110} facets
that consumes the fast (111)B growth front, until it disappears
from the NM profile. Noticeably, the simulated shapes at 45
and 60 min nicely match the experimental ones.

The efficacy of this geometrical construction in captur-
ing the experimental behavior makes clear the key role of
the growth rates for different facets in controlling the NM
morphology. However, it does not offer any insight on the
growth mechanism. Although faster growth of the {111}B
facet is often observed in GaAs epitaxy [2,29] (noticeably, it
is commonly observed to result in nanowire growth), the large
difference observed here with respect to the other {110} facets
deserves a careful explanation. Thermodynamic arguments
can hardly provide an exhaustive motivation, as the typical
variability of GaAs surface energies is on the order of a few
tens of percent, according to literature studies [11,30]. If the
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FIG. 3. Assessing the facet growth rates in 〈11-2〉-oriented vertical NMs. (a) SEM perspective views of a single NM grown after 30, 45,
and 60 min of GaAs deposition. (b) Lateral profiles drawn for the three stages of panel (a). (c) Schematic of the facet growth by assigning
different velocities v for the {110} and (111)B facets forming the NM. The velocity of the (111)B, v111B , is deduced to be much larger than the
one of {110} facets, v110, according to the experimental findings. (d) Growth sequence geometrically reconstructed according to the procedure
in panel (c), starting from a profile matching the one at 30 min in panel (a).

deposited material had to move according only to the tendency
toward surface energy minimization [26], after filling the slit,
it would possibly redistribute in a more isotropic shape by
lateral overgrowth, similarly to the equilibrium Wulff shape
(see Supplemental Material [18]). The directionality of the
MBE deposition flux is expected to favor vertical growth but,
to fully account for the magnitude of the growth anisotropy
observed in the experiments, significant differences in the
material incorporation dynamics on the different facets must
be expected, meaning that the NM growth is kinetically
controlled.

The PF approach, defined in Sec. III, is well suited to
simulate the morphological evolution of any fin during the
growth, as resulting from the competition of deposition, diffu-
sion, and incorporation dynamics at the surface. Importantly,
the faceting occurs spontaneously, as a consequence of the
anisotropic properties of the material, without any a priori
assignment of the growth velocities and of the initial shape, as
needed for the simple geometric approach. In a kinetic growth
regime, the key parameter to be set in the model is the adatom
lifetime before incorporation τ , depending on the different
crystal facet. As {110} and {111}B facets are the main ones
appearing in the NM shape, in a first approximation these
are assumed to be the only relative maxima of τ . According
to the previous analysis, {110} facets grow at the slowest
rate, so that the corresponding incorporation time τ110 must
be larger than the one for {111}B facets τ111B . This looks
reasonable by considering that the not-polar {110} surface
should be very flat at the atomic scale, thus making it hard
to find stable incorporation sites. On the contrary, the {111}B
polar surface probably exhibits not-stoichiometric reconstruc-
tions with more pronounced irregularities, favored by the out-
of-equilibrium growth conditions, thus offering several sites
for adatom incorporation. Additionally, literature studies [2]
suggest slow As incorporation on {110} surfaces, resulting

in a lower growth rate compared to {111}B, at least for
conditions leading to nanowire growth in MOCVD. A value of
τ110 = 10τ111B is estimated by means of a best-fit procedure
between the simulated and the experimental morphologies,
with τ111B = 1, for the adopted scaling of time. For the sake of
simplicity, no anisotropy in surface energy is considered, i.e.,
all orientations are assumed to be energetically equivalent. As
demonstrated in the Supplemental Material [18], this does not
impact the simulation results, as the small differences in GaAs
surface energies are ruled out by the larger differences in the
kinetic parameters.

PF simulations are first applied to the reference case of the
NM grown in 〈11-2〉-oriented slits, as in Figs. 1 and 3. A full
evolution sequence for the NM growth predicted by the PF
kinetic model is shown in Fig. 4(a). The initial profile is set as
a thin parallelepiped with the base matching the oxide slit size
1.5 × 0.1 μm2 and a small height of 0.01 μm, mimicking the
pristine, almost conformal filling of the slit (considered as the
starting point in the simulations). We see that a spontaneous
faceting, defined by all available {110} facets and by the
(111)B facet on the top, is promptly induced since the very
first growth stages. Due to the elongated slit geometry, a
trapezoidal shape is obtained. At first, the upper (111)B has
the largest extension but, as deposition proceeds, the slanted
{110} planes tend to prevail causing a progressive shrinkage
of the top. Finally, a triangular shape bounded by only the
slowest {110} facets is obtained. This matches well with the
experimental observations and the geometrical analysis of
Fig. 3.

To better understand the mechanism responsible for this
strongly anisotropic growth, in Fig. 4(b) the chemical poten-
tial at the NM surface, including the kinetic term, is reported
by a color map. During the growth process, μ is minimum at
the (111)B top facet, i.e., where the incorporation dynamics
is faster, so that material eventually diffuses away from the
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FIG. 4. PF simulation results for vertical NMs. (a) Growth se-
quence of a NM in a 1.5 μm slit oriented along [11-2]. The deposited
material tends to diffuse from the lateral {110} facets to the top
(111)B, according to the gradient of the chemical potential μ, which
is represented in the color map in panel (b). The white arrows sketch
the flow of material on the surface. (c) Comparison of the NMs height
between simulation (red line) and experimental data points, retrieved
by SEM images, in the case of a 5 μm slit. The error bar represents
the uncertainty in the measurements.

{110} facets toward the top, as indicated by the arrows. A
similar behavior was already reported for NW growth in SAE
by MOCVD [31,32]. The difference in growth rate for the two
facets inherently depends on the material transfer from one
facet to the other and is mediated by the surface diffusion.
As desorption is assumed to be negligible at the present MBE
growth temperature of 625 − 635◦C [33], the whole amount
of deposited material is subject to such a redistribution pro-
cess, causing the facet growth rates to not be constant during
the shape evolution. In particular, as the NM grows, the area
of the {110} facets increases with respect to the area of the
(111)B facet, so that a larger amount of material is deposited
on the {110} regions and is then transferred to the shrinking
NM top, causing an exponential increase in the vertical growth
rate. This trend is reported in Fig. 4(c), where the NM height
resulting from a growth simulation is plotted as a function of
the deposition time. Here, an initial profile reproducing the
experimental one after 30 min growth, displayed in Fig. 3, was
set to directly compare the predictions of the model with the
experimental growth sequence, as indicated by the dots. This
one-to-one comparison also allows us to attribute a realistic
time unit to the otherwise arbitrary timescale of simulations.

We find it very instructive to inspect by simulations the
growth of NM developing from slits of different length (from
0.5 μm to 5 μm), still with the same width of 100 nm. A
complete analysis is reported in Fig. 5, showing the variation
of the NM height as a function of both the deposition time
[panel (a)] and the slit length L [panel (b)], along with top
views of the NM profiles after the same simulation time of
22 min. In all cases, the (111)B top facet shrinks as the
{110} facets tend to enclose the shape toward a {110}-only

FIG. 5. Comparison of the nanomembranes height for different
lengths of the oxide slit. (a) Evolution in time of the NM height.
The sudden variation in the slope observed for the cases of 0.5 and
1 μm corresponds to the disappearance of the top (111)B facet. (b)
Comparison between the fin height predicted by simulations and
the corresponding range of heights measured experimentally after
30 min deposition (grey band). (c) Top view of the simulated profiles
(at 22 min) for the different labeled lengths.

triangular shape: obviously, the shorter the slit is, the sooner
the facet at the top disappears. The onset of this transition is
clearly recognizable in the abrupt change in the slope of the
curves for 0.5 and 1 μm long slits in panel (a). Indeed, as
soon as the fast-growing (111)B top disappears, the deposited
material accumulates on all the exposed {110} facets and in-
corporates there at a slower rate. As the effect of the different
incidence angles of the MBE beam on each {110} facet is
minor, a more self-similar growth occurs, characterized by
lateral expansion comparable to the vertical one, as clearly
seen in the shortest simulation profiles of Fig. 5(c). In the limit
of a square mask opening, a perfectly threefold symmetric
pyramidal dot is formed, bounded by the three {110} facets,
forming the back and front of the elongated NMs.

Furthermore, by comparing the different curves of
Fig. 5(a), it is notable how the vertical growth follows a
slightly different exponential curve, depending on the slit
length, slower for the most elongated case. Correspondingly,
at fixed deposition time, the NMs grown from shorter slits
are found to be taller than the most elongated ones as
shown in Fig. 5(b). Therein, simulation results (red curve)
are compared to experimental data (grey band), collected from
multiple samples after 30-min deposition, showing a tendency
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FIG. 6. Fin growth on a circular pattern obtained by rotating the slit for every < 1◦ after 60-min GaAs deposition. (a) SEM view of the
whole patterned area showing selective growth into all slits. (b) Enlarged view of a 30◦ wide sector of panel (a) showing the continuous
change in the NM morphology from vertical to slanted shapes. Top views of these two limiting cases are shown in panels (c) and (d),
respectively. The actual inclination of the slanted NMs is made evident in panel (e), showing an SEM image taken from the fin front. (f)
Growth sequence reproduced by the geometric construction of Fig. 3(c). The same growth velocities v111B and v110 of Fig. 3(d) are considered,
and the morphology is seen to match that of the experiment after 60-min deposition. (g) SEM top view of a 30◦ sector in between successive
〈11-2〉 directions showing the exchange from inner to outer of the {110} back facet of the fin, colored in yellow. (h) Scheme of the threefold
repetition of vertical and slanted morphologies along the whole circle.

consistent with the theoretical prediction. Following the con-
cept of the kinetic model, this is straightforwardly explained
by noting that, for shorter structures, the material deposited on
the {110} facets spreads over a (111)B facet of smaller area.

B. Three-dimensional fin growth on a circular pattern

The study of fin growth while changing the slit orien-
tation (with respect to the 〈11-2〉 direction considered in
the previous section) offers a deeper insight into the kinetic
mechanism controlling the crystal formation and faceting.
Moreover, it makes it possible to fine tune the kinetic model,
by testing the validity of the estimated incorporation times.
A circular pattern for testing the angular dependence of
growth was designed for this purpose. It consisted of slits
etched in a ring pattern with an angular resolution < 1◦. By
depositing GaAs under the same conditions considered for
〈11-2〉-oriented patterns, 3D faceted fins are observed for

intermediate orientations, as illustrated in Fig. 6(a). A closer
inspection [Fig. 6(b)] reveals an almost continuous change in
morphology, from vertical to slanted NMs. Enlarged views of
these two limiting morphologies are shown in Figs. 6(c) and
6(d), respectively.

The vertical NMs develop from 〈11-2〉-oriented slits as
widely discussed in the previous section with the same {110}-
faceted trapezoidal shape. The slanted ones form along 〈110〉
directions and are shaped as isosceles trapezoids with a highly
defected top. As made evident in Fig. 6(e), their sidewalls
form an angle of ∼ 35◦ with the substrate plane, which
indicates them to be composed of slow-growing {110} facets.
Indeed, 〈11-2〉 and 〈110〉 directions are the only ones on
the (111)B substrate plane to admit a pair of {110} facets
running along the slit length, forming the fin sidewalls. Fur-
thermore, a careful analysis of the slanted morphology allows
us to conclude that all exposed facets belong to the {110}
family, except for the irregular, indented growth front at the
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top, possibly composed of {11n} facets. This is consistent
with the kinetic growth mechanism depicted in the previous
section, i.e., the growing shape is dominated by the slowest
{110} facets available while the fast-advancing growth front is
provided by {111} and {11n} facets. The simple geometrical
analysis illustrated in Fig. 3(c) can also be applied to predict
the evolution of these 〈110〉-oriented structures, as done in
Fig. 6(f). The initial morphology is set in such a way to match
the experimental shape of Fig. 6(d) at 60-min deposition and
its evolution is determined by using the very same velocity
parameters extrapolated for the vertical NM of Fig. 3(d). For
the sake of simplicity, the growth front is just set by two
straight {111}B facets. It is predicted to gradually shrink and
finally disappear resulting in a slanted triangular shape.

Due to the lattice symmetry, on the (111)B substrate plane
there are six 〈11-2〉 available directions alternated with six
〈110〉 directions, at 30◦ one from the other. Even if the same
fin morphologies reflect this repetition, the actual rotational
symmetry is only threefold. Indeed, the fin back and front
facets exchange from the inner to the outer side of the circle
when moving by 30◦ from one 〈11-2〉 direction to the next one
(e.g., [2-1-1] and [-12-1]), as made evident in Fig. 6(g), where
the {110} facet forming the back of the fin shape is high-
lighted in yellow. This occurs gradually trough all intermedi-
ate fin shapes and the actual reversal happens when reaching
the 〈110〉 direction in between, where front and back facets
are equivalent. Analogously, the side to which the slanted
NMs are tilted alternates from right to left in adjacent 〈110〉
directions (e.g., [-110] and [01-1]). The schematic drawing in
Fig. 6(h) shows the full symmetry along the circular pattern
for the two principal shapes.

PF simulations can be straightforwardly applied to sim-
ulate the fin growth on arbitrarily oriented slits, by simply
rotating the initial profile in the reference frame. The outcome
of growth simulations performed for slit orientations varying
from [11-2] to [01-1] directions is illustrated in Fig. 7. To
obtain an accurate representation of the morphology, {113}
facets were also included in the simulations as another set
of relative maxima in the incorporation time function. Their
presence was recognized experimentally at the top of the
vertical NMs and it is likely to occur in the other slit ori-
entations, where {11n} segments are found. Indeed, {113}
planes are singular and their surface energy is particularly
low, comparable to the low-index facets [30], making them
good candidates to appear in the crystal shape (actually, {114}
facets could also appear due to their low energy [34] while,
on the contrary, {112} facets are unstable [30]). By searching
for the best fit of the experimental morphologies, the adatom
lifetime on {113} facets was estimated to be twice the value
of the one on {111}B (τ113 = 2τ111B ), thus returning an
intermediate growth rate between the fastest {111}B front and
the slow {110} facets. This could be justified by considering
that {113} facets are not as flat as {110} surfaces, therefore
providing intermediate incorporation sites (for example: step
edges).

A progressive transition in the shape, from vertical to
slanted, is evident when rotating the slit by 30◦, closely resem-
bling the experimental view in Fig. 6(b). Each morphology
results by a different composition of the same set of the avail-
able {110}, {111}B, and {113} facets with traits resembling

[112]

0°
15°

30°

front

back

[011]

FIG. 7. Fin profiles predicted by growth simulations for different
orientations of a 1.5 μm slit. The rotation angles for the slit range
from 0◦ to 30◦, with 5◦ step. Vertical and slanted NMs are found
at 0◦ and 30◦, respectively, while multifaceted fins are obtained for
intermediate orientations. As evident in the front and back views,
the fin height is maximum for the 0◦-oriented NMs and decreases
to a minimum at 15◦ and slightly increases again while moving
toward 30◦. {110}, {111}B, and {113} facets are considered in the
simulation.

more the vertical or slanted shape according to the closest
orientation. For small misorientation angles from 〈11-2〉 or
〈01-1〉 direction, the growing fin tends to slightly rotate to
realign along the favorable axis. A substantial asymmetry is
evident for larger misalignments, at around 15◦.

The morphologies of the simulated fins are detailed in
Fig. 8. Figure 8(a) shows the vertical NM, grown from the
[11-2]-oriented slit. The profile is similar to the one shown
in Fig. 4, except for the presence of {113} facets running
side-by-side to the upper (111)B facet, in better agreement
with the experiments. A slanted NM formed along the [01-1]
direction is instead shown in Fig. 8(b). As in the experiments
[Fig. 6(d)], the simulated growth process makes it more con-
venient to develop an inclined shape bounded by {110} facets
rather than spread laterally on the oxide. The growth front at
the crystal top consists of just two {113} facets, in place of the
{111}B facets considered in the geometrical reconstruction in
Fig. 6(f). This is a direct consequence of the choice of a longer
incorporation time τ113 with respect to the one on {111}B,
resulting in a slower growth rate for the {113} facets, that
makes them prevail, after a short coexistence with {111}B at
the very early stages. Consequently, the slanted NMs grow
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FIG. 8. Details of the simulated fin morphologies reported in Fig. 7 for three slit orientations: (a) vertical NM at 0◦, (b) slanted NM at 30◦,
(c) multifaceted fin structure at 15◦, with coexistence of facets from both the 0◦-oriented NM shape (facets 4 and 6) and the 30◦ one (facets
1 and 5). Different vertical cross-sections of the 15◦ fin are also reported, aligned with respect to the oxide slit, traced by the dotted lines,
and show a large lateral overgrowth reflecting the tendency to realign with the 0◦ and 30◦ NMs. (d) SEM images corresponding to the 15◦

orientation, resembling the simulation results in panel (c). Steps and irregularities are distinguishable on the fin surfaces.

slightly thicker while reaching a lower height compared to the
vertical one, as observed experimentally.

The faceted fin geometry resulting from simulations for
slits misaligned by 15◦ with respect to a 〈11-2〉 (or 〈110〉)
direction is reported in Fig. 8(c). In this case, the facets tend
to align both along 〈11-2〉 and 〈110〉 directions (see top view).
The resulting shape thus contains {110} facets present in both
the vertical NM of Fig. 8(a), e.g., those labeled as 4 and 6, and
in the slanted one of Fig. 8(b), e.g., those labeled as 1 and 5.
Consequently, as shown by the cross sections in Fig. 8(c), the
lateral growth of the fin is larger, extending above the oxide
well beyond the slit (shown by dotted lines). This morphology
looks consistent with the experimental data, in particular with
the magnifications of the corresponding portion of the circular
pattern reported in Fig. 8(d), even if the facets are less defined.
Both simulation and experiments agree on the existence of an
edge at the top of the fin, possibly formed by the connection of
a {110} slanted facet (labeled as 1) and a {113} facet (labeled
as α).

Irregularities in the experimental profiles are mostly ob-
served at the crystal top and they could relate to growth
imperfections, as seen for the slanted NMs. Interestingly, the
gray-scale contrast of the SEM images reveals striping all
along the elongated facets, which suggests a high density of
steps, probably formed to facilitate a rotation of the crystal

morphology toward the actual {110} and {113} orientations.
These atomic-scale features (not included in our model) can
be directly associated to the existence of a small curvature
within the facets appearing in the simulation profiles. For
example, the inclination of the largest {110} facet in Fig. 8(c)
is observed to vary of about 3◦ along its whole length. This
is a direct consequence of the constraint imposed by the
slit orientation. Indeed, during the first stages, material is
forced to accumulate along that unfavorable direction, but as
soon as overgrowth on the oxide region becomes possible, a
rearrangement in the shape occurs spontaneously.

It is worth noting how, for the misaligned configurations,
{113} facets, negligible in the vertical NMs, compete more di-
rectly in the material redistribution, developing over relatively
large areas. Indeed, steps and step-bunching are expected to
increase the growth velocity of {110} facets, reducing the
imbalance with the (111)B and {113} ones, so that the latter
have both a geometric and kinetic role in closing the surface
profile, when the solid is no longer a nearly two-dimensional
one.

V. CONCLUSIONS

The kinetic growth origin of GaAs homoepitaxial NMs by
SAE-MBE has been assessed, showing that the morphology
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changes from 2D NMs to 3D faceted fins, depending on the
slit orientation. These results, quite useful for novel applica-
tions, allow us to extract more fundamental information on
the kinetic growth velocities of the GaAs facets, responsible
for the morphology of different nanostructures. To identify
the kinetic growth parameters for the different facets, fins
were grown in a circular array of slits, causing different
facets to appear. Their morphologies were then interpreted by
a PF kinetic-growth model. Despite the limitations inherent
in the continuum treatment of the crystal structure, omitting
any atomic-scale detail such as the steps and step-bunching
recognized by SEM on {110} facets in misoriented fins,
this approach proved to be very effective in capturing the
physics behind the growth of such large-scale structures, not
accessible by methods with atomistic resolution. The sim-
ulation results, in particular those including the full set of
{111}B, {110}, and {113} facets, look consistent with the
experimental observation of the fin morphologies for any slit
orientation.

The crystal-incorporation times fitted to the experimen-
tal SEM images reveal an interesting hierarchy in the facet
growth rates: {111}B >{113}�{110}. This could not be
simply inferred on the basis of their relative surface ener-
gies, i.e., high surface energy corresponds to high growth

rate, a popular concept lacking quantitative value. In fact,
it misses the complex mechanisms of adatom redistribution
and incorporation at the surface, which appears to make a
larger difference in growth rates than the surface energies
themselves. Well-oriented NMs are a clear example of this, as
{111}B facets are found to grow much faster, ∼ 50 times, than
{110} facets, despite having comparable surface energies,
{111}B facets being even slightly more stable than {110}
facets.
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