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In this paper, we develop a novel phase-field model for fluid–structure interaction (FSI), 
that is capable to handle very large deformations as well as topology changes like 
contact of the solid to a wall. The model is based on a fully Eulerian description 
of the velocity field in both, the fluid and the elastic domain. Viscous and elastic 
stresses in the Navier–Stokes equations are restricted to the corresponding domains by 
multiplication with their characteristic functions. The solid is described as a hyperelastic 
neo-Hookean material and the elastic stress is obtained by solving an additional Oldroyd-B
– like equation. Thermodynamically consistent forces are derived by energy variation. 
The convergence of the derived equations to the traditional sharp interface formulation 
of fluid–structure interaction is shown by matched asymptotic analysis. The model is 
evaluated in a challenging benchmark scenario of an elastic body traversing a fluid channel. 
A comparison to reference values from Arbitrary Lagrangian Eulerian (ALE) simulations 
shows very good agreement. We highlight some distinct advantages of the new model, like 
the avoidance of re-triangulations and the stable inclusion of surface tension. Further, we 
demonstrate how simple it is to include contact dynamics into the model, by simulating 
a ball bouncing off a wall. We extend this scenario to include adhesion of the ball, 
which to our knowledge, cannot be simulated with any other FSI model. While we have 
restricted simulations to fluid–structure interaction, the model is capable to simulate any 
combination of viscous fluids, visco-elastic fluids and elastic solids.

© 2018 Elsevier Inc. All rights reserved.

1. Introduction

In fluid–structure interaction (FSI) problems, a solid structure interacts with an internal or surrounding fluid. Such prob-
lems arise in many scientific and engineering applications, for example in aeroelasticity, sedimentation, biological fluids 
and biomechanics, see [18] for a recent review. Yet the modeling of FSI problems is mathematically challenging due to the 
fundamental differences of the involved materials: a continually deforming (i.e. flowing) fluid, as opposed to a structurally 
rigid solid whose atoms are tightly bound to each other.

Most modeling approaches deal with this discrepancy by introducing two different coordinate systems and two numer-
ical meshes for the two materials. The most popular approach is the Arbitrary Lagrangian–Eulerian (ALE) method [19] in 
which the computational domain is subdivided into a fluid domain � f and a structure domain �s . The elastic structure 
is described in the Lagrangian coordinate system, with deformations captured in a displacement vector field. On the con-
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trary, the fluid domain is described in an Eulerian coordinate system and the variable of interest is the velocity field. Both 
meshes are aligned at the fluid/solid interface which is typically moved with the calculated velocity. While this methodology 
provides a sound mathematical description and leads to a very accurate domain representation, it also comes with limita-
tions on the evolution of the solid structure, which breaks down for large deformations or large translational and rotational 
movements. Hence, even simple scenarios like an elastic body moving through a viscous fluid may become impossible to 
simulate, since technically advanced (re-)triangulation methods and clever interpolations are needed. This has led to the 
development of alternative modeling approaches in recent years, in particular fully Eulerian formulations [13] and interface 
capturing methods.

In interface capturing methods, the fluid and solid domain and their respective interface are implicitly described by an 
additional field variable. Most popular interface capturing methods are the level-set [27], volume-of-fluid [17], and phase-
field method [9]. Only in the recent decade numerical schemes have been developed to describe fluid–structure interactions 
in level-set methods [12,22,16] and volume-of-fluid methods [28].

Phase-field models provide an alternative interface capturing approach, where an auxiliary field variable φ, the phase-
field, is introduced and used to indicate the phases, e.g., φ = 1 in the solid and φ = −1 in the fluid. The phase-field function 
varies smoothly between these distinct values across the interface, resulting in a small but finite interface thickness. De-
pending on the application of interest, phase-field methods offer some distinct advantages over other interface capturing 
methods. For example, they can intrinsically include mass conservation and transport stabilization and allow for fully dis-
crete energy stable schemes, see e.g. [5,14], for two-phase flows. Further these methods offer a simple mechanism to couple 
the multi-phase system to additional physical processes, for example on the interface or in the bulk phases, see for exam-
ples [24,8,15]. In case of a non-negligible surface energy, phase-field methods allow for a monolithic coupling of interface 
advection and flow equations, which can prevent time step restrictions due to stiff interfacial forces [4].

While phase-field methods are state-of-the-art for multi-phase flow problems, only one preliminary approach has been 
made to provide a phase-field model for FSI [29]. This might be due to the fact, that the interface in phase-field methods 
is diffuse with a finite thickness, making it harder to combine the solid and the fluid material in a consistent way. Here, 
we present an improved phase-field method for fluid–structure-interaction along with analytical and numerical validation. 
The resulting model shows some similarities with a previously introduced model for biofilms [30], which however was 
only designed for purely viscoelastic materials and cannot handle separated elastic and viscous phases as they occur in FSI 
problems.

We start by recapitulating the sharp interface equations for FSI in Sec. 2.1. The equations are extended to a phase-field 
formulation in Sec. 2.2. The model is based on a thermodynamically consistent derivation (Sec. 2.3). We provide a formal 
sharp interface limit showing convergence of the derived equations to traditional FSI formulations (Sec. 3). Numerical tests 
are presented in Sec. 4. Special focus is put on a comparison to the ALE reference solution of an elastic cell traversing a 
cylindrical channel. After this validation, we demonstrate the potential of the method in Sec. 5, by simulating

(i) a solid object moving through a fluidic channel without grid remeshing,
(ii) FSI with strong surface energy, i.e. surface tension forces,

(iii) contact dynamics of a bouncing ball, and
(iv) adhesion of an elastic object to a rigid wall.

The paper closes with conclusions on the applicability of the method in Sec. 6.

2. Phase-field model for FSI

2.1. Sharp interface model

Before deriving the phase-field model, let us begin by presenting the sharp interface equations for FSI. Let the computa-
tional domain � ⊆ R

n be divided into a fluid domain and a solid domain. To be consistent with the later phase-field model, 
we call these domains �−1(fluid) and �1(solid). We introduce a common velocity field v : � → R

n to indicate movements 
of the fluid and the solid material. Further, let us denote the material derivative by ∂• = ∂t + v · ∇ . Throughout this work, 
we consider incompressible elastic materials, i.e. of 1/2 Poisson ratio. The generalization to compressible solids should be 
possible by relaxing the incompressibility condition and including a bulk modulus, but is left for further studies. Balance 
laws for mass and momentum yield the evolution equations

∂•(ρiv) = ∇ · Si − ∇p in �i (2.1)

∇ · v = 0 in �i (2.2)

for i = −1, 1, where v, p, Si denote the velocity, pressure and phase-dependent stress.
To describe the elastic stress in the Eulerian framework we introduce the left Cauchy–Green strain tensor σ . The strain 

tensor is typically calculated from the deformation gradient tensor F, as σ = FFT . In our phase-field approach we will have 
no access to the initial coordinates of a material point to calculate F. Instead, we use the identity ∂•F = ∇vT F (see, e.g., 
[10]) from which one can easily compute the following evolution equation for σ ,
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∂•σ − ∇vT · σ − σ · ∇v = 0 in �1. (2.3)

Note, that we use a row-wise nabla operator, i.e. (σ · ∇v)i j = σik∂kv j . The left-hand side of Eq. (2.3) is also known as the 
upper-convected Maxwell time derivative that rotates and stretches with the deformation. The initial condition for Eq. (2.3)
is given by the strain in the undeformed configuration σ = I, where I is the identity matrix. The corresponding elastic stress 
for a hyperelastic neo-Hookean material is given by μ1(σ − I), where μ1 is the shear modulus. In a fluid, the elastic stress 
vanishes since there is no strain, i.e.

σ = I in �−1 (2.4)

for all times. The total phase-dependent stress is then given by the elastic stress plus a viscous part,

Si = νi(∇v + ∇vT ) + μi(σ − I) (2.5)

where νi is the viscosity and μi is the shear modulus of the respective phase. In particular μ−1 = 0 in a purely viscous 
fluid, and ν1 = 0 if the elastic solid has no additional viscosity.

Finally two jump conditions are specified at the fluid/solid interface,

[v]+− = 0, −[S]+− · n + [p]+−n = γ κn, (2.6)

where [ f ]+− = f+1 − f−1 denotes the jump in f across the interface and n is the normal to �1. The first condition is the 
continuity of the velocity. The second condition is the interfacial force balance including a possible surface tension force at 
the fluid/solid interface with surface tension γ and total curvature κ .

2.2. Phase-field modeling

Let φ denote a phase-field that distinguishes between the fluid domain (φ ≈ −1) and the solid domain (φ ≈ 1) within 
a computational domain �. Hence �i is approximated by the domain where φ ≈ i. Since the phase-field approach allows 
mixing of the two domains to a certain degree, we define the velocity field now to be the volume-averaged velocity of 
this mixture, see [1] for details. The density is chosen as a linear combination of the densities in the two phases: ρ(φ) =
ρ1(1 +φ)/2 +ρ−1(1 −φ)/2. Balance laws for mass and momentum yield the evolution equations for phase-field and velocity:

∂•φ = −∇ · J in � (2.7)

∂•(ρ(φ)v) = ∇ · S(φ) − ∇p + F in � (2.8)

∇ · v = 0 in � (2.9)

where the stress depends now on the phase-field and the force F and flux J are specified later to meet the requirement of 
non-increasing energy.

To obtain an equation for the diffuse elastic strain tensor, we need to combine Eqs. (2.4) and (2.3). A typical approach 
in phase-field modeling is to multiply an equation with a characteristic function of its domain (here: �−1 or �1) and to 
extend the domain then to the larger computational domain (here: �), see [23]. We follow a similar approach here and 
multiply Eq. (2.4) with a function α(φ) and Eq. (2.3) with a function λ(φ). Adding up both results, we obtain the common 
equation for the diffuse elastic strain tensor as

λ(φ)
(
∂•σ − ∇vT · σ − σ · ∇v

)
+ α(φ)(σ − I) = 0. (2.10)

For α = 0 the equation reduces to the strain evolution for an elastic solid (2.3), while for λ = 0 it reduces to the strain 
description of a fluid, i.e. Eq. (2.4). In case α = 1, Eq. (2.10) is also known as Oldroyd-B equation. This equation is used 
to describe Maxwell-type visco-elasticity with λ being the relaxation time controlling the dissipation of elastic stress. The 
above generalization of the Oldroyd-B equation to arbitrary α, leads to the relaxation time λ/α. Note, that this ratio is the 
only free (spatially varying) parameter of Eq. (2.10), but the introduction of α effectively allows to choose this ratio equal 
to infinity in some region of the computational domain by setting α = 0 there.

The total phase-dependent stress is then given by the elastic stress plus a viscous part,

S(φ) = ν(φ)(∇v + ∇vT ) + μ(φ)(σ − I) (2.11)

where ν(φ) is the viscosity and μ(φ) is the shear modulus of the respective phase. We use linear interpolations for all 
phase-dependent quantities,



826 D. Mokbel et al. / Journal of Computational Physics 372 (2018) 823–840
Table 1
Different material laws can be obtained by different choice of parameters. The star symbol ‘∗’ marks parameters that are given by 
the physical problem itself, T indicates the characteristic time scale of the given problem.

Viscosity ν(φ) Shear modulus μ(φ) Relax. time Corresponding material

λ(φ) α(φ)

∗ 0 0 1 Viscous fluid
0 ∗ T 0 Elastic solid
∗ ∗ T 0 Visco-elastic Kelvin–Voigt
0 ∗ ∗ 1 Visco-elastic Maxwell

μ(φ) = μ1(1 + φ)/2 + μ−1(1 − φ)/2

ν(φ) = ν1(1 + φ)/2 + ν−1(1 − φ)/2

λ(φ) = λ1(1 + φ)/2 + λ−1(1 − φ)/2

α(φ) = α1(1 + φ)/2 + α−1(1 − φ)/2

Hence to model interaction of a solid (φ = 1) with a fluid (φ = −1), we insert the given physical parameters for elastic 
shear modulus μ1, the fluid viscosity ν−1 and set μ−1 = ν1 = α1 = λ−1 = 0. It remains to specify α−1 and λ1 which can 
be interpreted to control the relaxation time in the diffuse interface region where a mixture of fluid and elastic phase is 
present. Note, that due to the structure of Eq. (2.10) the only free parameter here is the ratio λ1/α−1, which we can also 
think of an interface relaxation time. Obviously, this time has to be scaled somehow with the characteristic time scale T
of the considered problem, which suggests to simply use λ1/α−1 = T , for example by setting α = 1, λ = T . This parameter 
choice will also be numerically tested in Sec. 4.3.

An overview of the parameters can be found in Table 1. Note, that also visco-elastic material phases can be modeled. For 
Kelvin–Voigt visco-elasticity it suffices to add a viscosity inside of the elastic material. For Maxwell visco-elasticity one can 
just prescribe the Maxwell relaxation time for λ. Hence, any combination of two phases, be it viscous, visco-elastic or solid, 
can be modeled by choosing the parameters as given in Table 1.

2.3. Energy dissipation

To close the system of equations, it remains to specify the flux J and force F to obtain a thermodynamically consistent 
evolution. We define the total energy E of the system as sum of kinetic, elastic [11] and diffuse surface energy [2] as follows,

E =
∫
�

ρ(φ)

2
|v|2 + μ(φ)

2
tr (σ − lnσ − I) + γ̃

(
ε

2
|∇φ|2 + 1

ε
W (φ)

)
dx. (2.12)

Here, ‘tr(A)’ is the trace of a matrix A, ε the interface thickness, W a double-well potential and γ̃ a (scaled) surface tension, 
whose scaling depends on the choice of W . Here, we choose W (φ) = 1

4 (1 − φ2)2 which leads to γ̃ = 3
2
√

2
· γ , see e.g. [3, 

Sec. 2.2]. Inserting (2.8)–(2.11) into Eq. (2.12) we can compute the time evolution of the energy. The complete computation 
is carried out in the appendix. We obtain

d

dt
E =

∫
�

−ν(φ)

2

∣∣∣∇v + ∇vT
∣∣∣2 + J · ∇

[
μ′(φ)

2
tr(σ − lnσ − I) + γ̃

(
1

ε
W ′(φ) − εφ

)]

+ v · [F + ∇ · (ρ ′(φ)v ⊗ J) + εγ̃ ∇ · (∇φ ⊗ ∇φ)
]

dx −
∫

�\{λ=0}

μ(φ)α(φ)

2λ(φ)
tr(σ + σ−1 − 2I) dx (2.13)

under appropriate boundary conditions. Note, that the last term is non-negative for any given tensor σ and bounded as 
explained in Sec. A.1. Hence, with the choice

F = −∇ · (ρ ′(φ)v ⊗ J) − εγ̃ ∇ · (∇φ ⊗ ∇φ), (2.14)

J = −m(φ)∇
[
μ′(φ)

2
tr(σ − lnσ − I) + γ̃

(
1

ε
W ′(φ) − εφ

)]
(2.15)

for some mobility function m(φ) > 0, we obtain non-increasing energy,

d

dt
E = −

∫
�

ν(φ)

2

∣∣∣∇v + ∇vT
∣∣∣2 + 1

m(φ)
|J|2 dx −

∫
�\{λ=0}

μ(φ)α(φ)

2λ(φ)
tr(σ + σ−1 − 2I) dx ≤ 0.
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2.4. Governing equations

In the following we summarize the governing equations for the thermodynamically consistent visco-elastic phase-field 
model. As noted earlier, the model can be used to describe any combination of viscous, visco-elastic and elastic materials, 
by choosing the parameters accordingly, see Table 1.

∂•(ρ(φ)v) + ρ−1 − ρ1

2
∇ · (v ⊗ m(φ)∇q) (2.16)

−∇ ·
(
ν(φ)

(
∇v + ∇vT

)
+ μ(φ) (σ − I)

)
+ ∇p = −γ̃ ε∇ · (∇φ ⊗ ∇φ) ,

∇ · v = 0, (2.17)

∂•φ = ∇ · (m(φ)∇q) , (2.18)

μ′(φ)

2
tr(σ − lnσ − I) + γ̃

(
1

ε
W ′(φ) − εφ

)
= q, (2.19)

λ(φ)
(
∂•σ − ∇vT · σ − σ · ∇v

)
+ α(φ)(σ − I) = 0. (2.20)

In numerical tests we find, that if the chemical potential q as defined in Eq. (2.19) is used in the evolution equation of 
the phase-field, the resulting φ does not provide a good description of the interface layer because of the contributions of 
the elastic strain. Since the primary purpose of φ is to track the two-phase interface, we use a simplified version of the q
in the numerical simulations, which omits the strain-dependent terms,

q = 1

ε
W ′(φ) − εφ (2.21)

replacing Eq. (2.19). This amounts into a classical advected Cahn–Hilliard equation for φ, which is now also independent of 
the surface tension. Note that the resulting system is no longer variational and does not necessarily decrease the energy. 
However, this effect tends to be higher order since, if Eq. (2.21) is used, away from the interface W ′(φ) = φ = 0 and 
near the interface φ locally equilibrates yielding W ′(φ) ≈ ε2φ and thus q ≈ 0. Note that if q = 0, then the energy is 
non-increasing, d

dt E ≤ 0 which follows from Eq. (2.13).
In the following section we derive relations of our phase-field model in the sharp interface limit (i.e. ε → 0) with the 

aid of formal asymptotic expansions. We perform the analysis for the full model containing the strain dependent terms in 
q, but we will see that the asymptotic analysis holds equally for the simplified model involving Eq. (2.21).

3. Sharp interface asymptotics

In the following we only consider the case λ(−1) = 0, α(−1) = 0, λ(1) = T > 0, α(1) = 0, which corresponds to the 
coupling of a viscous fluid and an elastic solid. Following [1], we perform formally matched asymptotic expansions. Therefore 
we consider a solution (v, p, φ,q, σ ) of the system given by Eqs. (2.16)–(2.20). For the mobility m we distinguish two cases 
in the following:

m(φ) =
{
εm0 case I ,

m1(1 − φ2)+ case II

where m0, m1 > 0 are constants and (.)+ is the positive part of the quantity in the brackets. A lot of calculations and 
arguments follow closely [1] with suitable modifications. For the convenience of the reader we include them in detail 
although some are the same as in [1].

3.1. Outer expansions

The first step is to expand the solution in regions away from the interface. Therefore we assume an expansion of the 
form

vε =
∞∑

k=0

εkvk, φε =
∞∑

k=0

εkφk, . . . . (3.1)

An expansion of Eq. (2.21) at order 1
ε leads to W ′ (φ0) = 0, which yields the stable solutions φ0 = ±1. Expanding the Eq. 

(2.16) we obtain
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∂• (ρiv0) − ∇ ·
(
νi

(
∇v0 + ∇vT

0

)
+ μiσ0

)
+ ∇p0 = 0 in �i, (3.2)

∇ · v0 = 0 in �i, (3.3)

σ0 = I in �−1, (3.4)

∂•σ0 − ∇vT
0 · σ0 − σ0 · ∇v0 = 0 in �1, (3.5)

where i = −1, 1 and �i the domain where φ0 = i. Furthermore we denoted by ρ±1 = ρ (±1), ν±1 = ν (±1) and μ±1 =
μ (±1). Note that we recover the sharp interface equations given in Sec. 2.1.

3.2. Inner expansions

As a second step we prepare the expansion in the interface region and therefore introduce new coordinates in a neigh-
borhood of the smoothly evolving interface � = � (t), t ≥ 0. We define a local parameterization of � by

ζ : I × U →R
n (3.6)

with a time interval I ⊂ R and a spatial parameter domain U ⊂ R
n−1. The unit normal to � (t) will be denoted by n and 

points into �1. In the following we adopt the notation from [1]. We consider the signed distance function d (t, x) of a point 
x to the sharp interface �0 (t) with d (t, x) > 0 if x ∈ �1 (t). In addition, we denote by z = d

ε a rescaled distance. We now 
introduce the new coordinates by defining a local parameterization of I ×R

n close to ζ (I × U ) as follows:

Gε (t, s, z) = (t, ζ (t, s) + εzn (t, s)) (3.7)

with s ∈ U . It will turn out that we need the following identities, containing a scalar function b (t, x) and a vector field 
j (t, x):

d

dt
b(t, x) = − 1

εV∂zb̂ + h.o.t., (3.8)

∇xb = ∇�εz b̂ + 1
ε ∂zb̂ n, (3.9)

∇x · j = div�εz ĵ + 1
ε ∂z ĵ · n, (3.10)

with the correspondences

• b̂ is the denotation of b in the new coordinates with b̂ (t, s (t, x) , z (t, x)) = b (t, x).
• V = ∂tζ · n is the scalar normal velocity.
• h.o.t. stands for higher order terms as ε → 0.
• ∇x is the gradient with respect to the spatial variables.
• ∇�εz is the surface gradient on �εz := {ζ (s) + εzn(s) | s ∈ U }.
• div�εz ĵ is the divergence of ĵ on �εz .
• κ is the total curvature of �(t).
• |S| is the spectral norm of the Weingarten map S of �(t),

cf. [1]. Note, that we omit the time dependence in the following argumentations, as done for �εz above. Moreover, we will 
make use of the relations (see Appendix of [1])

∇�εz b̂(s, z) = ∇�b̂(s, z) + h.o.t. ,

div�εz ĵ(s, z) = div� ĵ(s, z) + h.o.t. ,

�εz b̂(s, z) = �b̂(s, z) + h.o.t. ,

where ∇�, div�, � are the respective surface operators on �.

3.3. Matching conditions

As for the outer variables, we now assume an ε-series approximation for the unknown functions (V, P ,�, Q ,�) in the 
inner variables:

Vε =
∞∑

k=0

εkVk, �ε =
∞∑

k=0

εk�k, . . . .

Representatively, we obtain the following matching conditions for the phase field function at x = ζ (s):
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lim
z→±∞�0(z, s) = φ0(x±) , lim

z→±∞∂z�0(z, s) = 0 (3.11)

lim
z→±∞∂z�1(z, s) = ∇φ0(x±) · n , (3.12)

where φ0(x±) denotes the limit lim
δ↘0

φ0(x ± δn).

3.4. The equations to leading order

We insert the asymptotic expansions into Eqs. (2.16)–(2.20) and ask that each individual coefficient of a power in ε
vanishes. The leading order of equation (2.19) is 1

ε , which gives

0 = ∂zz�0 − W ′(�0). (3.13)

Using (3.11) we obtain

�0(z) → ±1 for z → ±∞ . (3.14)

We now assume additionally that

�0(0) = 0 .

Together with this condition (3.13), (3.14) has a unique solution. Hence �0 does not depend on t and s. The leading order 
of Equation (2.17) yields

∂zV0 · n = ∂z(V0 · n) = 0 . (3.15)

The matching condition implies that (V0 · n)(z) is bounded. Hence

(v0 · n)(x+) = lim
z→∞(V0 · n)(z) = lim

z→−∞(V0 · n)(z) = (v0 · n)(x−) .

Thus

[v0 · n]+− = 0 ,

where [u]+−(x) = u(x+) − u(x−) denotes the jump of a quantity at the interface.
For the analysis of Eq. (2.18) we have to distinguish the different case for the mobility.

Case I: m(φ) = εm0 .
Equating the order 1

ε term we obtain from Eq. (2.18)

−V∂z�0 + (V0 · n)∂z�0 = ∂z(m0∂z Q 0n) · n = m0∂zz Q 0 . (3.16)

Moreover, matching yields

∂z Q 0 → 0 for z → ±∞ ,

cf. (3.11). If we integrate (3.16) with respect to z, we obtain

V = v0 · n .

Since ∂zz Q 0 = 0, we conclude that Q 0 is independent of z.

Case II: m(φ) = m1(1 − φ2)+ .
Equating the order 1

ε2 terms, we obtain

0 = ∂z(m1(1 − �2
0)∂z Q 0n) · n = ∂z(m1(1 − �2

0)∂z Q 0) .

Moreover, matching yields

m1(1 − �2
0)∂z Q 0 → 0 for z → ±∞

and therefore

m1(1 − �2
0)∂z Q 0 ≡ 0,

which implies
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Q 0 = Q 0(s, t) .

At order 1
ε we obtain

−V∂z�0 + (V0) · n∂z�0 = 0.

As before integration yields V = v0 · n.
Next we discuss the equation for the conservation of linear momentum. Application of Eq. (3.9) for each component 

yields

∇xv = 1
ε ∂zV ⊗ n + ∇�εz V ,

∇xv + ∇xvT = 1
ε (∂zV ⊗ n + n ⊗ ∂zV) + (∇�εz V + (∇�εz V)�) .

For the following we define E(A) = 1
2 (A + A�) for a quadratic matrix A. Hence

∇x · (ν(φ)(∇xv + ∇xvT )) = 1
ε2 ∂z(2ν(�)E(∂zV ⊗ n))n + 1

ε ∂z(2ν(�)E(∇�εz V))n

+ 1
ε ∇�εz · (2ν(�)E(∂zV ⊗ n)) + ∇�εz · (2ν(�)E(∇�εz V))

= 1
ε2 ∂z(2ν(�)E(∂zV ⊗ n)n) + 1

ε ∂z(2ν(�)E(∇�εz V)n)

+ 1
ε ∇�εz · (2ν(�)E(∂zV ⊗ n)) + ∇�εz · (2ν(�)E(∇�εz V)) ,

where we used ∂zn = 0 as in [1]. We conclude from Eq. (3.15)

(n ⊗ ∂zV0)n = (∂zV0 · n)n = 0 .

Since �0 is independent of t and s, Eq. (3.9) implies

∇φ ⊗ ∇φ = 1
ε2 (∂z�0)

2(n ⊗ n) + 2
ε ∂z�1∂z�0(n ⊗ n) + h.o.t.

Because of (∇�n)n = 0, we conclude

ε∇ · (∇φ ⊗ ∇φ) = 1
ε2 ∂z(∂z�0)

2n + 1
ε (∂z�0)

2(∇� · n)n + 2
ε ∂z(∂z�1∂z�0)n + h.o.t..

Since the leading order of the chemical potential does not depend on z, the term div(v ⊗ m(φ)∇q) gives no contribution to 
the order 1

ε2 . Therefore the order 1
ε2 terms from the momentum equation yield

γ̃ ∂z(∂z�0)
2n = ∂z(ν(�0)∂zV0) . (3.17)

Taking the inner product of Eq. (3.17) with n, using ∂zn = 0 and ∂zV0 · n = 0 yields

γ̃ ∂z((∂z�0)
2) = 0 .

Therefore (3.17) implies

∂z(ν(�0)∂zV0) = 0 . (3.18)

The matching conditions yield that V0(z) is bounded. Thus Eq. (3.18) interpreted as an ODE in z has only solutions V0 which 
are constant in z. Again matching yields

[v0]+− = 0 . (3.19)

Thus we recover the first part of the sharp interface jump condition in Eq. (2.6).

3.5. The momentum balance in the sharp interface limit

Now we analyze the momentum equation to the next order. The term ∇ · (ν(φ)Dv) gives to the order 1
ε ,

∂z(ν(�0)E(∂zV1 ⊗ n)n) + ∂z(ν(�0)E(∇�V0)n) .

Because of the matching conditions, we require lim
z→±∞∂zV1(z) = ∇v0(x±)n. Hence

∂zV1 ⊗ n + ∇�V0 → ∇xv for z → ±∞ . (3.20)

Moreover, the term div(v ⊗ m(φ)∇q) gives no contribution to order 1
ε . Thus we obtain from the momentum equation at 

order 1 :
ε
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Fig. 1. Illustration of the simulated scenario. An initially spherical elastic cell (green) is deformed by pressure and shear forces as it flows through a 
fluid-filled cylindrical channel. Streamlines (black) visualize fluid movement relative to cell velocity. (For interpretation of the colors in the figure(s), the 
reader is referred to the web version of this article.)

−∂z(ρ(�0)V0)V + ∂z(ρ(�0)(V0 ⊗ V0))n

−2∂z(ν(�0)E(∂zV1 ⊗ n)n) − 2∂z(ν(�0)E(∇�V0)n)

−γ̃ (∂z�0)
2κn + γ̃ ∂z(2∂z�1∂z�0)n + ∂z(μ(�0)�0n) + ∂z P0n = 0

because of κ = − div n. Integration with respect to z yields after matching and the use of Eq. (3.20)

− [ρ0v0]+−V + [ρ0v0]+−v0 · n − 2[νE(∇xv0)]+−n

− γ̃

( ∞∫
−∞

(∂z�0)
2dz

)
κn − [μ(φ0)σ0]+−n + [p0]+−n = 0 ,

where kγ := ∫ ∞
−∞(∂z�0)

2 dz = 4
√

2
3 for our choice of W , see e.g. [3, Sec. 2.2]. Since v0 · n = V , we conclude

−2[νDv0]+−n + [p0]+−n − [μ(φ0)σ0]+−n = γ κn , (3.21)

since γ = kγ γ̃ . Therefore we recover the second part of the sharp interface jump condition in Eq. (2.6).

4. Numerical tests

Numerical tests are indispensable to validate numerical models and to assess their accuracy. Nowadays, the standard 
benchmark for fluid–structure-interaction is the FeatFlow benchmark [31] where a channel flow induces oscillations of a thin 
elastic bar attached to a rigid object. Obviously, the phase-field model is not well suited to represent such a thin structure, 
since the corresponding interface thickness would be required to be much thinner than the structure itself, resulting in an 
extremely fine grid and very high computational costs. Consequently, we choose a different benchmark system serving the 
current purpose of testing the phase-field model in a practically relevant situation.

We consider the flow of a deforming solid ball through a fluid-filled channel. Firstly, this highlights the ability of interface 
capturing methods to account for movements of the solid and fluid domains with respect to each other. Secondly, the test 
scenario is based on a physically relevant simulation of biological cells traversing a flow channel. Cells are approximated 
as homogeneous incompressible elastic solids surrounded by a cortex with an active surface tension. While we neglect this 
active tension in the benchmark stage, we will add it to the model later to illustrate the opportunity of phase field models 
to stabilize the stiffness arising between interface advection and surface forces [4].

Note, that many typical modeling approaches consider cells as fluid-filled elastic membranes, see for example [6] for 
phase field methods, or [21] for a Lattice Boltzmann method. While the approximation as a membrane is a valid choice for 
red blood cells whose bulk is relatively soft, our focus here is on most other animal cell types whose mechanical response 
is dominated by the elasticity of the cell bulk. Such cells are also often immersed in a liquid environment in biological 
processes as well as in biotechnical applications, for example for ultra-fast identification of cell mechanical properties [25], 
which serves as a reference for this benchmark.

4.1. Test setup

We simulate the flow of an initially spherical solid object, also called cell, through a fluid-filled channel. To be consis-
tent with the reference simulations [25], we consider the solid object and the channel to be axisymmetric. Axisymmetry 
effectively reduces the problem to a two-dimensional flow with axisymmetric operators. Hence, we consider a two-
dimensional rectangular domain � whose lower boundary represents the symmetry axis, see Fig. 8 for an illustration. 
Here, � = [0, 40] μm × [0, 10] μm which corresponds to a cylindrical channel of radius 10 μm, see Fig. 1 for an illustration.

Periodic boundary conditions are used at channel inlet and outlet for all fields but the pressure, which effectively leads 
to a channel of infinite length. A pressure difference between the channel inlet and outlet is imposed to drive the flow. The 
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Fig. 2. Cell shape at different times for E = 6 kPa, r = 6 μm, which corresponds to the parameter set discussed in Fig. 3. Remarkable changes of the shape 
occur within the first 100 μs. The last image compares the stationary shape of the phase-field method with the ALE reference shape (black crosses).

initial pressure difference is 2500 Pa. This pressure difference is adapted during the simulation such that a constant flow 
rate of 4e−11 m3/s appears, see [25] for details on the adaption algorithm. At the channel wall, we impose no slip (v = 0) 
for the velocity and no flux for the Cahn–Hilliard system.

Surface tension forces are neglected at first, since we aim to benchmark the fluid–structure part of the method. Moreover, 
we choose the following physical parameters for our simulations: ν1 = ν−1 = 10 Pa·s, ρ1 = ρ−1 = 1000 kg

m3 , μ−1 = 0. The 
shear modulus of the cell, μ1 is related to its Young’s modulus E by E = 3μ1. Different values of E are used in the tests. 
The radius of the initially spherical cell is set to r = 6 μm.

Unless otherwise stated, the standard model parameters are ε = 0.0125 μm and constant mobility m = 10−8 m3 s/kg. The 
characteristic time scale of the considered problem is approximately T = 1 ms, we choose the parameters for the Oldroyd-B 
equation accordingly α1 = 0, α−1 = 1, λ1 = 1 ms, λ−1 = 0, as suggested in Table 1. Note, that the only free parameter here 
is λ1, we will later assess the influence of variations in λ1 in our numerical tests.

The problem is discretized in the finite element toolbox AMDiS [32,33]. We chose an adaptive mesh refinement strategy. 
Coarsening and refinement of the mesh are controlled by the phase-field function such that the region φ ∈ [−0.9, 0.9] is 
resolved by at least five degrees of freedom across the interface. Away from the interface the fixed grid size h = 0.625 μm
is chosen.

P1 finite elements are used for the pressure and P2 elements for the other variables. The time discretization is based 
on an implicit Euler method. Thereby, the Navier–Stokes and Cahn–Hilliard system are monolithically coupled while the 
Oldroyd-B equation (2.10) is solved separately in each time step. For details on the axisymmetric equations and the time 
discretization we refer to the Appendix A.2.

4.2. Benchmark quantity

After being deformed by pressure and shear forces, the solid will assume a stationary shape whereupon its flow becomes 
purely translational. We aim in particular to reproduce this state of stationary deformation. Note that this is a highly 
challenging problem for a phase-field method, since the structure needs to resist any movement, while the fluid keeps 
flowing around it and continuous movement takes place, even in the diffuse interface.

We introduce the deformation as a measure of the deviation of the cell shape from a circle,

d = 1 − circularity = 1 − 2
√

Aπ

P
,

where A and P denote the area and the perimeter of the 2D view of the deformed object, measured by a piecewise linear 
approximation of the zero-level of φ. It has been shown in [25] that d is a delicate measure of the cell shape that can be 
uniquely related to the exact elastic modulus of the cell. We hence use this quantity as a main indicator for comparison of 
the phase-field model with the ALE reference solution.

Reference values for the stationary cell shapes are given in [25] for various cell sizes, flow rates and elastic moduli. 
There, an ALE method was employed using a co-moving grid to keep the cell in the center of the computational domain 
throughout the simulation. The data in [25] has been shown to be extremely accurate in terms of spatial and temporal 
discretization errors and has been widely used for comparisons to corresponding experiments. The experimental technique, 
called Real-Time-Deformability Cytometry (RT-DC), can be used to probe mechanical properties of biological cells in flow 
[26]. A validation study with purely elastic spherical particles showed very good agreement between ALE simulations and 
experiments.

4.3. Simulation results

In this section we compare the phase-field method presented in this paper with the ALE reference data and perform a 
parameter study to justify our choice of λ1, ε and m, respectively.

Fig. 1 provides an idea of the actually simulated 3D scenario. It illustrates a stationary state shape in the cylinder, 
together with the streamlines of the flow. Fig. 2 shows the cell shape for different times. The initially spherical cell deforms 
due to fluid pressure and shear forces until it assumes a quasi-stationary state. A comparison with the ALE reference shape 
shows excellent agreement (Fig. 2, right).

Fig. 3 shows the corresponding evolution of the cell deformation. In 3(a) we investigate the dependence of the defor-
mation evolution on the interface width ε . The deformation decreases for decreasing ε , for the smallest values of ε we 
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Fig. 3. Cell deformation in comparison to ALE reference values for varying parameters. In (a)–(c) we use the fixed physical parameters E = 6 kPa, r = 6 μm. 
The standard model parameters are λ1 = 1 ms, ε = 1.25 · 10−8 m and m = 10−8 m3 s/kg. One of these parameters is varied to investigate the influence of 
interface thickness ε (a), mobility m (b) and interfacial relaxation time λ1 (c). (d) Provides stationary deformation values at t = 1.4 ms for different cell 
sizes and elastic moduli. Lines depict the results of the ALE method and marker points represent those of the phase-field method.

find already very good agreement to the ALE reference value. However for ε → 0 the deformation seems to converge to a 
value smaller than the reference solution. This is not surprising, as according Sec. 3, convergence to the sharp interface limit 
is only achieved when the constant mobility is decreased proportional to ε . Note, that the mobility controls the intrinsic 
Cahn–Hilliard dynamics that aims to reduce the surface and therefore decreases deformation.

Accordingly, we test the sensitivity of our results with respect to changes in the mobility in Fig. 3(b). As expected, higher 
mobility leads to a decrease in the steady-state deformation. But the quantitative effect of the Cahn–Hilliard dynamics is 
relatively low, as the deformation curve changes only slightly when the mobility is doubled.

Next, we vary the only free parameter in the Oldroyd-B equation, λ1. We find that small variations of λ1 have almost 
no influence on the evolution and steady state of the cell shape. To push our model to its limits, we vary λ1 across several 
orders of magnitude in Fig. 3(c). We find that for very small λ1, the cell deformation continuously increases and reaches no 
stationary state. In this case, the very small value of λ1 leads to a very small relaxation time in the diffuse interface region 
and hence to a large dissipation of elastic stress there. The drop in elastic stress lets the cell increasingly deform. On the 
other hand, when λ1 is very large, a small amount of elastic stress from the diffuse interface may accumulate in the fluid, 
leading to increased stiffening of the fluid and a decrease in cell deformation. We conclude that the parameter λ1 has to be 
carefully chosen with a good choice being in the range of the problem’s characteristic time scale.

Finally, we show that the results of the phase-field method are accurate over a range of cell sizes and elastic moduli. We 
simulated cells of five different sizes in the range ≈77 μm2 to 160 μm2. For each cell size, we chose five different values for 
the Young’s Modulus between 4.5 kPa and 12 kPa. As seen in Fig. 3(d), the stationary deformation values of the phase-field 
method are in excellent agreement to the ALE reference values.

5. Illustration of the method’s potential

In this section we perform further simulation studies in order to illustrate the potential of the presented phase-field 
FSI model. At first, we stick to the simulations of a cell in a cylindrical channel, but we now include surface tension to 
demonstrate the model’s capability to simulate elastic bodies with strong surface tension, as they are common in biological 
applications. Therefore, we choose three different values for the surface tension, γ = 5e−4 N/m, γ = 1e−3 N/m and γ =
5e−3 N/m. Further parameters are E = 3 kPa and r = 6 μm. Fig. 4 shows that the surface tension has a strong influence on 
the stationary cell shape, which varies from triangular (γ = 5e−4 N/m) to almost circular (γ = 5e−3 N/m). The stiff surface 
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Fig. 4. Comparison of the steady state shapes for varying the surface tension γ = 5e−4 N/m (black), γ = 1e−3 N/m (blue dashed) γ = 5e−3 N/m (thin red).

Fig. 5. Simulation of cell inflow/outflow in a modified channel geometry. The length of the narrow cylindrical channel is 40 μm. Left: Snapshots of cell 
shapes at t = 0 ms, 1.25 ms, 1.927 ms, 2.595 ms, 3.6 ms, 5.509 ms. Right: Cell deformation over time.

tension forces here are treated with a monolithic coupling of the interface advection and flow equations which relaxes any 
related time step restrictions [4, Sec. 4.1].

Next, we simulate the inflow and outflow of the cell. Such simulations are of great interest for biotechnological ap-
plications as the dynamics of cell deformation provides additional information on the cell’s state. Therefore, we choose a 
realistic computation channel domain with a conical inlet/outlet of 45◦ [26]. The chosen parameter set is: E = 1.5 kPa, γ =
1e−3 N/m, λ = 1 ms, m = 10−8 m3 s/kg, cell radius r = 8 μm and ε = 0.1 μm. As for the cylindrical domain, a pressure 
difference is implemented between the left and the right boundary, which induces the flow. Fig. 5 shows a cut through the 
computational domain, the initial cell position and various cell shapes during the traversal of the channel.

The deformation curve in Fig. 5 shows a strong increase of cell deformation (elongation) during inflow, followed by a 
drop in deformation as soon as the cell is completely within the cylindrical part of the channel. The elongated cell almost 
approaches a stationary shape around t = 2 ms, but as it is already close to the outlet, the stationary state is never reached. 
Instead the cell starts to become shorter and wider. This leads to a drop in the deformation, followed by a peak when the 
cell reaches a maximum thickness and an oblate shape as it leaves the cylindrical channel. Afterwards, the cell relaxes back 
to a sphere.

Note, that such simulations are typically challenging for ALE methods as re-triangulations and interpolations are needed 
to reconnect the different grids while they move past each other. Our phase-field model needs neither re-triangulations nor 
interpolations to simulate this test case.

Finally, we illustrate the capability of the phase-field method to deal with contact between an elastic material and a 
rigid wall. Therefore we simulate a bouncing elastic ball immersed in a fluid. The fluid fills a cylindrical column of height 
40 μm and radius 10 μm. The ball of radius r = 6 μm is initially placed in the middle of the column. The parameters for this 
toy problem are ν1 = 4 μPa · s, ν−1 = 10 μPa · s, E = 500 Pa, ρ1 = 1000 kg/m3, ρ−1 = 100 kg/m3, λ1 = 1 ms, ε = 0.2 μm, 
m = 2 · 10−9 m3 s/kg.

A gravity force of magnitude 103 m/s2ρ(φ) is included to make the ball fall down. A no slip condition v = 0 is specified 
at the top and bottom boundary of the liquid column. An additional no-wetting condition, φ = −1, on all domain boundaries 
ensures that the ball is repelled from the boundaries. A free slip condition is imposed at the sides of the column.

Snapshots of the simulation results are shown in Fig. 6. The ball and the fluid around it are accelerated as the ball starts 
falling in the beginning of the simulation. Around t = 0.18 ms the ball ‘touches’ the rigid wall whereupon it is compressed 
in the direction of motion. After the maximum compression is reached around t = 0.2 ms the stored elastic energy is 
transformed into kinematic energy and the ball starts jumping upwards. This bouncing up and down is repeated several 
times, but quickly damped due to the viscosity of the surrounding fluid, such that the ball assumes a resting position ‘lying’ 
on the rigid wall.
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Fig. 6. Simulation snapshots of an elastic ball bouncing off a rigid wall at different times.

Fig. 7. Simulation snapshots of an adhesive elastic ball bumping into a rigid wall. The adhesive properties are determined by the involved surface energies 
through the contact angle α (see text).

Note, that no special treatment is needed to realize the contact dynamics here. The only thing is the no-wetting condi-
tion, φ = −1, which needs to be imposed at the contact boundary.

In a last step, we extend the simulation even further by adding adhesion of the ball to the substrate (wall). Adhesive 
behavior is not only typical for fluids but also for some solid objects, like biological cells. Adhesion appears as soon as 
the surface tension γws between the wall and the solid object is lower than the fluid/solid surface tension γ . According 
to the Young–Laplace law the balance of surface energies leads to the contact angle α with cosα = (γw f − γws)/γ , where 
γw f is the wall/fluid surface tension. The contact angle can be included by the Neumann boundary condition n · ∇φ =
cosα · (1 − φ2)/(

√
2ε), which can be derived by adding a wall potential to the system energy, see [7,2].

We repeat the simulation of the bouncing ball now with this new boundary condition to model adhesion. The parameters 
are as before, except for the mobility which is increased by a factor of 40 to overcome the typical stress singularity at the 
contact line, see [7] for a discussion. Fig. 7 shows the corresponding time evolution for three contact angles. For the smaller 
contact angles (α = 45◦ , 90◦) the ball starts to adhere immediately after the first contact with the wall. Still, the ball is 
compressed shortly after contact and the elastic energy is released by lifting the ball up. But this time the ball remains 
bound to the wall and the oscillations are even more quickly damped. The ball develops an almost stationary position 
around t = 0.4 ms. In case of the larger contact angle, α = 135◦ , the adhesion is too weak to keep the ball at the wall 
after first contact, which leads to the same bouncing as previously observed for the no-contact case. To our knowledge our 
method is the first numerical method to model adhesive elastic structures of arbitrary surface energy and contact angles in 
flow.
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6. Conclusion

In this paper, we presented a novel phase-field model for fluid–structure-interaction. The model is based on a monolithic 
Navier–Stokes equation that solves for the velocity field in both, the fluid and the elastic domain. Viscous and elastic 
stresses are restricted to the corresponding domains by multiplication with their characteristic functions. To obtain the 
elastic stress, an additional Oldroyd-B – like equation is solved including an interfacial relaxation time. To close the system 
of equations, we derived globally thermodynamically consistent forces and fluxes using energy variation arguments. Provided 
that suitable power series expansions exist, matched asymptotic analysis shows the convergence of the derived equations to 
the traditional sharp interface formulation of FSI equations.

We conducted several numerical tests to validate the applicability and accuracy of the new model. A challenging bench-
mark scenario of an elastic cell traversing a fluid channel was employed and results are compared to reference values from 
ALE simulations [25]. We found very good agreement for various cell sizes and elastic moduli. In particular, we showed that 
the interface thickness ε and the mobility γ are small enough to influence the results only marginally. Results were also 
shown to be robust with respect to the introduced interfacial relaxation time.

Finally, we highlighted some distinct advantages of the new model as compared to traditional ALE approaches for FSI. We 
demonstrated the movement of a solid object through a fluidic channel without grid re-triangulations. We included strong 
surface energy, i.e. surface tension forces, into the model, whose stable discretization is one of the advantages of phase-field 
models. At last, we showed how easy it is to include contact dynamics into the model by simulating a ball bouncing off a 
wall. We concluded with the simulation of adhesion of an elastic ball to a rigid wall, a scenario which, to our knowledge, 
cannot be simulated with any other FSI model so far.

While we have restricted simulations to fluid–structure interaction, the model is capable to simulate any combination of 
viscous fluids, visco-elastic fluids and elastic solids. We therefore believe that the proposed phase-field model is well suited 
to tackle a range of complicated multi-physics problems, in particular from biology, in the future.
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Appendix A

A.1. Energy time derivative

In the following we present the complete computation of the time evolution of the energy given in Section 2.3. As 
discussed in [11], we assume σ ∈ R

n×n to be a symmetric positive definite matrix (see [20] for a proof of this property) and 
thus calculate the trace of the matrix logarithm ln σ by

tr (lnσ) =
n∑

i=1

lnλi (A.1)

with the eigenvalues λi . According to Eq. (2.12), we consider three parts of the total energy:

E =
∫
�

ρ(φ)

2
|v|2︸ ︷︷ ︸

kinetic energy Ekin

+ μ(φ)

2
tr (σ − lnσ − I)︸ ︷︷ ︸

elastic energy Eel

+ γ̃

(
ε

2
|∇φ|2 + 1

ε
W (φ)

)
︸ ︷︷ ︸

Cahn–Hilliard energy ECH

dx . (A.2)

The following identities will be useful to compute the time derivative of the three energies:

∇v :
(
∇v + ∇vT

)
= 1

2

∣∣∣∇v + ∇vT
∣∣∣2

(A.3)

∂•ρ(φ) = ρ ′(φ)∂•φ (A.4)

∂•
(

ρ(φ)

2
|v|2

)
= 1

2
∂• (ρ(φ)) |v|2 + ∂• (v) · ρ(φ)v

= ∂• (ρ(φ)v) · v − ∂•ρ(φ)
|v|2

2
(A.5)

In the following computation of the energy time derivatives, we will neglect boundary integrals that arise from inte-
gration by parts, as we assume appropriate boundary conditions. We further assume a closed system, i.e. the domain �
moves with the flow field, which holds in particular if v · n = 0 at the outer boundary ∂�. This assumption simplifies our 
calculations since material derivatives will appear under the integral. Hence, we compute
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d

dt
Ekin =

(A.5)

∫
�

∂•(ρ(φ)v)v − ∂• ρ(φ)

2
|v|2 dx

=
(2.8)

∫
�

(
F + ∇ ·

(
ν(φ)

(
∇v + ∇vT

))
− ∇p + ∇ · (μ(φ)σ )

)
· v − ∂• ρ(φ)

2
|v|2 dx

=
∫
�

F · v − ν(φ)
(
∇v + ∇vT

)
: ∇v + p∇ · v − μ(φ)σ : ∇v − ∂• ρ(φ)

2
|v|2 dx

=
(2.7)−(A.4)

∫
�

−ν(φ)

2

∣∣∣∇v + ∇vT
∣∣∣2 − μ(φ)σ : ∇v + v · F + ρ ′(φ)

2
|v|2 ∇ · J dx,

where we have assumed either no flow across the boundaries, v|∂� = 0, or no force, i.e. 
(
ν(φ)

(∇v + ∇vT
) − pI + μ(φ)σ

) ·
n = 0. We further compute

d

dt
ECH =

∫
�

γ̃ ∂•
(

ε

2
|∇φ|2 + 1

ε
W (φ)

)
dx

=
∫
�

γ̃

(
ε∇φ · ∇∂•φ − ε∇φ · ∇v · ∇φ + 1

ε
W ′(φ)∂•φ

)
dx

=
∫
�

γ̃

(
−εφ + 1

ε
W ′(φ)

)
∂•φ + v · (∇ · (εγ̃ ∇φ ⊗ ∇φ

))
dx

=
(2.7)

∫
�

−δECH

δφ
∇ · J + v · (∇ · (εγ̃ ∇φ ⊗ ∇φ)

)
dx,

where we defined δECH
δφ

:= γ̃
(−εφ + 1

ε W ′(φ)
)
. Note, that we have used the boundary condition n · ∇φ = 0 on ∂� here, 

which effectively leads to a contact angle of 90◦ , other contact angles can be treated by inclusion of a wall energy, see [7,2].

d

dt
Eel =

∫
�

∂•
(

μ(φ)

2

)
tr (σ − lnσ − I) + μ(φ)

2
∂• tr (σ − lnσ − I) dx

=
(2.7), (A.4)

∫
�

−μ′(φ)

2
∇ · J tr (σ − lnσ − I) + μ(φ)

2
tr

(
∂• (σ − lnσ)

)
dx

=
∫
�

−μ′(φ)

2
∇ · J tr (σ − lnσ − I) dx +

∫
{λ=0}

μ(φ)

2
tr

(
(I− σ−1)∂•σ

)
dx

+
∫

�\{λ=0}

μ(φ)

2
tr

(
(I− σ−1)∂•σ

)
dx

=
(2.10)

∫
�

−μ′(φ)

2
∇ · J tr (σ − lnσ − I) dx

+
∫

�\{λ=0}

μ(φ)

2
tr

((
I− σ−1)(

∇vT · σ + σ · ∇v − α(φ)

λ(φ)
(σ − I)

))
dx.

Note, that Eq. (2.10) yields the boundedness of the last integrand in the set �\{λ = 0} given the solution is sufficiently 
smooth. Consequently, we obtain the variation of E as

dt E =
∫
�

−ν(φ)

2

∣∣∣∇v + ∇vT
∣∣∣2 − μ(φ)σ : ∇v + v · F + ρ ′(φ)

2
|v|2 ∇ · J (A.6)

− μ′(φ)

2
∇ · J tr (σ − lnσ − I) − ∇ · J

δECH

δφ
+ v · (∇ · (εγ̃ ∇φ ⊗ ∇φ)

)
dx

+
∫

μ(φ)

2
tr

((
I− σ−1)(

∇vT σ + σ∇v − α(φ)

λ(φ)
(σ − I)

))
dx .
�\{λ=0}
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In order to reformulate the trace term in the last line, we use the symmetry of σ and the following properties:

tr
(

AB A−1) = tr (B) for a regular matrix A (A.7)

tr (AB) = A : BT = AT : B (A.8)

tr (∇v) = ∇ · v = 0 (A.9)

and thus get for λ �= 0

tr

((
I− σ−1)(

∇vT σ + σ∇v − α(φ)

λ(φ)
(σ − I)

))

=
(A.7), (A.8)

2σ : ∇v − 2tr (∇v) − α(φ)

λ(φ)
tr

(
σ + σ−1 − 2I

)
=

(A.9)
2σ : ∇v − α(φ)

λ(φ)
tr

(
σ + σ−1 − 2I

)
. (A.10)

Note, that also the last term of Eq. (A.10) is bounded, which follows from Eq. (2.10) and |tr(σ + σ−1 − 2I)| ≤ C‖σ − I‖ in a 
neighborhood of the identity matrix. We obtain a simplified version of Eq. (A.6):

dt E =
∫
�

−ν(φ)

2

∣∣∣∇v + ∇vT
∣∣∣2 + v · F + ρ ′(φ)

2
|v|2 ∇ · J − ∇ · J

δECH

δφ

− μ′(φ)

2
∇ · J tr (σ − lnσ − I) + v · (∇ · (εγ̃ ∇φ ⊗ ∇φ)

)
dx

−
∫

�\{λ=0}

μ(φ)α(φ)

2λ(φ)
tr

(
σ + σ−1 − 2I

)
dx .

Furthermore we reformulate the density term in (A.6) applying integration by parts twice and using that ρ ′(φ) is constant:∫
�

ρ ′(φ)

2
|v|2 ∇ · J =

∫
�

−ρ ′(φ)v · (∇v · J) =
∫
�

v · (∇ · (ρ ′(φ)v ⊗ J)
)

dx ,

which yields the energy time derivative given in Eq. (2.13).

A.2. Time-discrete axisymmetric equations

We consider axisymmetric flow and geometries which allows to rewrite the equations in a 2D manner using cylin-
drical coordinates. Thereby the 2D meridian domain �2D = {(x0, r)| 0 ≤ x0 ≤ a, 0 ≤ r ≤ b} represents the 3D domain 
� = {(x0, x1, x2)| x1 = r cos(θ), x2 = r sin(θ), (x0, r) ∈ �2D, θ ∈ [0, 2π)}, see Fig. 8 for an illustration. In the following, all fields 
are defined on �2D, the velocity field on this domain is defined to consist of only axial and radial component v = (v0, vr). 
The gradient, divergence and Laplace operator in the cylindrical coordinate system are defined by

∇ = (∂x0 , ∂r), ∇̃· =
(

∂x0 ,
1

r
+ ∂r

)
, ̃ = ∇̃ · ∇ = ∂x0x0 + ∂rr + 1

r
∂r .

As derivatives in azimuthal (θ -) direction vanish, the strain tensor assumes the form

σ :=
⎛
⎝σ00 σ01 0

σ10 σ11 0
0 0 σθθ

⎞
⎠ .

For a shorter notation we introduce the matrices

σ2D =
(

σ00 σ01
σ10 σ11

)
, I2D =

(
1 0
0 1

)
We assume the density ρ to be constant. Hence, we may neglect the corresponding term in Eq. (2.14). The lower, upper, 

right, and left boundaries are denoted by �1, �2, �3 and �4, respectively. In the comparison study with the ALE simulations, 
the computational domain is moved along with the cell velocity, i.e., the spatially averaged velocity of the cell, named vb , 
is subtracted from the velocity in the advection terms in Eqs. (2.7), (2.8) and (2.10). This modification helps to reduce the 
amount of remeshing and also leads to a consistent comparison with the ALE model which also applied such a co-moving 
grid.



D. Mokbel et al. / Journal of Computational Physics 372 (2018) 823–840 839
Fig. 8. Illustration of the axisymmetric computational domain. The boundary line segments �1 to �4 circumscribe the rectangular 2D domain �2D. The use 
of axisymmetric terms in the governing system of equations, allows to simulate the flow of an initially spherical object through a cylinder.

For the time discretization we chose an equidistant time partitioning with time step size τ . Thereby we consider the 
discrete time derivative dt f m := f m− f m−1

τ for some scalar variable f and time step index m. At each time step we solve the 
following systems in �2D:

1. The Navier–Stokes system

ρ
(
dtvm + (

vm−1 − vb
) · ∇vm) + ∇pm − ∇̃ ·

(
νm−1

(
∇v + ∇vT

))

= νm−1

r

(
0

− 2
r vm

1

)
+ ∇̃ ·

(
μm−1

(
σm−1

2D − I2D

))
− (σm−1

θθ − 1)
μm−1

r

(
0
1

)

− εγ̃ ∇̃ · (∇φm ⊗ ∇φm−1) (A.11)

∇̃ · vm = 0 (A.12)

where νm = ν(φm), μm = μ(φm). We apply the following boundary conditions for the velocity:

v = 0 on �2 , (A.13)

v1 = 0 on �1 . (A.14)

Equation (A.13) corresponds to a no-slip condition at the channel wall and (A.14) avoids a radial flow at the symmetry 
axis. In case of channel flow, we set periodic boundary conditions for v on �4 and �3 and

p = 0 on �3 ,

p = p0 on �4 ,

where p0 > 0 imposes the desired pressure difference between �4 and �3 driving the flow through the channel.
2. The Cahn–Hilliard system is split into two second order equations which are assembled together

dtφ
m + (

vm − vb
) · ∇φm−1 − ∇̃ · (m(φm−1)∇qm) = 0 (A.15)

qm + ε̃φm − 1

ε
W ′(φm) = 0 . (A.16)

To avoid the nonlinear terms, we choose a Taylor expansion of linear order for W ′(φm):

W ′ (φm) = (
φm)3 − φm

≈ 3
(
φm−1)2

φm − 2
(
φm−1)3 − φm. (A.17)

As for the velocity, periodic boundary conditions for φ and c are given on �3 and �4. No flux conditions are used on the 
other boundaries. Note, that the Navier–Stokes and Cahn–Hilliard system are fully coupled here, due to the appearance 
of φm in (A.11) and vm in (A.15). Consequently the systems are assembled and solved monolithically. This coupling is 
adopted from [4, Sec. 4.1] and relaxes the stiffness of surface tension forces.

3. The Oldroyd-B system

λ(φm)
(

dtσ
m
2D + (

vm − vb
)∇σm

2D − ∇vm · σm−1
2D − σm−1

2D · (∇vm)T
)

= D
(
σm

2D − σm−1
2D

)
− α(φm)

(
σm

2D − I
)

(A.18)
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λ(φm)

(
dtσ

m
θθ + (

vm − vb
)∇σm

θθ − 2
vm

1

r
σm−1

θθ

)
= D

(
σm

θθ − σm−1
θθ

)
− α(φm)

(
σm

θθ − I
)
. (A.19)

Note that (A.18)–(A.19) express 5 equations for the 5 unknowns of the elastic stress tensor, one of which is redundant 
due to symmetry of σ2D. To ensure numerical stability we have added a small artificial diffusion term with D = 2 ·
10−10 m2, whereupon natural no-flux boundary conditions emerge.

In practice we solve in every time steps for approximately 230, 000 degrees of freedom (in total for all solution variables). 
The computational costs on a single core amount to approximately 18 seconds per time step (including the time for remesh-
ing) in case of the example in Fig. 3(a) with ε = 2.5e−8 m. The duration of the complete simulation depends on the chosen 
time step size τ . In the mentioned case, we chose τ = 5e−7 seconds and obtain a duration of around 14 hours.
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