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Phase diagram of underdoped cuprate superconductors: Effects of Cooper-pair
phase fluctuations
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In underdoped cuprates fluctuations of the phase of the superconducting order parameter play a role due to
the small superfluid density. We consider the effects of phase fluctuations assuming the exchange of spin
fluctuations to be the predominant pairing interaction. Spin fluctuations are treated in the fluctuation-exchange
approximation, while phase fluctuations are included by Berezinskii-Kosterlitz-Thouless theory. We calculate
the stiffness against phase fluctuatiomg.w)/m*, as a function of doping, temperature, and frequency, taking
its renormalization by phase fluctuations into account. The results are compared with recent measurements of
the high-frequency conductivity. Furthermore, we obtain the temper&turevhere the density of states at the
Fermi energy starts to be suppressed, the temperafurevhere Cooper pairs form, and the superconducting
transition temperatur&;, where their phase becomes coherent. We find a crossover from a phase-fluctuation-
dominated regime witff ;ng for underdoped cuprates to a BCS-like regime for overdoped materials.
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[. INTRODUCTION fluctuations, though. Following this picture, the Cooper pairs
only break up at a crossover arouffi>T,. If the feedback
For about 15 years cuprate high-temperature supercomf phase fluctuations on the local formation of Cooper pairs
ductors(HTSC’s) have stimulated significant advances in thejs small, T¢ is approximately given by the transition tem-
theory of highly correlated systems as well as in soft conperature one would obtain without phase fluctuations. Be-
densed matter theory. Nevertheless, we still do not fully unyyeenT, andT* Cooper pairs exist but the order parameter
derstand the various phases of these materials. Of particulyy ot phase coherefit®®® Recent thermal-expansion ex-
interest is the underdoped regime of hole-doped cuprates, ieriments strongly support this general picttftéThere is
which the hole densitydoping x in the CuQ planes is g close relation between o and the mean-field transi-
lower than required for the maximum superconducting transjon temperature of Ref. 10, which is determined by extrapo-
sition temperaturd’;. In this regime the superfluid density |4tion from the lowT behavior of the expansivityThermal
ns decreases V‘i'th decreasing doping and is found to be prospase fluctations have also been invoked to explain the linear
portional toT. .~ Above T, one finds a strong suppression temperature dependence of the superfluid density or, equiva-
of the electronic density of states close to the Fermi energyenty, the magnetic penetration depth as an alternative to
i.e., apseudogapwhich appears to have the same symmetryy asi particle effects expected for a superconducting gap
as the superconducting gagurthermore, there may be fluc- with nodesit12
tuating charge and spin modulatio(stripes.® Since in superconductors the Cooper pairs are charged,
It has been recognized early on that the small superfluighe phase of the order parameter couples to the vector poten-
densityn, leads to a reduced stiffness against fluctuations ofial. Due to this coupling, the phase fluctuations obtain an
the phase of the superconducting order paranefePhase energy gap, which is given by the plasma frequeticin
fluctuations are additionally enhanced because they are cauprates, the plasma frequency is highly anisotropic. Within
nonically conjugate to charge density fluctuations, which arehe CuQ planes it is large compared to the superconducting
believed to be suppress&fl Furthermore, the cuprates con- gap amplitude, whereas the Josephson-plasmon energy is
sist of weakly coupled two-dimension@D) CuG, planes so  only of the order of 10 KLongitudinalphase fluctuations in
that fluctuations are enhanced by the reduced dimensionalitgharged superconductors have been studied within a weak-
Phase fluctuations might destroy the long-range supercorcoupling BCS approach®® as well as employing the
ducting order, although there is still a condensate of prefluctuation-dissipation theoreffi. While these papers find
formed Cooper pairs. In conventional, bulk superconductorglifferent analytical results, they agree thgtantumphase
this mechanism is not relevant, since the large superfluifluctuations lead to a sizable reduction of the superfluid den-
density leads to a typical energy scale of phase fluctuationsity, whereashermalphase fluctuations are negligible except
much higher than the superconducting energy fjapvhich  close to the critical temperature, even though the Josephson-
governs the thermal breaking of Cooper pairs. Thus in conplasmon energy is small. In particular, the linear temperature
ventional superconductors the transition is due to the dedependence of the penetration depth cannot be explained by
struction of the Cooper pairs arit; is proportional toA.”  longitudinal phase fluctuations. Below, we obtain this behav-
On the other hand, the observation thakng in underdoped ior from quasiparticle effects. At the critical temperature the
cuprate$indicates that phase fluctuations drive the transitionJosephson-plasmon energy goes to zero so that thermal lon-
in this regime. This empirical scaling relation cannot distin-gitudinal phase fluctuations are expected to be important
guish between longitudinal and transvera®rteX) phase here!*®Transverse phase fluctuations are not considered in
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Refs. 14—-16. However, we show below that they are imporand extracted the frequency-dependent phase stiffness from
tant. the data. The authors interpret their data in terms of dynami-
There is a third temperature scdlé>T¥ , below which ~ cal vortex-pair fluctuatior’$3* and conclude that vortices—

a pseudogap starts to open up as seen in nuclear magneﬁ@d thus a local superconducting condensate—exist up to at
resonance, tunneling, and transport experim&nts. It has Ieast51200 K. We discess this assertion in Sec. lll. Second, Xu
been suggested that this high-energy scale is due to Iocﬁf al> have foend signs of vortices at temperatures much

superconductivity and thus essentially identicaTto. It has ~ Nigher thanT, in underdoped La. SrCuQ, in measure-

indeed been showhthat various observables, e.g., the tun-ments of the Nernst effect. A recent reanalysis of the*data

) : . ._vyields an onset temperature of vortex effects of 40 K for an
neling conductance, can be f|tte.d'|n the pseudogap retqlm)eéxtremely underdoped samplg=€0.05) and of 90 K forx
from a BCS-type model containing a phenomenological

short-range Coeperon correlation fu_nctlon. T_he |qlea of spin- So far, we have not said anything about the superconduct-
charge separation has also been invoked in this cofitext.

ing pairing mechanism. There is increasing evidence that
The pseudogap may also be due to the presence of tWo tyPESiring is mainly due to the exchange of spin fluctuations.

of electrons’*?® Those in the “hot” regions close to the Tne conserving fluctuation-exchang€FLEX) approx-
(0,m) and (,0) points in the Brilloin zone, where the Fermi jmatiorP*-3°pased on this mechanism describes optimally
energy is close of a van Hove singularity and the dispersiopjoped and overdoped cuprates rather well. In particular, the
is essentially flat, and those from the remaining arcs of theq rect doping dependence and order of magnitudE. afre
Fermi surface. The pseudogap then stems from preformeghiained in this regime. On the other hand, the FLEX ap-
Cooper pairs from the hot regions, whereas superconductiysyoximation does not include phase fluctuations and we be-
ity is due to additional pairing of the other electrons due t0jjeye this to be the main reason why it fails to predict the
their interaction with the hot oné&:?> Our microscopic ap-  gownturn of T. in the underdoped regime. Insteaf, is
proach should take band-structure effects like this into acsqnd to appréximatetly saturate for small .dopingHow-
count automatically. On the other hand, it is a strong assUMpsyer, the FLEX approximation is able to reproduce two other
tion that the pseudogap at these high temperatures is due {jient features of underdoped cuprates: namely, the decrease
local superconductivity. Alternatively, it is thought to be ns and the opening of a weak pseudogapTai as we
caused by spin fluctuation@s in Ref. 9 and in the present ghow below.

work), which are strong due to the proximity of the antifer- g encourages us to apply the following description. We
romagnetic _ transition,  or the —onset of stripe gmploy the FLEX approximation to obtain the dynamical
!nhomogene|tle§. .Reggnt experiments on the'HaII effect phase stiffnesay(w)/m*, whereny(w) is the generalization

in GdBgCu0;- ;5 films alfo support the existence of of the superfluid density for finite frequencies. The static
two crossover temperaturek; and T*. In this work we  gensityn (0) starts to deviate from zero at the temperature
are mostly concerned with the strong pseudogap regim@here Cooper pairs start to form and which we identify with
T <T<Tg. T} . Then, transverse phase fluctuations are incorporated by
_ Due to the layered structure of the cuprates, they behavgsing the phase stiffness from FLEX as the input for BKT
like the 2D XY model except in a nerrowlcrltlcal range theory, which leads to a renormalizei<n, and predicts a
around T, wherOeSlthey show three-dimensiond@D) XY requcedT. . Longitudinal phase fluctuations are not consid-
critical behavior®*! The standard theory for the 2BY  gred here, since the thermal ones are weak and the quantum
model, the Berezinskii-Kosterlitz-ThouletBKT) renormal-  ones, while leading to a sizable renormalization of the phase
ization group theory”~**should thus describe these materi- gtitfnessl4-16 are temperature independent. What is more
als outside of the narrow critical range?’"**Also, recent  pelow we obtain most of the observed reduction of the su-
transport measurements for a gate-doped Cuﬁm’"ﬁ‘ only  perfluid density at low temperatures from quasiparticle ef-
a single superconducting Ca(plane show essentially the facts alone, suggesting that quantum phase fluctuations may
same doping dependence Bf as found for bulk materials. pe |ess important. Then, we consider the dynamical case

In BKT theory, the phase transition is due t@nsverse - and use dynamical BKT thedty**to find the renormal-

phase fluctuation$v0rtices). It predicts_a transiti(_)n due to ized phase stiﬁnesss?(w)/m* and compare the results with
the unbindung of fluctuating vortex-antivortex pairs at a tem'experimenté?’

peratureT.<T; , where the renormalized phase stiffness

jumps to zero. Thermdbngitudinal phase fluctuations have

been found to be weak *° except close to a higher transi- Il. STATIC CASE

tion temperature obtained neglecting vorti¢given by T? if

only Gauseian Ioegitqdieel phase quctuations*are taken int(,'_,hat the superconducting properties are determined by a
account. SinceT, is significantly smaller thaif , thermal single CuQ plane. The simplest model believed to contain

longitudinal phase fluctuations can be neglectedi&T..  the relevant strong correlations is the 2D one-band Hubbard
In the early days of HTSC's, BKT theory was invoked to ,0del®® We here start from the Hamiltonian

interpret a number of experiments on bulk samffeé® Re-
cently, two experiments have lent strong additional support
PR 50
to the BKT description: First, Corsost al>* have measured H=— 2 t--(CTUC,-,,+CJ-TUCi(,)+U Z nini . (D)

Transport measurements for a gate-doped cuffratew

the complex conductivity of underdoped,Br,CaCyOg, s (Do
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Here,c! creates an electron with spinon sitei, U denotes

7T o]
the on-site Coulomb interaction, amgl is the hopping inte- IM xsoco(d, @)= NJ:OOdw' [f(o)—fo'+w)]
gral. Within a conserving approximation, the one-electron
self-energy is given by the functional derivative of a gener-

ating functionald®, which is related to the free energy, with X; [N(k+0,0"+ o) N(k,0")
respect to the dressed one-electron Green funofipr®,
= 8D[H]/5G.%° On the other hand, the dressed Green func- A (k+g,0 +tw)Ai(ke)]. (7

tion is given by the usual Dyson equati'g’rrlzggl—'z N Here, N(k,w) = Ao(k, )+ As(k,w), and the real parts are
terms of the unperturbed Green functigg of the kinetic  cajculated with the help of the Kramers-Kronig relation. The
part of H a_IonBa. These equations determine the dressegpstracted terms iiPs and P, remove double counting,
Green fU”Ct'OT?- L o aeasge which occurs at second order. The spin fluctuations are found
The T-matrix’ or FLEX approxmatlpﬁ' is distin- {5 dominate the pairing interaction. The numerical calcula-
guished by the choice of a particular infinite subset of laddegjgns are performed on a square lattice with 2556 points
and bubble diagrams for the generating functioal The i, the Brillouin zone and with 200 points on the realaxis
dressed Green functions are used to calculate the charge a{]H to 16t with an almost logarithmic mesh. The full momen-
spin susceptibilities. From these a Bgrk-Schrleﬁer—?ﬁpe tum and frequency dependence of the quantities is kept. The
pairing interaction is contructed, describing the exchange ofonyolutions ink space are carried out using fast Fourier
charge and spin fluctuations. In a purely electronic pairing ansformation. The superconducting state is found to have
theory a self-consistent descrlptlon is required because t 2 2-Wave symmetryT* is determined from the linearized
electrons not only form Cooper pairs, but also mediate th ap equation
pairing interaction. The quasiparticle self-energy component A field-theoretical derivation of the effective action of

X, (»=0, 3, 1) with respect to the Pauli matricesin the  paqe fiyctuatioi€? % shows that the phase stiffness for

Nambu r_epresentat|o7rﬁ €., XO__w(l Z) (renormaliza- frequencyw=0 is given by the 3D static superfluid density
tion), X3=¢ (energy shift, andX,= ¢ (gap parametérare jided by the effective massig(x,T)/m*. This quantity is

given by given by
1 o0
[ L’ L’ n 2
Xu(kow)= G 2 | dQPy(k—k',0)=P(k—k' Q)] s -y, ®
m*  we
xf do’ 1(0,Q,0") AK o). (2 With
_ * N,S
Here, the plus sign holds fof, and X3 and the minus sign Ins= fo do oy ™(w), ©)
for X;. The kernell and the spectral functions, are given N, S L
by where oy (o7) is the real part of the conductivity in the
normal (superconductingstate. Here we utilize thé&sum
f(—w)+b(Q) f(o')+b(Q) rule [5dw o1(w)=me?n/2m* wheren is the 3D electron
(0,Q,0")= o 0-u otisi0-a (3)  density. The interpretation of Eq8) is that the spectral
ol @ oTl @ weight missing from the quasiparticle backgroundoifw)
1 akw) for T<T} must be in the superconductidyfunction peak.
A (k,w)=— —Im——"> (4) o(w) is calculated in the normal and superconducting
7 D(k,o) states using the Kubo formfz®®
whereag=wZ, az=¢+ &, a;= ¢, and 22 7 [
=——| do'[f(o)—f(o'+
D=(wZ)*~[ec+ &1~ ¢ § 7T o) SetienTierre]

Here,f andb are the Fermi and Bose distribution functions, 1 5 ) , ,
respectively. We use the bare tight-binding dispersion rela- N ; (Vicx T Uiy IN(K,@" + @) N(k,0")
tion for lattice constana=b=1,

+A(k,0'+w) Ai(k,0')], (10

wherev, ;= de/Jk; are the band velocities within the CuO
The band filling n=1/NZn, is determined with the plane andc is thec-axis lattice constant. Vertex corrections
help of the Kk-dependent occupation number are neglected.

n=2J7_.do f(w)N(k,w), which is calculated self- The superfluid densityphase stiffnegsng/m* obtained
consistently.n=1 corresponds to half filling. The interac- in this way is shown in Fig. 1 for the three doping values
tions due to spin and charge fluctuations are givenPQy =0.091 (underdopej] x=0.155 (approximately optimally
=(2m) " TUZIm (3xs— xs0) With xs=xs0 (1—Uxs) "t and  doped, andx=0.222(overdopedl The figure also shows fits
P.=(27) TUZ1Im (8xc— xco) With xe=xco (1+Uxc) 1. to the data at a given doping level, where we assume the
In terms of spectral functions one has form InngT)/m* =ay+a,In(TF —T)+a, (T —T)+---, i.e.,

€= 2t (2— cosk,— cosky,— u). (6)
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FLEX approximation yields \3(0)/\3(T)=T*—T. The
® x=0.091 same power law has been found experimentally by Kazhal
0 x=0185 1 al.%® It has been attributed to critical fluctuations starting
* x=0222 " . .
about 10 K below the transition temperati?é’since it co-

incides with the critical exponent expected for the ¥
model. We here obtaithe samepower law from the FLEX
approximation, which is purely 2D and does not contain
critical fluctuations. Instead this rapid increasengé 1/\2
below T¢ is due to the self-consistency, which leads to a
more rapid opening of the gap than in BCS theory. We thus
conclude that, while critical 3IXY fluctuations are expected
, N\ , in a narrow temperature rang&3' they are not the origin of
0 20 40 60 the observed power law on the scale of 10 K.

temperature T (K) Now we turn to the renormalization afs due to phase
(vortex fluctuations. The BKT theory describes the unbind-
ring of thermally created pancake vortex-antivortex p#irs.
The relevant parameters are the dimensionless stifffess
and the core enerdy,. of vortices. The stiffness is related to

FIG. 1. Static superfluid density as a function of temperature fo
three values of the doping(symbols. The solid curves are fits of
power laws with logarithmic corrections as explained in the text.
The intersection ofng(T)/m* with the dashed line represents a

. ipe . . n.b 71
simplified criterion for the BKT transition temperatufe . s DY

a power-law dependence close® with logarithmic cor- K(T) = 852 ng(T) d 11
rections. We use the fits to extrapolateTie-0. The results (M=4 m* 4’ (1)

show thatTg depends orx only weakly in the underdoped
regime but decreases rapidly in the overdoped. We comwhere 8 is the inverse temperature amtlis the average
back to this below. Furthermorey,/m* increases much spacing between CuQayers. Since we use a 2D model to
more slowly belowT} in the underdoped regime and ex- describe double-layer cuprates, we déd half the height of
trapolates to a smaller value &t=0. the unit cell of the typical representative YE&a,04. . The

We have also calculatel in units of the total hole den- stiffnessK is also a measure of the strength of the vortex-
sity n, shown in Fig. 2, finding thahg/n is significanly re- antivortex interactionV=2mkgTKIn(r/ry). Here,r, is the
duced below unity, in agreement with experiments but inminimum pair size, i.e., twice the vortex core radius, which
contradiction to BCS theory. The reduction is strongest foris of the order of the in-plane Ginzburg-Landau coherence
the underdoped case. Our results show that spin fluctuatiogngth¢,;,. For the core energy we use an approximate result
can explain most of the observed reductionngf without by Blatteret al,** E.= 7ksT K Ink, wherex is the Ginzburg
invoking longitudinal phase fluctuations. Also note thais ~ parameter. Starting from the smallest vortex-antivortex pairs
linear in temperature fof —0 because of the nodes in the of sizer,, the pairs are integrated out and their effect is
gap. This is a quasiparticle effect independent of phase flughcorporated by an approximate renormalizatiofkand the
tuations. The inset in Fig. 2 shows/(0)/\3(T), where the fugacity’” y=e™#%. This leads to the Kosterlitz recursion
penetration depth fs\ocn_*2, as a function ofi* —T. The  relations

Y 2=y 12
22— m ,
_ Sz d
~,04 =
:\ me 0.1 d_K:_4,ﬂ.3 2K2 (13)
B < di e
&
g 0-0 wherel =In(r/ry) is a logarithmic length scale. Far>T,, K
S g2 f goes to zero fot—oo, so that the interaction is screened at
5 large distances and the largest vortex-antivortex pairs un-
s ® x=0.091 bind. The unbound vortices destroy the superconducting or-
® O x=0.155 der and the MeiRRner effect and lead to dissipafioRor T
¢ x=0222 <T., K approaches a finite valu&g=Ilim,_..K, andy van-
0.0 0 2‘0 4'0 * 6‘0 ishes in the limitl - so that there are exponentially few
temperature T (K) large pairs and they still feel the logarithmic interaction.

Bound pairs reducK and thusng, but do not destroy super-

FIG. 2. Ratio of superfluid density to total hole density for the conductivity. AtT., Kg jumps from a universal value of 2/
same doping valuex as in Fig. 1. The inset showa®(T  to zero. The values of . shown below are obtained by nu-
=0)/\3(T)=n3HT)/n¥%T=0), where\ is the London penetra- merically integrating Eqs(12) and (13) with ng taken from
tion depth, as a function ofT§ —T). an interpolation between the points in Fig. 1. It turns out that
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80 ‘ ‘ , Phase fluctuations lead to a downturnTgfin the under-
nim % doped regime. However, this reduction is not as large as
e Tx experimentally observed and our vale 0.14 for the opti-
70 - * 1 mal doping is accordingly smaller than the experimental one
’ of x~0.16."® We suggest that one origin of this discrepancy
is the neglect of the feedback of phase fluctuations on the
electronic properties. Another expected effect is the renor-
malization of the stiffness by longitudinal quantum phase
fluctuations**~1®While the effect of quantum fluctuations is
in itself temperature independent, a uniform reduction of
ng/m* would move the intersection with the straight line in
Fig. 1 to the left and thu3 . to lower temperatures, in par-
ticular in the underdoped regime.

Figure 3 also shows the superfluid densitf0)/m* ex-
trapolated tol =0, scaled such that it approachEsin the

FIG. 3. Temperature scales of the cuprates as functions of doginderdoped regime. The density increases approximately lin-
ing x. Here T, (solid circles is the transition temperature obtained €arly with doping except for the most overdoped point,
from the FLEX approximation with phase fluctuations included byWhere it turns down again. This behavior agrees well with
means of BKT theory. AT* (open circles Cooper pairs start to angle-resolved photoemissiddRPES results of Fenget
form locally; this temperature is given by the transition temperatureal.”” and with recentuSR experiments of Bernharet al.”®
obtained from the FLEX approximation with spin fluctuations In Ref. 78 a maximum img at a unique doping value of
alone. The long-dashed curve shoWgresulting from a criterion  x,,,,~0.19 is found for various cuprates, while we obtain
appropriate for the 3DXY model (Ref. 6 and 74 see text. The x_..~0.20. Our results are consistent with the Uemura
crosses show the superfluid densiphase stiffnessns(T=0)/m*  scalind T.xng(0) in the heavily underdoped regime and
for comparison. This curve has been scaled so that it agreeSwith \yith the BCS-like behavioff;~T* = A, in the overdoped
in the underdoped regime. limit. T, interpolates smoothly between the extreme cases.
We findT.<T% even for high doping, sinces(T) andK(T)
continuously go to zero &} so that Eq(14) is only satis-
fied at a temperatur€.<Tg . The results for the overdoped

60 -

temperature 7 (K)

40

0.1 0.15 0.2
doping x

the renormalization oK for T<T, is very small so that one
obtainsT. from the simple criterion

> Ny(To) 2 4kgT case may be changed if amplitude fluctuations of the order
K(Tg)=— or — == B c (14)  parameter and their mixing with phase fluctuatiGnare
™ m* T f2d taken into account. Amplitude fluctuations are governed by

A, which becomes smaller than the energy scale of phase
fluctuations in the overdoped regime.

The situation is complicated by the Josephson coupling
between Cu@layers. This coupling leads to the appearance
of Josephson vortex lines connecting the pancake vortices
between the layer¥. They induce dinear component in the
energy of vortex-antivortex pairs connected by a Josephson
vortex. This contribution becomes relevant at separations
larger than A=d/e, where €<l is the anisotropy
K, (15 parametef! A acts as a cutoff for the Kosterlitz recursion

relations and eventually leads to an increase ofelative to

the BKT result T2®T and to the breakdown of 2D theory
In Fig. 3 we plot the transition temperatufg and the tem-  close to the transitioR®’~° The experiments of Corson
peratureT? where Cooper pairs form. For decreasing dopinget al%° also show that the BKT temperatufé " extracted
x, T¢ becomes nearly constant and decreases slightly for thgom the data is significantly smaller than the actial.
lowest doping level, consistent with the strong decrease ofhus within our modelT, as calculated above is a lower
the onset temperature of vortex effects at even lower dopingound of the true transition temperature.
found by Xu et al®*** On the other handT, turns down We can obtain an indication of the importance of Joseph-
again in the underdoped regime. This reductioff pfelative  son coupling by considering the extreme opposite case of an
to T by vortex fluctuations is reminiscent of the reductionisotropic model. The long-dashed curve in Fig. 3 corre-
found by Babaev and Kleinef?, starting from a BCS-type sponds to values of . obtained for the three-dimensional
Hamiltonian, for the crossover from weak to strong coupling.XY  model®’  They result from ng(T.)/m*
We have also calculated der superconducting gapex-  =(1/2.2) &gT./%2d, which should be compared to Eq.
trapolated tor =0 (not shown. Ag is here defined as half the (14). This expression follows from a high-temperature ex-
peak-to-peak separation in the density of states. We find agpansion for the isotropic three-dimensioXaf model’* This
proximately Ay« T% . gives only an approximate upper bound, sinceXtdtemodel

for the unrenormalizedstiffness with an error of less than
1%. Equation(14) is satisfied at the intersection of the
ng(T)/m* curves with the dashed straight line in Fig. 1.

From BKT theory we obtain two important quantities: the
transition temperatur@, and the renormalized stiffne&s;,
which determines the renormalized superfluid deng@hase
stiffness

R
Ng 4

m*  Bh3d
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FIG. 4. Temperaturd™* at which a small suppression of the N .

density of states at the Fermi energyeak pseudogapappears. FIG. 5. Transition temperatures in the presence of a normal-state
The temperature? andT, from Fig. 3 are also shown. The inset Pseudogap. The open squares show the transition tempefiture
shows the suppression of the density of stétesrbitrary units for ~ obtained from the FLEX approximation with&wave pseudogap
x=0.155 andT=4.5T* (solid line), T=2.3T*~T* (dashed ling in the normal-state dispersion. The amplitude of the pseudogap is
andT=1.01T* (dotted line. taken from experimentéRefs. 81 and 82 The open circles show

¢ the corresponding values without a pseudogap; see Fig. 3. The solid

is not fully equivalent to a superconductor, quite apart from; - > denofé in the presence of the pseudogap and with phase
.y q P g 4 p fluctuations included, assuming the two effects to be independent.
the coupling to the electromagnetic field: TH¥ model only

. . L - The solid circles show the corresponding results without
contains a single energy scale, Wh|_ch is pr(_)portlonal to th%seudogap. The inset gives the phase stiffmega* for the dop-
stiffnessK. The vortex core energy is thus fixed By But

v A - ing x=0.122 with (lower curve and without (upper curve the
the core energy in superconductors is an independent energyedogap. Intersections with the dashed line give the simple crite-

scale different from this valu®. This approximate UpPer rion (14) for T,. One clearly sees that a normal-state pseudogap

bound indicates that Josephson coupling does not change Gytreases the effect of phase fluctuations due to the slow increase of
qualitative results. ng/m* belowT% .

The feedback of phase fluctuations on the electrons is not
included in our approach. We expect the phase fluctuations in ] ) _ _
this regime to lead to pair breakifigdowever, simulations =420 (COSk—cosky) included in the normal-state dispersion.
of the XY model suggest that this feedback is rather wiak. The doping-dependent amplitudg is chosen in accordance
Neglecting the feedback, the electronic spectral functiotVith ARPES experiments by Marshait al® and by Dinget
shows the unrenormalized superconducting gapTior T al.32 The results are shown by the open squares in Fig. 5. The
<T*. Since there is no superconducting order in this recurve merges with thd¢ curve without pseudogaopen
gime, we identify this gap with thdstrong pseudogap, circles atx=0.155, since here the pseudogap is experimen-
which thus is automaticallyd,> ,»-wave like and of the tally found to vanisi*®? It is apparent thafly is indeed
same magnitude as the superconducting gaffoff.. Thus  strongly reduced in the underdoped regime. Thus this
in this picture the pseudogap is due to local Cooper paidensity-of-states effect is a possible alternative explanation
formation in the absence of long-range phase coherence. P4 the observed downturn df, .
breaking due to phase fluctuations should partly fill in Next, we consider phase fluctuations in the presence of a
this gap. normal-state pseudogap. THe., values naively obtained

Figure 4 showsT, T, andT* on a different tempera- from BKT theory for this case are shown in Fig. 5 as the
ture scale.T* is the highest temperature where a weaksolid squares. Phase fluctuations redigeeven more, in
pseudogap is obtained from FLEX, i.e., where the density oparticular forx=0.122. This is due to the fact that the phase
states at the Fermi energy starts to be suppressed. The inséiffnessns/m* increases much more slowly beloW in
shows this suppression for=0.155. The temperaturé* the presence of a pseudogap, as shown in the inset of Fig. 5,
becomes much larger than, in the underdoped regime, in even if T; is only slightly reduced. The small stiffness
agreement with experiments. makes phase fluctuations more effective. However, in this

To conclude this section, we discuss the effect of apicture the reduction of is probably overestimated: Above,
normal-state pseudogap due to a mechanism other than incare have explained the pseudogap as resulting from incoher-
herent Cooper pairing. Let us assume a suppression of thent Cooper pairing. This contribution to the pseudogap must
density of states close to the Fermi surface in the normahot be incorporated into the normal-state dispersion to avoid
state, e.g., due to the formation of a charge density Wave. double counting. This would increase the resultTgr It is
This decreases the number of holes available for pairing andlearly important to develop a theory that incorporates phase
should thus reducé&.. To check this, we have performed fluctuations, spin fluctuations, and possibly the charge den-
FLEX calculations with a pseudogap of the forth,  sity wave on the same microscopic level. However, the in-
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10 - - - frequency scale, which turns out to be the low-temperature

! superconducting gap, is reduced. We find a finite phase
8| ! 1 stiffness atw>0 even forT=T{ . At first glance this is

| surprising, since the phase is not well defined fo+0.

' Indeed, using a Ward identity one can show that the Gaussian
part of the phase action vanishes Tor T} .83 However, the
phase action contains a contribution from the time derivative
of the phase besides the stiffness term. While the total action
vanishes, each term on its own does not. Thus the stiffness is
finite but has no physical significance foET; .

T=T, ~ 66.5K v=0.122 Even slightly belowT? , ng(w=0)/m* obtains a signifi-
. - - cant finite value, leading to the Meil3ner effect, and there is a
0 0.1 02 0.3 0.4 considerable redistribution of weight from energies roughly
frequency w/t above twice the low-temperature maximum gap,2to en-
FIG. 6. Frequency-dependent phase stiffme¢s)/m* for dop-  €rgies below A,. This redistribution increases with decreas-
ing x=0.122 (underdopel and temperatures kgT/t  INg temperature. Also, a peak develops slightly belay
=0.012,0.015,0.016,0.017,0.018, 0.019, 0.0195, 0.02, 0.02090llowed by a dip around 2, this structure being most
0.021, 0.0215, 0.022, 0.0225, 0.0@8ith decreasingng(0)/m*]. pronounced in the underdoped case. SiAgeis smaller in
Heret=250 meV is the hopping integral. The frequency is given inthe overdoped regimey(w)/m* changes more rapidly for
units oft (A =1). At T5 ~0.023t/kg=66.5 K, Cooper pairs startto smallw in this case. It is of course not surprising thatgis
form. BelowT? there is a marked transfer of weight from energiesthe characteristic frequency of changesng(]w)/m* related
above 2\, to energies below, wheu, is the maximum gap atlow to the formation of Cooper pairs.
temperatures as obtained from the FLEX approximation. We now turn to the question of how phase fluctuations
. ] ) affect the dynamical phase stiffnesg w)/m*. This requires
clusion of vortex fluctuations in a FLEX-type theory on g dgynamical generalization of BKT theory, which was first
equal footing with spin fluctuations would be a formidable developed by Ambegaokat al3*5! Here, we start from a
task® heuristic argument for the dynamical screening of the vortex
interaction>! An applied electromagnetic field exerts a force
I1l. DYNAMICAL CASE on the vortices mainly by inducing a superflow, which leads
to a Lorentz force on the flux carried by the vortices. On the
other hand, moving a vortex leads to dissipation in its core
and thus to a finite diffusion constabt, ,3* which impedes
ts motion. If one assumes a rotating field of frequergy
small vortex-antivortex pairs will rotate to stay aligned with
n 1 the field. Large pairs, on the other hand, will not be able to
s . IS . : i
—=—limw o)), (16) follow the rotation and thus become ineffective for the
m*  e%,_o screening. A pair can follow the field if its component vortex
and antivortex can move a distancerr2during one period
T,=2w/w. During this time a vortex can move a distance of

T~ 35K

2A

In this section, we calculate tltgynamicalphase stiffness,
which is the quantity obtained by Corsat al>® We first
note that the superfluid density can also be obtained from th
imaginary part of the conductivity,

as can be shown with the help of Kramers-Kronig relations

o L .
We have recalculateds/m* in this way and find identical about the diffusion length/D, T, = 27D, /w, S0 that the

results compared to E@8). ritical le for th - cize i
The phase stiffness has also been obtained at nonzero frglitical scale for the pair size 1s

quencies using field-theoretical methd#4-¢ For small

wave vectorg—0, ro= D, : (18
@ 27w
ns(w) 1 S, . . . .
=—woyw). (17)  Only vortex-antivortex pairs of size<r,, contribute to the
m* e? screening. Hence, we cut off the renormalization flows at this

H H H = *
The imaginary partrg(w) of the dynamical conductivity is length scale. To avoid an unphysical kmknﬁ(w)/m we

, R _ w22
obtained from the FLEX approximation for the dynamical Us€ the smooth cutoff® =rg+rg.
current-current  correlation function using the Kubo The diffusion constant of vortices is not easy to calculate

density. Note also that; “%(w) is no longer proportional to nd Stephéft yields
the penetration depth of a magnetic field—ter 0 there is 5.2
also a contribution from theeal part of the conductivity, i.e., DOZZWC Eappn keT
the normal skin effect. v ¢(2)7:I

The resulting phase stiffnesg(w)/m* is shown in Fig. 6
for x=0.122(underdopeplat various temperatures. At higher where ¢ is the speed of lighté,,~r/2 is the coherence
doping the resultgnot shown are similar, only the typical length, p, is the normal-state resistivitypo=hc/2e is the

: (19
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‘TO)
< NN
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‘o "‘::;\\
3 100 GHz NN
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2 600 GHz
-
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FIG. 7. Phase stiffness{(w)/m* renormalized by vortex fluc- FIG. 8. Renormalized phase stiffnes »)/m* for x=0.122 as

tuations forx=0.122 at temperaturdg; T/t=0.016, 0.017, 0.018, 4 fynction of temperature for frequenciés 100 GHz, 200 GHz,
0.019, 0.0195, 0.02, 0.0205, 0.021, 0.0215, 0.022, 0.0B2&vy 600 GHz(heavy solid lines The unrenormalized stiffness is shown

solid 2"”99- The vortex diffusion constant has been chosen as;s dashed lines. The dotted line represents the approximate crite-
D, /r5=10" s™*. The unrenormalized stiffness is shown as dashedion, Eq.(14), for the (w=0) BKT transition.

lines; these are the same data as in Fig. 6. Note the expanded fre-

guency scale. The highest frequency used by Coesah. (Ref. 50 ) ) )
is indicated by the vertical dotted line. For T<T, (the upper six curvesthe static renormaliza-

tion has been found to be small; see Sec. Il. The renormal-
ization at finitew is even weaker so that the renormalized
stiffness is in practice identical to the unrenormalized one,
which has only a weak frequency dependence for down
agreement with Ref. 50.

superconducting flux quantum, ambis an effective layer
thickness. In the renormalization the quant@y/r3 enters,
which according to Eq(19) is linear in temperature. In the
presence of a high density of weak pinning centers the dif

fusion constant becom@sDU:DS exp(—E, /ksT), whereE, WhenT is increased aboveé, (the lower five curves in

is the pinning energy. Matters are complicated by the obselj-:'g' 7, a strong re_normall_zatlon of the stifiness due _to phase
vation that E, depends on temperature. Rogezsal % flugtuatlons set§ in starting at very low frequencies. The
find Ep(T)wEg(l—T/Tz) with Eg/kB%12OO K for MeiRRner effect is thus destroyed for dl>T, by the com-

Bi,Sr,CaCy0g, 5. Absorbing the constant term in the ex- paratively slow vortex diffusion. With increasing tempera-

ponent into the prefactor, the result for the diffusion constanture the onset of renormalization shifts to higher frequencies.
in natural units is At frequencies above this onset, the vortices cannot follow

the field and thus do not affect the response, as discussed
above. The onset frequencies are always much smaller than
&%C Ee '{_ E_?,) 20 2A,. The features at the energy scal&2shown in Fig. 6,
rg VA kgT)’ which are due to Cooper-pair formation, are unaffected by
phase fluctuations and show no anomalityf at They vanish

whereC, is a dimensionless constant. However, such a Iargé’n'y. atTe T . .
value of EJ would lead to a sharp, steplike dependence of Finally, in Fig. 8 we plot the renormahzeruﬁ(@/m for
ny(w)/m* on temperature, in contradiction to the smoothX=0.122 as a function of temperature fo_r various frequen-
behavior shown in Fig. 4 of Ref. 50. In view of these diffi- Ci€S. This graph should be compared to Figs. 2 and 4 of Ref.
culties we treaD, /r2 as a constant parameter and discuss?0—note that the quantity, given there is proportional to
the dependence db, below. ng/m*. We note that Corsomt al>® assume a thermally
To find the effect of phasévortex fluctuations on the activated density of free vortices;>exp(—E;/T), for T not
phase stiffness, the recursion relatigh® and(13) are now too close to the BKT transition temperature, and a
integrated numerically up to the cutdfeIn(r/r), which de-  temperature-independent diffusion constdnilere, we in-
pends oD, /r2. The resulting renormalized phase stiffnessStéad integrate the recursion relati¢hg) and(13) explicitly
nR(w)/m* for constantD,/r3=10' s™* and x=0.122 is  up to the dynamical length scaleso that we do not have to
plotted in Fig. 7. Other values @, give similar results. Of make an assumption om;. One sees that even &t
course, faster vortex diffusion shifts the features at giver=600 GHz the broadened BKT transition is still much nar-
temperature to higher frequencies. The dashed lines denotewer than found by Corsoet al>® From Eqs.(19) and(20)
the unrenormalized stifiness, i.e., the same data as in Fig. @, is clear that the diffusion constam, /r§ increases with
albeit on an expanded frequency scale. The highest frecemperature. In the presence of pinning it increases rapidly
qguency used in Ref. 50 (600 GHz) corresponds attt around kBT~Eg. Since a larger diffusion constant, i.e.,
~0.01, also indicated in Fig. 7. more mobile vortices, leads to stronger renormalization, the
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transition in Fig. 8 would becomeven sharpeiif DU/rS renormalized static phase stiffnesg(w:O)/m* vanishes,
were an increasing function of temperature. leading to the disappearance of the Mei3ner effect. The ideal
Our results show that dynamical BKT theory togetherconductivity is also destroyed by free vorticds. is signifi-
with Bardeen-Stephen theory for vortex diffusion and naturakantly reduced compared to the transition temperafifre
assumptions on pinning doe®t agree quantitatively with  that would result from spin fluctuations alone. Thedeter-
the experimental resultS.We conclude that the finite-size mined from spinand transverse phas@ortey fluctuations
effect apparent in the experimental data is not only due to thehows the experimentally observed downturn in the under-
finite diffusion length. Another possible source is the inter-doped regime and shows a maximum at optimum doping.
layer Josephson coupling, which leads to the apperance iill, our approach does not explain the full reductionTof
the Josephson length as an additional length scale, as dis-\We believe that a further reduction @f. results from(a)
cussed abové. This length scale leads to a cutoff of the |ongitudinal quantum phase fluctuatiorb) the breaking of
recursion relations dt-In(A/rg), which becomes small close Cooper pairs by scattering with phase fluctuations, émd
to T} due to the divergence of,~ &,;, (neglecting the feed- competing instabilities that reduce the density of states in the
back of phase fluctuations on the quasiparticl&his broad- normal state, for example a charge-density wave. Since the
ens the transition but cannot easily explain the observed frdatter effect also suppresses/m*, phase fluctuations can
quency dependence. On the other hand, the experimentaécome even more effective and reddgefurther. It would
observation that the curves for various frequerfisgart to  be desirable to include the pair-breaking effect of phase fluc-
coincide where the phase stiffness agrees with the universalations and the possible formation of a charge-density wave
jump criterion (14) supports an interpretation in terms of on the same microscopic level as the spin fluctuatfons.
vortex fluctuations. We suggest that a better description of For T, <T<T} , where phase-coherent superconductivity
the interplay of vortex dynamics and interlayer coupling isis absent, phase fluctuations lead to a strong renormalization
required to understand the data. of ng/m* at frequencies much smaller than@ Our results
Note that the origin of the discrepancy may also lie in theshow the same trends as found in conductivity
FLEX results fomg(w)/m*, which do not include all effects measurement®. However, a three-dimensional description
of temperature-dependent scattering on the conducix®  of vortex dynamics might be required to obtain a more quan-
and in the omission of the feedback of phase fluctuations ofitative agreement. Local formation of Cooper pairs still
the electronic properties. Another effect neglected here is thgikes place in this regime. This leads to a strong pseudogap
possible coupling to a charge-density wave perhaps takingf the same magnitudd, and symmetry as the supercon-

the form of dynamical stripes. ducting gap belowl .. We also find a frequency dependence
of ng(w)/m* at higher frequenciespy=A,, which is very
IV. SUMMARY AND CONCLUSIONS similar to the superconducting phase. These features vanish

In the present paper we have obtained the characteristl%nIy arou_nd'l_';‘ : Fmally,_ for To <T<T* there IS a weak
energy scales of hole-doped cuprate superconductors fromSyPPression in the density of states. at the Fermi energy. Our
theory that includes both spin and Cooper-pair phase fluctu esults reproduce several of the main features common to all
tions. The former are described by the FLEX approximation, ole-doped cuprate supgrconducto_rs. We conclude that the
whereas the latter are included by means of the BerezinskingCh_ange of spin fluctuatlons,_ mOd_'f'ed by strong supercon-
Kosterlitz-Thouless theory, taking the FLEX results as input.d_UCt'ng phase(vqrtex) fluctu_at|ons in the under(_jo_peq re-
Phase fluctuations mainly take the form \adrtex fluctua- gime, is the main mechanism of superconductivity in cu-
tions, since Gaussian phase flucuations have a large enerBV"teS'
gap. Vortices lead to the renormalization of the phase stiff-
nessng(w)/m* to nS(w)/m*. The stiffness al —0 shows a
maximum at a doping level at~0.2, in good agreement We would like to thank I. Eremin, H. Kleinert, F. Sdieg
with experiments® At the transition temperaturd, the  and D. Straub for helpful discussions.
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