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Coexistence of superconductivity and magnetism in Ca1−xNaxFe2As2: Universal suppression
of the magnetic order parameter in 122 iron pnictides
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We present a detailed investigation of the magnetic and superconducting properties of Ca1−xNaxFe2As2 single
crystals with x = 0.00, 0.35, 0.50, and 0.67 by means of the local probe techniques Mössbauer spectroscopy
and muon spin relaxation experiments. With increasing Na-substitution level, the magnetic order parameter
is suppressed. For x = 0.50 we find a microscopic coexistence of magnetic and superconducting phases
accompanied by a reduction of the magnetic order parameter below the superconducting transition temperature
Tc. A systematic comparison with other 122 pnictides reveals a square-root correlation between the reduction of
the magnetic order parameter and the ratio of the transition temperatures Tc/TN , which can be understood in the
framework of a Landau theory. In the optimally doped sample with Tc ≈ 34 K, diluted magnetism is found and
the temperature dependence of the penetration depth and superfluid density are obtained, proving the presence
of two superconducting s-wave gaps.
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I. INTRODUCTION

Since the discovery of superconductivity in iron pnic-
tides [1], their electronic phase diagrams, characterized by
a close proximity of magnetic and superconducting phases,
have been explored in great detail. Of particular interest
are the regions of the phase diagrams showing a crossover
from magnetic order to superconductivity. Magnetic spin
fluctuations, in particular if enhanced in the vicinity of a
magnetic quantum critical point, can play an important role
in the formation of Cooper pairs. In addition, the interplay of
both magnetic order and superconductivity can lead to a phase
with microscopic coexistence of both ground states [2–6]. As
both states compete for the same electrons at the Fermi surface,
the magnetic order parameter may be reduced below Tc [4–6].
In this work, we studied the system Ca1−xNaxFe2As2. The
parent compound CaFe2As2 shows spin density wave order
below the Néel temperature TN = 165 K [7]. The magnetic
phase transition is accompanied by a structural phase transition
from a tetragonal to an orthorhombic structure [8]. Increasing
the Na amount in Ca1−xNaxFe2As2, the magnetostructural
phase transition is suppressed until it vanishes at a critical
Na concentration x ≈ 0.35 [7]. Superconductivity is found for
x � 0.3 with a maximum of Tc ≈ 34 K at an optimal doping of
x ≈ 0.66. However, the interaction of superconductivity with
the magnetic spin density wave in the region of 0.3 � x � 0.35
has not been conclusively determined.

We studied the magnetostructural phase transition as well
as both the superconducting and the magnetic order parameter
and their interaction for different Na-substitution levels. We
find a suppression of the magnetostructural phase transition
upon Na substitution.
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For x = 0.35 and 0.50, microscopic coexistence of mag-
netic order and superconductivity is observed. For the latter
Na-substitution level, a reduction of the magnetic order param-
eter is observed below the superconducting transition tempera-
ture. A systematic comparison with other 122 pnictides reveals
a square-root correlation between the reduction of the magnetic
order parameter and the ratio of the transition temperatures
Tc/TN , which can be understood in the framework of a Landau
theory.

For x = 0.67, two superconducting gaps with s-wave
symmetry can be deduced from the temperature dependence
of the superfluid density.

II. EXPERIMENT

We examined mosaics of Ca1−xNaxFe2As2 single crystals,
which were grown by the self-flux technique as described by
Johnsten et al. [9]. The samples were characterized by energy-
dispersive x-ray spectroscopy (EDX), x-ray diffraction (XRD),
susceptibility, magnetization, and specific-heat measurements.
The stoichiometry of the examined samples is x = 0.00, 0.35,
0.50, and 0.67 as determined by EDX. A characterization
of the magnetic properties was performed using SQUID
magnetometry in large and small external magnetic fields.
Mössbauer spectroscopy (MBS) experiments were performed
in transmission geometry in a temperature range between 4.2
and 300 K using a CryoVac Konti IT cryostat. As the γ source,
a 57Co in rhodium matrix was used.

The single crystals were aligned with the crystallographic
c axis along the γ direction. To analyze the data, the hyper-
fine Hamiltonian including electric quadrupole and magnetic
hyperfine interactions was diagonalized. In the paramagnetic
temperature regime, the spectra were described by a doublet
pattern, whereas in the magnetically ordered state a sextet
pattern was used. The magnetic order parameter is deduced
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from the 57Fe magnetic hyperfine field Bhf. The isomer shift δ

is given with respect to α-Fe.
Muon spin relaxation (μSR) experiments were performed

at the πM3 and PiE1 beamlines of the Swiss Muon Source
at the Paul Scherrer Institut, Switzerland, using the GPS and
DOLLY spectrometers. The single crystals were aligned with
the crystallographic c axis along the muon beam. Positively
charged muons μ+, which are nearly 100% spin polarized
due to parity violation during the pion decay, are implanted
in the sample and thermalize at interstitial lattice sites, where
they radioactively decay with a lifetime of 2.2 μs into two
neutrinos and one positron. As the muon decay involves the
weak interaction, where parity conservation is violated, the
positron is predominantly emitted along the direction of the
muon spin at the moment of the decay. Measuring the time-
resolved angular distribution of the emitted positrons allows
to extract the time evolution of the muon spin polarization
P (t). The initial muon spin was rotated by approximately
−45◦ with respect to the beam, which allows to measure
the time evolution of the muon spin polarization ⊥ c and ‖
c by analyzing the asymmetry of the up-down and forward-
backward detector pair, respectively. If not stated otherwise,
all presented measurements refer to the up-down detector pair.
The muon spin relaxation was measured for temperatures
ranging from 1.6 up to 300 K in zero field (ZF) and transverse
magnetic fields (TF) up to 130 mT. The μSR data were
analyzed using the MUSRFIT software package [10].

In a magnetically ordered material, the muon spin exhibits a
Larmor precession with a frequency νμ, which is related to the
local magnetic field B at the muon site by νμ = Bγμ/(2π )
(muon gyromagnetic ratio γμ = 2π × 135.5 MHz/T). The
muon spin precession can be described in single crystals using
the function [11]

P (t) =
N∑

i=1

P (νi)[Ai cos(νit)e
−λi

T t + (1 − Ai)e
−λi

Lt ], (1)

with N denoting the number of inequivalent muon sites
contributing to the μSR signal, weighted by P (νi). In the case
of 100% magnetic ordering,

∑
P (νi) = 1. Ai describes the

oscillating part of the signal. In contrast to powder samples,
where Ai = 2

3 due to spatial averaging, for single crystals
Ai ∈ [0,1]. λT , describing the damping of the oscillation, is
a measure of the width of the static field distribution, also
including dynamic contributions due to magnetic fluctuations.
The damping of the nonoscillating part, described by λL, is
caused by dynamic magnetic fluctuations only [12].

To study the superconducting properties of the sample with
μSR, a magnetic field μ0Hext was applied parallel or perpen-
dicular to the muon beam. In type-II superconductors, a vortex
lattice is formed for μ0Hc1 < μ0Hext < μ0Hc2 resulting in a
spatial magnetic field distribution [13]. This magnetic field
distribution causes an additional damping of the muon spin
oscillation, which can be modeled via additional Gaussian
terms of the form [13]

P (t) =
N∑

i=1

[Pi cos(γμBit + ϕ)e− 1
2 σ 2

i t2
]e− 1

2 σ 2
N t2

, (2)

FIG. 1. (Color online) Phase diagram of Ca1−xNaxFe2As2 ob-
tained by Mössbauer spectroscopy, muon spin relaxation, and
magnetic susceptibility measurements. The evolution of T 100%

N for
x > 0.50 is not known. The magnetic order is suppressed as a function
of the Na-substitution level x. The temperature width of the magnetic
phase transition 
T = T onset

N − T 100%
N increases as a function of x

due to the enhanced degree of disorder due to the Na substitution.
For x = 0.35, 0.50, and 0.67, nanoscopic coexistence of magnetic
order and superconductivity is found below Tc. The blue-red shaded
area denotes the temperature and Na-substitution level range, where
100% of the sample show magnetic order and parts (x = 0.35) or the
whole sample volume (x = 0.50) are superconducting.

where σi describes the damping due to superconductivity, σN

the damping due to nuclear magnetic dipole contributions, and
ϕ denotes the angle between the initial muon spin direction
and the positron detector. The second moment 〈
B2〉 of the
internal magnetic field distribution n(B) is given by [13]

〈
B2〉 =
N∑

i=1

Ai∑N
i=1 Ai

[(
σi

γμ

)2

+ (Bi − 〈B〉)2

]
(3)

and related to the London penetration depths λ by the
relation [14]

〈
B2〉 = 0.00371�2
0

1

λ4
, (4)

where �0 denotes the magnetic flux quantum. λ is related to
the Cooper pair density by ns ∝ 1/λ2.

Therefore, μSR allows to independently measure the
magnetic and superconducting order parameters via the de-
termination of the zero-field muon spin precession frequency
νi and the London penetration depth, respectively. Moreover,
μSR is able to distinguish between nonmagnetic and magnetic
volume fractions in the sample.

III. RESULTS AND DISCUSSION

The electronic phase diagram of Ca1−xNaxFe2As2 ob-
tained by Mössbauer spectroscopy, muon spin relaxation, and
magnetic susceptibility measurements is shown in Fig. 1.
Measurements of the magnetic susceptibility of CaFe2As2

are reported by Harnagea et al. [15]. Magnetic susceptibility
measurements in an applied field of 1 T parallel to the ab plane
are shown in Fig. 2. For x = 0.00, 0.35, 0.50, and 0.67, a nearly
linear decrease of the magnetic susceptibility is observed in
the paramagnetic region, which is found also for many other
iron pnictides [16–18]. The kink at 167, 143, 119, and 150 K
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FIG. 2. (Color online) Temperature dependence of the static sus-
ceptibility χ = M/H of Ca1−xNaxFe2As2 for x = 0.00, 0.35, 0.50,
and 0.67. The measurements were performed at an applied field of
1 T parallel to the ab plane. T

χ

N denotes the magnetic transition
temperature. Data for x = 0.00 are taken from Ref. [15].

for x = 0.00, 0.35, 0.50, and 0.67, respectively, indicates
the onset of the antiferromagnetic (AFM) ordering. Magnetic
susceptibility measurements in an applied field of 2 mT parallel
to the ab plane are shown in Fig. 3. For x = 0.35, below 17 K
a broad superconducting transition occurs. As the diamagnetic
shielding is not fully developed, only parts of the sample show
superconductivity. For x = 0.50, a two-step superconducting
transition occurs. Below 34 K, a slightly negative magnetic
susceptibility is measured, which indicates a superconducting
phase in a small volume of the sample. Below 17 K, a
broad second transition occurs, where bulk superconductivity
is formed resulting in the full superconducting response. For
the further treatment of the x = 0.50 sample, 17 K will be
considered as the superconducting transition temperature. This
two-step behavior as well as the broad transition indicates an
inhomogeneous sample. The sample with x = 0.67 shows bulk
superconductivity below 34 K. The sharp transition indicates
a homogeneous sample.

FIG. 3. (Color online) Temperature dependence of the magnetic
susceptibility χv [zero field cooled (ZFC) and field cooled (FC)] of
Ca1−xNaxFe2As2 for x = 0.35, 0.50, and 0.67. The measurements
were performed at an applied field of 2 mT parallel to the ab plane.

TABLE I. Low-temperature saturation values of νA and Bhf of
the undoped compounds CaFe2As2, SrFe2As2, and BaFe2As2. A
systematic reduction of the magnetic moment and therefore of the
muon spin precession frequency and the magnetic hyperfine field
as a function of the ionic radius of the alkaline-earth metal [24] is
observed.

νA/MHz Bhf/T

CaFe2As2 52 10.1 [20]
SrFe2As2 44 [21] 8.9 [22]
BaFe2As2 28.8 [19] 4.4 [23]

A. Magnetic order in CaFe2As2

The time evolution of the muon spin polarization in ZF
is shown in Fig. 4. Analyzing the up-down detector pair, the
muon spin polarization perpendicular to the crystallographic
c axis is investigated. Therefore, static local magnetic fields B

parallel to c can be detected. In the paramagnetic temperature
regime, a weak Gauss-Kubo-Toyabe damping of the signal is
observed caused by the dipole-dipole interaction of the muon
magnetic moment with randomly oriented nuclear magnetic
moments. The temperature dependence of the magnetic vol-
ume fraction (MVF) is shown in Fig. 5. To describe MVF as a
function of T , two temperatures are defined: T onset

N describes
the highest temperature with a finite MVF and T 100%

N describes
the highest temperature with MVF = 100% =̂ 1. The sharp
transition between T onset

N = 167 K and T 100%
N = 163 K indicates

a homogeneous sample.

1. Two muon stopping sites

Below 167 K, two magnetically inequivalent muon stopping
sites A and B with a temperature-independent occupation
ratio of PA:PB = 80:20 were observed as it was found in
BaFe2As2 [19]. The signal fraction corresponding to muons
stopping at site A show a well-defined sinusoidal oscillation
below 167 K. This indicates static long-range commensurate
magnetic order. The temperature dependence of νA is shown in
Fig. 6 and the low-temperature saturation value is compared to
SrFe2As2 and BaFe2As2 in Table I. The steplike behavior in-
dicates a first-order transition, as it was seen in SrFe2As2 [21].

The signal fraction corresponding to muons stopping at
site B show an exponential relaxation below 167 K and a
well-defined sinusoidal oscillation below 60 K. This indicates
a broad field distribution at temperatures between 60 and 167 K
at the muon stopping site B suppressing a coherent oscillation
of the muon spins, which is contrary to the observations
in BaFe2As2, where the two oscillation frequencies were
obtained at all temperatures below TN [19], but consistent
with LaOFeAs [25].

Below 60 K, the two precession frequencies have a
temperature-independent ratio of νA/νB ≈ 1.9. Therefore, the
magnetic field at the muon stopping site A is higher than on site
B. Site A is located next to the FeAs layer [26]. The smaller
value of the magnetic field at site B indicates a muon stopping
site more distant from the FeAs layer. As the precession
frequency is proportional to the magnetic field at the muon site,
this ratio is different from BaFe2As2 [27] and SrFe2As2 [21],
showing ratios of 4.1 and 3.4, respectively. The ionic radii
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FIG. 4. (Color online) ZF-μSR time spectra of Ca1−xNaxFe2As2 for characteristic temperatures in the paramagnetic and magnetically
ordered state for the muon spin components parallel and perpendicular to the crystallographic c axis. The well-defined muon spin precession
of the muon spin component ⊥ c for x = 0.00, 0.35, and 0.50 indicate long-range commensurate magnetic order. For x = 0.67, short-range
magnetic order is found in small volume fractions at lowest measured temperatures. Solid lines are best fits according to Eq. (1).

of the alkaline-earth metals scale like Ca < Sr < Ba [24].
As a consequence, the crystallographic c axis is shortest for
CaFe2As2 [7] and longest for BaFe2As2 [28]. By shrinking the
crystallographic c axis, the distance between site B and the
ordered iron magnetic moments in the FeAs layer is reduced.
The muon spin interacts with the ordered electronic moments
via dipole-dipole and transferred Fermi-contact interaction.
Both interactions are sensitive to the distance between the
muon spin and the iron ordered moments. This implies that
the change of the frequency ratio in the undoped compounds
has a structural origin.

2. Orientation of the ordered magnetic moments

Analyzing the forward-backward detector pair, the muon
spin polarization parallel to the crystallographic c axis is
investigated. A Gauss-Kubo-Toyabe depolarization is ob-
served down to lowest temperatures. This, together with the
oscillation measured in the up-down detector pair, proofs an
orientation of the local magnetic field B along the crystal-
lographic c axis. This is consistent with magnetic moments
located in the ab plane.

Mössbauer measurements by Alzamora et al. [20] on
CaFe2As2 show a first-order-like magnetostructural phase
transition below 173 K. They report a saturated magnetic
hyperfine field of ≈10.1 T at 4.2 K. The angle between
the magnetic hyperfine field and the principal axis of the
electric field gradient was reported as 94(4)◦. Therefore, as
the principal axis of the electric field gradient is parallel to
the crystallographic c axis [20], the magnetic hyperfine field
is located in the ab plane [20,29]. These Mössbauer results
are consistent with our μSR results showing that the magnetic
moments are located in the ab plane.

B. Magnetic order in Ca0.65Na0.35Fe2As2 and Ca0.50Na0.50Fe2As2

Mössbauer spectra for characteristic temperatures in the
paramagnetic and magnetically ordered states are shown in
Fig. 7. In the paramagnetic state, an asymmetric doublet
structure, which is caused by the interaction of the nucleus with
an electric field gradient (EFG), was observed for both stoi-
chiometries. However, in the principal-axis system, the EFG
is fully determined by its z component Vzz and the asymmetry
parameter η (which turned out to be zero for all investigated
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FIG. 5. (Color online) Magnetic volume fraction as a function of
temperature (lines are guides to the eye only) of Ca1−xNaxFe2As2

obtained from ZF-μSR and Mössbauer spectroscopy for x = 0.00,
0.35, and 0.50. The inset shows the temperature dependence of the
Mössbauer linewidth w. The abrupt increase of w indicates magnetic
ordering.

temperatures). At room temperature, for x = 0.35 and 0.50

a value of Vzz = 11.2(5) V/Å
2

was obtained. This is similar

to the reported room temperature value of Vzz = 12(1) V/Å
2

(a)

(b)

FIG. 6. (Color online) Temperature dependence of the magnetic
order parameter for (a) x = 0.00 and 0.35 and (b) x = 0.50 including
best order parameter fits according to Eq. (5). The magnetic hyperfine
field for x = 0.50 is Gaussian distributed. The average value of
the Gaussian distribution is shown with one standard deviation as
error bar. The inset in (b) shows the low-temperature regime, where
superconductivity occurs below Tc = 17 K.

FIG. 7. (Color online) Mössbauer spectra of Ca1−xNaxFe2As2

for characteristic temperatures in the paramagnetic and magnetically
ordered state. The sextet structure of the Mössbauer spectra for
x = 0.35 and 0.50 indicate long-range commensurate magnetic order.
For x = 0.67, a broadening below ≈150 K is observed, which cannot
be described by a change in Vzz indicating small magnetic fields at
the iron nucleus.

for x = 0.00 [20]. With decreasing temperature, Vzz slightly

increases to 13.0(5) V/Å
2

directly above the magnetic tran-
sition temperature as shown in Fig. 8. With the onset of

magnetic order Vzz increases to 19(2) V/Å
2

and 18(3) V/Å
2

for x = 0.35 and 0.50, respectively, and remains constant
within error bars down to lowest temperature. This increase
was also observed in the undoped compound where Vzz

increases to 22.6(7) V/Å
2

below the magnetostructural phase
transition [20]. As the behavior of Vzz in the Na-substituted
compounds with x = 0.35 and 0.50 is the same as in the
undoped compound, we conclude that in these compounds
a magnetostructural phase transition occurs. Furthermore, the
principal axis of the EFG is parallel to the crystallographic
c axis. The temperature dependence of the angle θ between
the principal axis of the EFG and the magnetic hyperfine

FIG. 8. (Color online) Temperature dependence of θ , the polar
angle between the magnetic hyperfine field Bhf and the principal
axis of the electric field gradient Vzz. The increase of Vzz indicates a
change in the electromagnetic environment of the 57Fe nucleus and
corresponds to the magnetic phase transition. The vertical dashed
lines denote the highest temperature, where the sample shows a MVF
of 100%.
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field, obtained from a fit to the data, is shown in Fig. 8. We
have obtained θ = 80(5)◦ and 71(5)◦ for x = 0.35 and 0.50,
respectively, in the fully ordered state. These values indicate a
tilting of the magnetic moments out of the ab plane.

The time evolution of the muon spin polarization in ZF
on Ca1−xNaxFe2As2 (with x = 0.00, 0.35, 0.50, and 0.67) is
shown in Fig. 4. As for the parent compound described above,
a weak Gauss-Kubo-Toyabe damping of the signal is observed
caused by the dipole-dipole interaction of the muon magnetic
moment with randomly oriented nuclear magnetic moments in
the paramagnetic temperature regime. The onset of long-range
commensurate magnetic ordering below T onset

N = 160(2) K
and 125(3) K for x = 0.35 and 0.50, respectively, is indicated
by the appearance of a well-defined muon spin precession
with two frequencies νA and νB . The occupation probability
is independent of the temperature and the Na-substitution
level [P (νA):P (νB)= 80:20]. We conclude that two magneti-
cally inequivalent muon sites are present in a homogeneous
magnetically ordered phase. The temperature dependence
of the muon frequency νA for both samples is shown in
Figs. 6(a) and 6(b). The onset temperature is consistent with
the results of the macroscopic magnetization measurements
by SQUID magnetometry. Analyzing the forward-backward
detector pair, a signal fraction showing a fast exponential
relaxation is observed in the magnetically ordered phase. This
signal fraction increases as a function of the Na-substitution
level from 0% to 5% and 35% for x = 0.00, 0.35, and 0.50,
respectively. This is consistent with the tilting of the magnetic
moments out of the ab plane as observed by Mössbauer
spectroscopy.

1. Two muon stopping sites

The two frequencies have a temperature-independent ratio
of νA/νB ≈ 4 and 8 for x = 0.35 and 0.50, respectively, which
are different compared to the undoped compound showing
νA/νB ≈ 1.9. This change is more drastic compared to other
122 compounds. It was discussed in Sec. III A that the change
of the frequency ratio has a structural origin. The different
substitution possibilities of the alkaline-earth metals Ca, Sr,
and Ba by the alkaline metals Na and K lead to different
structural effects. Their ionic radii scale like Ca < Na <

Sr < Ba < K [24]. Substituting an alkaline-earth metal by
an alkaline metal with a smaller ionic radius (Ba → Na,
Sr → Na) results in a smaller change in the c-axis parameter
compared to the substitution with an alkaline metal with a
larger ionic radius (Ca → Na, Ba → K, Sr → K). BaFe2As2

shows a ratio of 4.1 [27], which increases to 4.47 for
Ba0.77K0.23Fe2As2 [27] and 4.5 for Ba0.7Na0.3Fe2As2 [30].
SrFe2As2 shows a ratio of 3.4 [21], which changes to 3.6 for
Sr0.5Na0.5Fe2As2 [31]. The change of the precession frequency
ratio νA/νB in the case of substitution with a larger ion occurs
at lower substitution levels than in the case of substitution with
a smaller ion [7,21,28,30–33].

The change in the frequency ratio is connected to the
crystallographic structure. By increasing the Na-substitution
level in Ca1−xNaxFe2As2, the crystallographic c axis is
elongated, resulting in an increased distance of the muon spin
at the site B from the iron ordered moments in the FeAs plane.
The muon spin interacts with the ordered electronic moments

via dipole-dipole and transferred Fermi-contact interaction and
both interactions are sensitive to the distance of muon spin and
electronic moments, indicating a structural origin of the change
of the frequency ratio. However, a change in the Fermi-contact
interaction for both muon stopping sites cannot be ruled out
and a small tilting of the magnetic moments out of the ab plane
may also change the magnetic field at the muon site.

2. Magnetic volume fraction

The temperature dependence of the magnetic volume
fraction was determined independently by ZF and TF μSR
measurements as well as Mössbauer spectroscopy. TF μSR
experiments were performed by applying a magnetic field of
5 mT perpendicular to the initial muon spin polarization. The
temperature dependence of the MVF is shown in Fig. 5. The
onset of the magnetic ordering is also indicated by the abrupt
increase of the Mössbauer linewidth w due to the appearance of
a magnetic hyperfine field. This increase is shown in the inset of
Fig. 5 leading to Tonset = 161(2) K and 125(3) K for x = 0.35
and 0.50, respectively. Therefore, the obtained characteristic
temperatures of the magnetic phase transition are of equal
value within error bars for both μSR and MBS and coincide
with the magnetic phase transition temperature obtained by
magnetic susceptibility measurements T

χ

N . The temperature
width of the phase transition 
T = T onset

N − T 100%
N , increased

from 4 to 21 and 45 K for x = 0.00, 0.35, and 0.50,
respectively. We attribute this increased width of the magnetic
phase transition to the increased degree of disorder due to the
Na substitution. The MVF is constant below T 100%

N = 163(2),
140(3), and 80(3) K for x = 0.00, 0.35, and 0.50, respectively,
proving bulk magnetic order.

3. Magnetic order parameter

In the magnetically ordered state, a well-resolved sextet was
observed in the Mössbauer spectra for x = 0.35, as it is shown
in Fig. 7 at T = 4.5 K. This proves a static commensurate
magnetic ground state with a well-defined hyperfine field. For
x = 0.50, the sextet is less clearly resolved and the spectra
were modeled using a Gaussian distribution of magnetic
hyperfine fields. This takes into account a higher degree of
disorder than in the sample with x = 0.35. Consistently also
the μSR transverse relaxation rate λT is largest for x = 0.50 as
can be seen by a much faster suppression of the ZF oscillation
in Fig. 4 compared to lower Na-substitution levels. The
temperature dependence of the obtained magnetic hyperfine
field of x = 0.35 is shown in Fig. 6(a). The temperature
dependence of the mean value of the obtained Gaussian
distributed magnetic hyperfine field Bhf for x = 0.50 is shown
in Fig. 6(b).

Both νA and Bhf were analyzed using a fit to the
temperature-dependent order parameter (M) of the form

M(T ) = M(T = 0)

[
1 −

(
T

TN

)α]β

(5)

for x = 0.35 and 0.50, respectively, above the superconducting
transition temperatures (17 K in both cases).
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TABLE II. Critical exponent β obtained by evaluating the
temperature dependence of νA and Bhf using Eq. (5) with α = 1.

0.35 0.50

x νA Bhf νA Bhf

β 0.13(3) 0.12(4) 0.24(4) 0.35(9)

For x = 0.35, a fit to Eq. (5) above Tc for both νA(T ) and
Bhf(T ) represents the data in the whole temperature range,
i.e., also below the superconducting transition. Therefore, no
interaction between the magnetic and superconducting order
parameter is detectable. For x = 0.50, the muon frequency is
reduced by approximately 7% below 17 K while the magnetic
hyperfine field shows no reduction and is well represented
by Eq. (5). This reduction of the muon precession frequency
proves the microscopic coexistence of magnetic order and
superconductivity and their competition. For comparison, the
reduction of the muon spin frequency and therefore of the
magnetic order parameter in Ba1−xNaxFe2As2 [30] is of the
order of ≈65%. A description of this difference is given in
Sec. III C. Possibly Bhf(T ) shows no signatures for a reduction
below 17 K since the reduction of 7% is within the hyperfine
field error bars. Alternatively, the muon precession frequency
may be reduced due to a spin reorientation below Tc rather
than a reduction of the magnetic order parameter. However,
in this scenario the angle θ between the magnetic hyperfine
field Bhf and the principal axis of the EFG would change. The
temperature dependence of θ is shown in Fig. 8. Since there
is no systematic change of θ below Tc observed within error
bars, a significant spin reorientation can be ruled out.

The critical exponent β can be estimated by setting
α = 1. The obtained values are shown in Table II. For
x = 0.35, exponents of β = 0.13(3) and 0.12(4) were obtained
which are consistent with the two-dimensional (2D) Ising
universality class (β = 0.125). This result is similar to
undoped BaFe2As2 [34,35] as well as Ba0.75Na0.25Fe2As2 [30].
For x = 0.50, exponents of β = 0.24(4) and 0.35(9) were
obtained indicating a more three-dimensional behavior (3D
Ising universality class: β = 0.325). The increase of the
exponent β as a function of the Na-substitution level x

indicates a tuning of the phase transition from first order for the
undoped compound to second order for finite Na-substitution
levels.

Low-temperature saturation values of the magnetic hyper-
fine field Bhf, the muon spin precession frequency νA and θ ,
the angle between Bhf and the principal axis of the EFG, as a
function of the Na-substitution level are summarized in Fig. 9.
Upon Na substitution, a reduction of the magnetic hyperfine
field and the muon spin precession frequency are observed,
proving a reduction of the magnetic order parameter. The
decrease in θ indicates a tilting of the magnetic moments out
of the ab plane as a function of the Na-substitution level.

C. Landau theory for coupled order parameters: Coexistence
of magnetic order and superconductivity

The 122 parent compounds CaFe2As2, SrFe2As2, and
BaFe2As2 are multiband semimetals with five Fe 3d bands

FIG. 9. (Color online) Low-temperature saturation values of the
magnetic hyperfine field Bhf, the muon spin precession frequency
νA and θ , the angle between Bhf and the principal-axis of the EFG,
as a function of the Na-substitution level. Upon Na substitution,
a reduction of the magnetic hyperfine field and the muon spin
precession frequency is observed, proving a reduction of the magnetic
order parameter. The decrease in θ indicates a tilting of the magnetic
moments out of the ab plane as a function of the Na-substitution level.

crossing the Fermi energy [8,23,36–38]. In the nonmagnetic
state, two or more hole bands near (0,0) and two electron pock-
ets near (0,π ) and (π ,0) cross the Fermi level in the unfolded
Brillouin zone. Therefore, two electron and at least two hole
Fermi surfaces (FS) are present. These multiple FSs with a
high density of states at the FS enable various possibilities of
electronic ordering, such as spin density wave (SDW), charge
density wave (CDW), or superconductivity [5,39,40].

SDW order requires the presence of FS nesting. Angle-
resolved photoemission spectroscopy (ARPES) experiments
reveal a nonperfect FS nesting in the 122 parent com-
pounds [41–43]. The electron pockets show an elliptical and
the hole pockets a circular cross section [41–44]. Despite the
different shapes of the pockets, there radii are of similar values
in the undoped compounds and it is appropriate to speak of
quasinesting [45]. By entering the SDW state below TN , a
reconstruction of the FS occurs as well as an opening of an
electronic excitation gap at parts of the FS [46]. At the parts
of the FS without a SDW gap, another state like SC or CDW
may develop. In this itinerant description a coexistence of
magnetism and superconductivity in real space is accompanied
by a separation in momentum space.

Upon doping, the FSs may change. It was shown that the
hole pocket expands and the electron pocket shrinks upon hole
doping [47–49]. The size of the hole pockets at � increase due
to the increased amount of holes per Fe, while the propeller
blades of the electron pockets are reduced. This evolution
reduces the quasinesting of the FSs and consequently weakens
the SDW state.

It was shown by Fernandes et al. [6], Vorontsov et al. [5],
and Schmiedt et al. [2] that a SDW can coexist with
superconductivity. The result of their calculations is that a
commensurate SDW can coexist with a superconducting s±
state in a certain parameter range, if the electron pocket has a
finite ellipticity and a difference in the chemical potentials of
the electron and hole pockets is present.

In the case of coexistence of magnetic order and super-
conductivity, an interaction between both order parameters is
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expected to be present. This may change the magnitude of
the order parameters and alter the critical temperatures with
respect to the decoupled situation. We have used a Landau
theory to describe the coupling between the superconducting
order parameter ψ(�r) and the magnetic order parameter �M(�r)
in the case of coexistence and to describe the dependence of
the reduction of the magnetic order parameter on the critical
temperatures. The homogeneous free-energy functional in the
absence of an external field is given by [4,40,50,51]

F [ψ, �M] =
∫

d3r

[
α

2
|ψ(�r)|2 + β

4
|ψ(�r)|4 + a

2
| �M(�r)|2

+ b

4
| �M(�r)|4 + d

2
|ψ(�r)|2| �M(�r)|2

]
, (6)

where the coupling between the two order parameters is
contained in the last term. Following the common approach,
α and a are described as

a = a0(T − TN0), (7)

α = α0(T − Tc0), (8)

where TN0 and Tc0 denote the bare magnetic and superconduct-
ing transition temperatures, respectively. The bare transition
temperatures describe the decoupled case. To ensure that the
free energy has a minimum and that the two order parameters
compete with each other, β > 0, b > 0, and d > 0 are required.
The two order parameters are obtained by minimizing the
free-energy functional F [ψ, �M]. The order parameters in the
coexistence region are then given by

|ψ |2 = − αb − ad

bβ − d2
, αb − ad < 0 (9)

| �M|2 = − aβ − αd

bβ − d2
, aβ − αd < 0. (10)

This solution is stable for a sufficiently small coupling d, which
satisfies bβ − d2 > 0. For the further treatment, Tc0 < TN0

is assumed, which is the case for sufficiently low doping in
the 122 compounds. This results in TN0 = TN . At Tc, where
|ψ |2 = 0, Eq. (9) reduces to

|ψ(Tc)|2 = 0 = α0b(Tc − Tc0) − a0d(Tc − TN ) (11)

which results in a linear relation between the measured and
bare superconducting transition temperatures. The temper-
ature dependence of the magnetic order parameter in the
coexistence regime is then given by

�M2
co(T ) = 1

bβ − d2

{
[α0d − a0β]T

+
[
a0β − a0

b
d2

]
TN −

[
1 − a0d

α0b

]
Tc

}
. (12)

To investigate the reduction of the magnetic order parameter
below the superconducting transition temperature, the ratio
of | �Mco|2(T ) and | �M0|2(T ) = a0(TN − T )/b for T < Tc is
calculated. The reduction is maximal for T → 0. The ratio

is then given by

�M2
co

�M2
0

(T = 0) = 1 − d

a0

α0b − a0d

bβ − d2

Tc

TN

. (13)

Literature data for | �Mco|2/| �M0|2(T = 0) as a function of
Tc/TN for various 122 compounds, measured by neutron
scattering and μSR [27,30,52–61] as well as the reduction of
the structural order parameter S = (ac − bc)/(ac + bc) (with
ac and bc being the crystallographic a and b axis parameters,
respectively) are shown in Fig. 10.

The reduction of the magnetic and structural order param-
eters shows the same behavior supporting the idea of a strong
magnetoelastic coupling in the 122 pnictides [21,29,32,53,62–
67]. The linearity of M ∝ S, as it was seen, e.g., in several
122 compounds [21,32,45,62] requires a biquadratic coupling
(∝S2M2) between both order parameters showing that both
order parameters are on equal terms.

| �Mco|2/| �M0|2(T = 0) shows a nearly linear decrease as a
function of Tc/TN and hence the reduction of the magnetic or-
der parameter shows a square-root behavior. This corresponds
to a constant slope in Eq. (13), which implies a similar coupling
strength of the magnetic and superconducting order parameters
in the 122 compounds. For Tc/TN � 1, experimental data
show no reduction of the magnetic order parameter in the
coexistence regime. This may result from the fact that the
samples show SC only in parts of the sample volume, which
has been observed for, e.g., Ca0.65Na0.35Fe2As2. Equation (13)
qualitatively describes the reduction of | �Mco|2/| �M0|2(T = 0)
with increasing Tc/TN ratio for 0 < Tc/TN < 0.7. The
systematic deviations for Tc/TN > 0.7 indicate an increase
in the coupling strength. This means that the coupling is more
effective if Tc ≈ TN . This implies that the superconductivity
removes more electronic states from the FS and consequently
weakens the magnetic order parameter.

The Landau theory qualitatively describes the reduction
of the magnetic order parameter in the coexistence phase.
The phenomenological functional in Eq. (6) with lowest-order
temperature dependencies of the parameters a, b, α, and β

does not permit a quantitative description for T → 0. This
could be improved by expanding to higher orders in the order
parameters and calculating the parameters from microscopic
theory. On the other hand, mean-field approximation itself
should be valid outside of the critical regime, where we
experimentally find Ising critical behavior (see Sec. III B). We
thus expect the mean-field approximation to hold for T → 0.

D. Lattice dynamics and chemical shift changes at the
magnetostructural phase transition

The lattice dynamics of Ca1−xNaxFe2As2 was investigated
by analyzing the temperature dependence of the Mössbauer-
Lamb factor. The recoilless fraction f was extracted from the
Mössbauer spectra using the absorption area method [68]. In
the Debye-approximation [69]

f ∝ exp

{
− 3ER

2kBθD

[
1 + 4

(
T

θD

)2 ∫ θD/T

0

x

ex − 1
dx

]}
,

(14)
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FIG. 10. (Color online) | �Mco|2/| �M0|2(T = 0) as a function of Tc/TN for various 122 compounds [27,30,52–61]. | �Mco|2 denotes the magnetic
order parameter in the region of coexistence with superconductivity. | �M0|2 denotes the magnetic order parameter without any superconductivity.
The reduction of the magnetic order parameter in the coexistence region increases with increase of Tc/TN following Eq. (13), the best linear fit for
T < 0.7 is shown as the solid line. Error bars are below the size of the dots. Data taken from Ba1−xNaxFe2As2 [30], Ba1−xKxFe2As2 [27,52,53],
Ba(Fe1−xRux)2As2 [54], Ba(Fe1−xRhx)2As2 [55,56], Ba(Fe1−xNix)2As2 [57], and Ba(Fe1−xCox)2As2 [55,58–61].

with Boltzmann constant kB , Debye temperature θD , and the
recoil energy ER . The temperature dependence of the relative
recoilless fraction f (T )/f (4.2 K) is shown in Fig. 11. The
data for temperatures above and below the phase transition
were analyzed using Eq. (14) to investigate the influence of
the magnetic phase transition on f . We accordingly define
Debye temperatures θPM

D and θAFM
D . The step at 151 K for

x = 0.35 and the gradual increase between 60 and 125 K
for x = 0.50 are attributed to an effective absorber-thickness
effect. The magnetic phase transition leads to an increase of
the absorption area compared to the paramagnetic region, due
to a splitting of the resonance lines [69,70]. The obtained
Debye temperatures are shown in Table III. As the Debye
temperatures θPM

D and θAFM
D do not change significantly within

error bars at the phase transition, we conclude that the
lattice dynamics does not change upon the magnetostructural

FIG. 11. (Color online) Temperature dependence of the relative
recoilless fraction f (T )/f (4.2 K) including fits following Eq. (14).

phase transition. For x = 0.00 and 0.33, θD = 241–292 K
[71–75] and θD = 217 K [9], respectively, were reported.
This reduction in θD can be associated with the increasing
volume of the unit cell as a function of x. Our measurements
show that the Debye temperature is constant within error
bars in the Na-substitution level range 0.35 � x � 0.67
showing that the lattice dynamics are independent of x.
This indicates that the Na substitution in the alkaline-earth
layer does not affect the vibration modes of the Fe atoms
within the resolution of Mössbauer spectroscopy. It should be
noted that Mössbauer spectroscopy only probes the phonon
spectra of the Fe atoms, while specific-heat measurements

TABLE III. Debye temperatures θD extracted from the temper-
ature dependence of the Debye-Waller factor using Eq. (14) above
(PM) and below (AFM) the magnetic phase transition. Literature
specific-heat results for the Debye temperature are shown for
comparison.

x θPM
D /K θAFM

D /K

0.00 272 [71] 271 [71]
0.35 200(32) 208(16)
0.50 203(12) 219(28)
0.67 213(6)

Literature specific-heat results
0.00 258 [72]
0.00 292 [73]
0.00 267 [74]
0.00 241 [75]
0.33 217 [76]
0.68 267 [9]
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FIG. 12. (Color online) Temperature dependence of the isomer
shift. The dashed (solid) lines are a fit in the paramagnetic (mag-
netically ordered) temperature regime using Eq. (15) with θD =
200, 203, and 213 K for x = 0.35, 0.50, and 0.67, respectively,
leading to δPM(T ). The deviation from δPM(T ) corresponds to the
magnetostructural phase transition, which causes a change in the
electron density at the nucleus. Data and fit for x = 0.67 are shifted
by δ = −0.05 mm/s for clarity.

probe the phonon spectra of the whole lattice. In particular,
we probe the vibrations of the Fe atoms parallel to the
crystallographic c axis as the single crystals are aligned with
the ab plane perpendicular to the γ beam direction. This may
explain the difference in θD for x = 0.67 and 0.68 obtained
by Mössbauer spectroscopy and specific-heat measurements,
respectively.

To further study the electromagnetic properties at the
magnetostructural phase transition, the temperature depen-
dence of the isomer shift δ was analyzed. δ is a measure
for the electron density at the Fe nucleus. The temperature
dependence of the isomer shift [69], which is shown in Fig. 12,
is a sum of the temperature-independent chemical shift δc

and a temperature-dependent contribution δR(T ) due to the
second-order Doppler shift

δ(T ) = δc + δR(T ), (15)

δR(T ) = − 9

16

kB

Meffc

[
θD + 8T

(
T

θD

)3 ∫ θD/T

0

x3

ex − 1
dx

]
,

(16)

where Meff denotes the effective mass of the 57Fe atom. δc can
be calculated using δc = δ(0) − δR(0). To study the influence
of the magnetostructural phase transition on the isomer shift,
the temperature dependence of the isomer shift was analyzed in
the following way: δ(T ) was analyzed in the paramagnetic state
with a fixed θD , obtained from Eq. (14). Then, we extracted
the temperature dependence from δPM(T ). In a third step, we
have checked whether δPM(T ) can describe the temperature
dependence of the isomer shift in the magnetically ordered
state or whether systematic deviations from the behavior
in the paramagnetic state occur. δPM(T ) reveals similar
behavior for both samples with x = 0.35 and 0.50 leading to
δPM
c = 0.61(3) mm/s and δPM

c = 0.60(1) mm/s. For x = 0.35,
below the onset of the magnetic order, a deviation from
the paramagnetic behavior is found. δPM

c is reduced to a

value of δAFM
c = 0.57(1) mm/s. For x = 0.50, a reduction

to a value of δAFM
c = 0.56(1) mm/s was observed. Also,

this reduction occurs over a wider temperature range as the
magnetic transition is broader.

These reductions in the chemical shifts correspond to
an increase in the electron density at the nucleus [69].
The origin of this increase can be the structural or the
magnetic phase transition. In metallic iron at the Curie
temperature, for example, a reduction of δc of ≈0.3 mm/s was
observed [77]. In nonmagnetic FeSe, for example, an increase
in δc of 0.006(1) mm/s at the tetragonal-to-orthorhombic phase
transition was observed [78]. The change from a tetragonal
to an orthorhombic structure changes the lattice parameters
and hence the volume of the unit cell, which changes the
chemical shift [69]. An increase of the volume and hence
an increase of the Fe-As distance results in an decrease
of the electron density at the nucleus corresponding to an
increased δc [71]. Therefore, the change of the chemical shifts
is caused by the magnetostructural phase transition, where the
structural changes result in an increase of δc [71,78]. But, as
δc is reduced at the magnetostructural phase transition, the
magnetic ordering has to reduce δc. It should be noted that
previous Mössbauer measurements on the undoped compound
show contradicting results with either no change [20], an
increase [71], or a decrease [79] in the chemical shift.

For x = 0.67, the temperature dependence of δ(T ) can
be properly described by Eq. (15) and a value of δc =
0.56(1) mm/s was obtained. Therefore, no signs of a magnetic
or structural phase transition were found.

E. Superconductivity in optimal doped Ca0.33Na0.67Fe2As2

For Ca0.33Na0.67Fe2As2 (x = 0.67), susceptibility measure-
ments evidence bulk superconductivity below Tc = 34 K,
as shown in Fig. 3. Mössbauer spectra down to 5 K are
shown in Fig. 7. Above 151 K, a doublet structure with

Vzz= 10.3(2) V/Å
2

is observed. This is consistent with a
pure paramagnetic phase. Vzz is constant within error bars
down to lowest temperatures indicating the absence of a
structural phase transition. Below 60 K, a broadening of the
spectra is observed. This broadening indicates small magnetic
fields, which were modeled using a Gaussian distribution
with a first moment 〈B〉 = 0. The standard deviation of this
Gaussian distribution is constant within error bars, σ (B) =
2.2(1) T, above Tc and decreases in the superconducting
phase to 1.7(1) T at 4.2 K. This indicates a competition
between magnetism and superconductivity. Additionally, the
spectra are nearly symmetric below 60 K and an angle θ =
55(5)◦ between the principal axis of the EFG and the magnetic
hyperfine field is obtained, which is close to the magic
angle. ZF μSR experiments down to 5 K are shown in
Fig. 4. The time evolution of the muon spin polarization
exhibits a Gauss-Kubo-Toyabe depolarization above 75 K
excluding any electronic magnetic order. Below 40 K, a weak
exponential relaxation supports short-range magnetic order in
a small volume fraction with a MVF smaller than 20%. By
combining both local probes, the onset temperature of the
weak magnetic order is estimated to be 60 K < T onset

N <

75 K. However, room-temperature Mössbauer measurements
as well as the sharp superconducting transition observed by
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FIG. 13. (Color online) TF μSR spectra for x = 0.67 with μ0Hext = 11.8 mT ‖ ab (upper row) and μ0Hext=11.8 mT ‖ c (lower row)
for temperatures above and below the superconducting transition temperature Tc = 34 K. The small (Gaussian) damping in spectrum (a) is
attributed to the dipolar interaction of the muon spin with randomly distributed nuclear moments. The additional damping in spectra (b)–(d)
is caused by the formation of the vortex lattice in the superconducting state and the associated internal magnetic field distribution n(B). It is
clearly visible that the damping of the muon precession is stronger in the case μ0Hext = 11.8 mT ‖ c.

magnetic susceptibility measurements confirm a homogeneous
sample. This indicates that the weak magnetism is diluted and
disordered and persistent even in the optimal doping regime,
similar to other iron pnictides [82–84].

For an investigation of the superconducting phase, TF
μSR measurements were performed in external magnetic
fields of μ0Hext = 11.8 mT perpendicular and parallel to
the crystallographic c axis. The magnetic field was applied
at T > Tc and the corresponding muon spin polarization
is shown in Fig. 13(a). The weak relaxation above Tc is
caused by the dipole-dipole interaction of the muon spin
with randomly distributed dense nuclear moments. Additional
damping is found in the case of a type-II superconductor for
μ0Hc1 < μ0Hext < μ0Hc2 due to the vortex lattice formation.
The effect of the vortex lattice on the muon spin polarization
is shown in Figs. 13(b)–13(d). The superconducting signal
fraction is fully damped after a few μs and ≈18% residual
signal fraction is still oscillating with a precession frequency
equal to the applied field at times t > 3 μs. Identifying this
≈18% signal fraction with the MVF obtained by ZF μSR
measurements, which is of equal value, shows that the internal
magnetic fields are small compared to the 11.8 mT applied
field.

The London penetration depth can be obtained by measur-
ing the magnetic-field distribution within the vortex lattice and
employing Eq. (4). Using the measurements with μ0Hext ‖ c,
the in-plane penetration depth λab can be directly calculated.

For μ0Hext ⊥ c, contributions from λac and λbc are measured,
resulting in an effective magnetic penetration depth λceff . Under
the assumption of λa ≈ λb, a value for λc can be estimated
using [85]

λab =
√

λaλb ≈ λa → λceff =
√

λaλc → λc = λ2
ceff

λa

. (17)

The resulting temperature dependence of the inverse squared
London penetration depth λ−2

ab (T ) and λ−2
c (T ) is shown in

Figs. 14(a) and 14(b), respectively, together with the average
internal field 〈B〉, which shows a reduction due to the
diamagnetic shielding below the superconducting transition.
λ−2(T ) was modeled using the phenomenological α model
including two independent superconducting gaps with s-wave
symmetry and a fixed Tc = 34 K [80]. The results are shown
in Table IV as well as results of ARPES [47] (x = 0.67) and
specific-heat measurements [9] (x = 0.68) on single crystals.
Disorder in the vortex lattice would artificially reduce the
magnetic penetration depth due to the broadening of n(B).
For this reason, λab and λc strictly describe lower limits (and
λ−2 an upper limit). Therefore, the obtained values for the
magnetic penetration depths are reduced compared to the val-
ues obtained by, e.g., specific-heat measurements. To illustrate
this effect, the temperature dependence of λ−2

spec. heat(T ) with
the corresponding parameter [
1 = 2.35 meV, 
2 = 7.5 meV,
W(
1) = 0.75, and λ(0) = 210 nm] obtained by specific-heat
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(a) (b)

FIG. 14. (Color online) Temperature dependence of the magnetic penetration depth (a) λ−2
c (T ) and (b) λ−2

ab (T ) (proportional to the superfluid
density) after field cooling in μ0H = 11.8 mT, including the fit (solid lines) with a phenomenological α model [80], and the average magnetic
field determined by TF μSR. The dashed curve in (b) displays the temperature dependence of λ−2 with gap values of 
1 = 2.35 meV, 
2 =
7.5 meV, W(
1) = 0.75, and λ(0) = 210 nm, obtained by specific-heat measurements [9,81]. The reduction of the average magnetic field is
caused by the diamagnetic shielding of the superconducting phase. The measurements were performed at a sample with x = 0.67.

measurements [9,81] is plotted in Fig. 14(b). It is clearly visible
that λ−2

spec. heat(T ) < λ−2
μSR(T ) for T < Tc. This underestimation

of the magnetic penetration depth in the μSR experiments
may result in a different temperature dependence of λ−2(T )
and therefore in different gap sizes and weighting factors.
Additionally, Johnston et al. considered the interband coupling
of the superconducting bands and found an intermediate
coupling strength [9]. The α-model used in this work considers
two noninteracting superconducting bands, which may also
explain the different parameter values. Taking into account
the accuracy of magnetic penetration depth measurements
by means of the μSR experiments using the α model, the
obtained parameter for 
1(0), 
2(0), W (
1), and λ(0) are
in good agreement with the values obtained by ARPES and
specific-heat experiments [9,47,81].

The anisotropy of the magnetic penetration can be calcu-
lated by under the assumption that λa ≈ λb by [85]

γλ = λc

λab

. (18)

A temperature-independent value of γλ = 1.5(4) is the smallest
observed among the 122 pnictides indicating a more 3D
behavior [9]. This behavior is consistent with the temperature-

TABLE IV. Values of the superconducting gap and the magnetic
penetration depth obtained by a phenomenological α-model analysis
of λ−2

c (T ) and λ−2
ab (T ). 
i(0) denotes the zero-temperature values of

the gaps. W (
1) and W (
2) = 1 − W (
1) are the corresponding
weighting factors. λ(0) denotes the zero-temperature penetration
depth. The here presented μSR as well as the ARPES measurements
were performed on samples with x = 0.67 while the specfic-heat
measurements were performed at samples with x = 0.68.


1(0)/meV 
2(0)/meV W (
1) λ(0)/nm

λc 0.57(8) 6.7(1.3) 0.49(4) 280(46)
λab 0.8(3) 6(1) 0.46(8) 194(17)
ARPES [47] 2.3 7.8
Spec. heat [9,81] 2.35 7.5 0.75 [9] 210(10) [81]

independent value of γ = 1.85(5) for the anisotropy of the
upper critical fields [86].

IV. SUMMARY AND CONCLUSIONS

In summary, we performed muon spin relaxation and
Mössbauer experiments on Ca1−xNaxFe2As2 single crystals
with x = 0.00, 0.35, 0.50, and 0.67 resulting in an updated
phase diagram, which is shown in Fig. 1. The substitution of
Ca by Na reduces the onset of the magnetic ordering from
T onset

N = 167(2) to 161(2) and 125(3) K while the magnetic
phase transition temperature width 
T = T onset

N − T 100%
N

increases from 4 to 21 and 45 K for x = 0.00, 0.35, and 0.50,
respectively. The muon spin precession frequency ν as well
as the magnetic hyperfine field Bhf, which are proportional
to the magnetic order parameter, are reduced as a function of
the Na-substitution level. Both μSR as well as Mössbauer
spectroscopy indicate an increased tilting of the magnetic
structure upon doping. The lattice dynamics does not change
at the magnetostructural phase transition. Magnetic suscep-
tibility measurements indicate superconductivity in parts of
the sample volume for x = 0.35, whereas the sample with
x = 0.50 shows bulk superconductivity. Therefore, as 100%
of the sample is magnetically ordered, coexistence of magnetic
order and superconductivity in parts (x = 0.35) or in the whole
sample (x = 0.50) was observed. A strong reduction of the
magnetic order parameter, as found in the Ba1−xNaxFe2As2

series [30], is not observed for Ca1−xNaxFe2As2 with x =
0.35. For x = 0.50, a small reduction of ≈7% was observed.
We applied a Landau theory to describe the reduction of
the magnetic order parameter showing that the magnitude
of the reduction depends on the coupling strength and the
Tc/TN ratio. A linear relation between the reduction of
| �Mco|2/| �M0|2(T = 0) on Tc/TN has been found for several
superconducting 122-pnictide systems that shows microscopic
coexistence.

For x = 0.67, diluted and weak magnetism below 60–75 K
as well as bulk superconductivity with Tc = 34 K is found. The
s-wave symmetry of the two superconducting gaps as well as
the value of the larger gap agrees well with recent ARPES and
specific-heat measurements [47,87].
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Phys. Rev. B 81, 024506 (2010).

[18] G. M. Zhang, Y. H. Su, Z. Y. Lu, Z. Y. Weng, D. H. Lee, and T.
Xiang, Europhys. Lett. 86, 37006 (2009).

[19] A. A. Aczel, E. Baggio-Saitovitch, S. L. Budko, P. C. Canfield,
J. P. Carlo, G. F. Chen, P. Dai, T. Goko, W. Z. Hu, G. M. Luke, J.
L. Luo, N. Ni, D. R. Sanchez-Candela, F. F. Tafti, N. L. Wang, T.
J. Williams, W. Yu, and Y. J. Uemura, Phys. Rev. B 78, 214503
(2008).

[20] M. Alzamora, J. Munevar, E. Baggio-Saitovitch, S. L. Bud’ko,
N. Ni, P. C. Canfield, and D. R. Sánchez, J. Phys.: Condens.
Matter 23, 145701 (2011).

[21] A. Jesche, N. Caroca-Canales, H. Rosner, H. Borrmann, A.
Ormeci, D. Kasinathan, H. H. Klauss, H. Luetkens, R. Khasanov,
A. Amato, A. Hoser, K. Kaneko, C. Krellner, and C. Geibel,
Phys. Rev. B 78, 180504 (2008).

[22] M. Tegel, M. Rotter, V. Weiß, F. M. Schappacher, R. Pöttgen,
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