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Introduction

1.1 Scope and overview

Superconductivity is characterized by a vanishing static electrical resistivity and an expulsion of the magnetic field
from the interior of a sample. We will discuss these basic experiments in the following chapter, but mainly this
course is dealing with the theory of superconductivity. We want to understand superconductivity using methods
of theoretical physics. Experiments will be mentioned if they motivate certain theoretical ideas or support or
contradict theoretical predictions, but a systematic discussion of experimental results will not be given.

Superconductivity is somewhat related to the phenomena of superfluidity (in He-3 and He-4) and Bose-Finstein
condensation (in weakly interacting boson systems). The similarities are found to lie more in the effective low-
energy description than in the microscopic details. Microscopically, superfluidity in He-3 is most closely related
to superconductivity since both phenomena involve the condensation of fermions, whereas in He-4 and, of course,
Bose-Einstein condensates it is bosons that condense. We will discuss these phenomena briefly.

fermions bosons
superconductivity superfluidity in He-4
superfluidity in He-3 | Bose-Einstein condensation

After reviewing the basic experiments and Bose-Einstein condensation, we will discuss the electrodynamics of
superconductors. Then we will introduce the phenomenological Ginzburg-Landau theory for neutral superfluids
and for superconductors, which will naturally lead to the Anderson-Higgs mechanism. Ginzburg-Landau theory
already allows to understand many phenomena, as we will demonstrate by describing vortices. Vortices in thin
films can be created as thermal excitations and can form bound pairs, which leads to the Berezinskii-Kosterlitz-
Thouless theory of the phase transition in such films.

Turning to the microscopic description of superconductivity, we will examine the origin of the attractive
electron-electron interaction in conventional superconductors. This will form the basis for understanding the
Cooper instability of the normal Fermi sea and for the Bardeen-Cooper-Schrieffer (BCS) theory of superconductiv-
ity. With this theory in hand, we will discuss experimental consequences, e.g., in thermodynamics, single-particle
tunneling, and nuclear relaxation. Then we will turn to pair tunneling and Josephson effects. To improve our
theoretical toolbox, we will introduce the Bogoliubov-de Gennes equation for inhomogeneous superconductors.
The final chapters will be devoted to unconventional superconductors, for example cuprates and pnictides, to
Andreev scattering and Andreev bound states, and to topological superconductors.

The course assumes knowledge of the standard material from electrodynamics, quantum mechanics I, and
thermodynamics and statistics. We will also use the second-quantization formalism (creation and annihilation
operators), which are usually introduced in quantum mechanics II. A prior course on introductory solid state
physics would be useful but is not required. Formal training in many-particle theory is not required, necessary
concepts and methods will be introduced (or recapitulated) as needed.



1.2 Books

There are many textbooks on superconductivity and it is recommended to browse a few of them. None of them
covers all the material of this course. M. Tinkham’s Introduction to Superconductivity (McGraw-Hill, 2nd edition,
1996) is well written and probably has the largest overlap with this course.

A much broader, deeper, and more modern book is Superfluid States of Matter by B. Svistunov, E. Babaev,
and N. Prokof’ev (CRC Press, 2015). It certainly goes beyond this course in many places.

A classic book is J. R. Schrieffer’s Theory of Superconductivity (Addison-Wesley, 1983). It is deeper than
Tinkham’s book. Schrieffer uses methods from many-particle theory, which are, however, introduced in the book.
The presentation is not always pedagogical.

Many books on solid-state theory or on many-particle theory contain chapters on superconductivity at various
levels. One of them is Many-Body Quantum Theory in Condensed Matter Physics by H. Bruus and K. Flensberg
(Oxford University Press, 2004). The authors use a modern, pedagogical style. The book mainly uses Green-
function methods. Another excellent text is Condensed Matter Field Theory by A. Altland and B. D. Simons
(Cambridge University Press, 2010). It introduces the BCS theory of superconductivity both in the conventional
way, like in this lecture, and within the functional-integral formalism. The discussion is modern and lucid. There
is also a section on Berezinskii-Kosterlitz-Thouless theory.
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Basic experiments

In this chapter we will review the essential experiments that have established the presence of superconductivity,
superfluidity, and Bose-Einstein condensation in various materials classes. Experimental observations that have
helped to elucidate the detailed properties of the superconductivity or superfluidity in specific systems are not
covered; some of them are discussed in later chapters.

2.1 Conventional superconductors

After H. Kamerlingh Onnes had managed to liquify Helium, it became possible to reach temperatures low enough
to achieve superconductivity in some chemical elements. In 1911, he found that the static (dc) resistivity of
mercury abruptly fell to zero at a critical temperature T, of about 4.1 K.
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In a normal metal, the resistivity decreases with decreasing temperature but saturates at a finite value for 7' — 0.
The most stringent bounds on the resisitivity can be obtained not from direct measurement but from the decay
of persistent currents, or rather from the lack thereof. A current set up (by induction) in a superconducting ring
is found to persist without measurable decay after the electromotive force driving the current has been switched

off.
B



Assuming exponential decay, I(t) = I(0)e~*/7, a lower bound on the decay time 7 is found. From this, an
upper bound of p < 10725 Qm has been extracted for the resistivity (File and Mills, 1963). For comparison, the
resistivity of copper at room temperature is pcy ~ 1.7 x 1078 Qm.

The second essential observation was that superconductors not only prevent a magnetic field from entering—
this will be discussed in Sec. 5.1—but actively expel the magnetic field from their interior. This was observed by
W. Meifsner and R. Ochsenfeld in 1933 and is now called the Meifiner or Meiffner-Ochsenfeld effect.

From the materials relation B = pH with the permeability 4 = 1 + 47y and the magnetic suceptibility x (note
that we are using Gaussian units) we thus find 4 = 0 and xy = —1/4w. Superconductors are diamagnetic since
X < 0. What is more, they realize the smallest (most diamagnetic) value of y consistent with thermodynamic
stability.! The field is not just diminished but completely expelled. They are thus perfect diamagnets.

It costs energy to make the magnetic field nonuniform although the externally applied field is uniform. It is
plausible that at some externally applied magnetic field H.(T") = B.(T) this cost will be so high that there is no
advantage in forming a superconducting state. For typical conventional superconductors, the experimental phase
diagram in the temperature-magnetic field plane looks like this:

H

normal metal
H.(T=0)-

superconductor 2nd order

f: T

To specify which superconductors discovered after Hg are conventional, we need a definition of what we want
to call “conventional superconductors.” There are at least two inequivalent but often coinciding definitions:
Conventional superconductors

e show a superconducting state of trivial symmetry (essentially, the superconductor does not break any
symmetry beyond a global U(1) phase symmetry),

L An argument for why g cannot be negative goes as follows: with a suitably defined free energy F and the volume V one has

_Am OF
TV 8B’
Within the range of validity of linear-response theory, we have H = B/u (if 4 # 0) and thus
B _ dmn OF
vV 0B

This implies
V2
FB)=F0)+-—B
8w

so that p < 0 would make the free energy unbounded from below.



e result from an attractive interaction between electrons in which phonons play a dominant role.

Conventional superconductivity was observed in quite a lot of elements at low temperatures. The record critical
temperature for elements are T, = 9.3 K for Nb under ambient pressure and T, = 29 K for Ca under high pressure.
Superconductivity is in fact rather common in the periodic table, about 53 pure elements show it under some
conditions. Many alloys and intermetallic compounds were also found to show conventional superconductivity
according to the above criteria. Of these, for a long time Nb3Ge had the highest known T, of 23.2 K. But it is now
thought that MgBs (T, = 39K, discovered to be superconducting in 2001) and a few related compounds are also
conventional superconductors in the above sense. They nevertheless show some interesting properties. The rather
high T, = 39K of MgB, is interesting since it is on the order of the maximum 7" ~ 30 K that was originally
expected for phonon-driven superconductivity. To increase T, further, the interaction between electrons and
phonons would have to be stronger. However, it was thought that stronger interactions would make the material
unstable towards a charge density wave. MgBs would thus be an “optimal” conventional superconductor.

Superconductivity with comparably high 7T, has also been found in fullerites, i.e., compounds containing
fullerene anions. The record T, in this class is at present T, = 38 K for body-centered cubic Cs3Cgy under
pressure. Superconductivity in fullerites was originally thought to be driven by phonons with strong molecular
vibration character but there is recent evidence that it might be unconventional (not phonon driven).

The received wisdom was challenged by the discovery of superconductivity in hydrogen sulfide at up to 203 K
under a high pressure of above 150 GPa (corresponding to about 1.5 million standard atmospheres), see Drozdov
et al., Nature 525, 73 (2015). The responsible compound is thought to be H3S forming a body-centered cubic
lattice. Amazingly, superconductivity in this system appears to be phonon driven and in this sense conventional.
The presence of the light hydrogen atoms is crucial for this. That H atoms could favor superconductivity at
high temperatures was already proposed by N. W. Ashcroft in 1968. There is an ongoing search for high-T,
superconductivity in other hydrogen compounds. Recently, this effort has led to the discovery of superconductivity
with T, ~ 250K in LaH;( at high pressure, see Drozkov et al., Nature 569, 528 (2019). The material is a clathrate,
in which the metal atom is surrounded by a cage of hydrogen atoms.

2.2  Superfluid helium

In 1937, P. Kapiza and independently Allen and Misener discovered that helium shows a transition at T, = 2.17K
under ambient pressure, below which it flows through narrow capilaries without resistance. The analogy to
superconductivity is obvious but here it was the wiscosity instead of the resistivity that dropped to zero. The
phenomenon was called superfluidity. It was also observed that due to the vanishing viscosity an open container
of helium would empty itself through a flow in the microscopically thin wetting layer.

= —

He

O

On the other hand, while part of the liquid flows with vanishing viscosity, another part does not. This was shown
using torsion pendulums of plates submerged in helium. A temperature-dependent normal component oscillates
with the plates.



He

Natural atmospheric helium consists of 99.9999 % He-4 and only 0.0001 % He-3, the only other stable isotope.
The observed properties are thus essentially indistinguishable from those of pure He-4. He-4 atoms are bosons
since they consist of an even number (six) of fermions. For weakly interacting bosons, A. Einstein predicted in
1925 that a phase transition to a condensed phase should occur (Bose-Einstein condensation). The observation
of superfluidity in He-4 was thus not a suprise—in contrast to the discovery of superconductivity—but in many
details the properties of He-4 were found to differ from the predicted Bose-Einstein condensate. The reason for
this is that the interactions between helium atoms are actually quite strong. For completeness, we sketch the
temperature-pressure phase diagram of He-4:

p (10°Pa)

solid
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superfluid liquid

ambient critical endpoint
1 - gas
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The other helium isotope, He-3, consists of fermionic atoms so that Bose-Einstein condensation cannot take
place. Indeed no superfluid transition was observed in the temperature range of a few Kelvin. It then came
as a big suprise when superfluidity was finally observed at much lower temperatures below about 2.6 mK by D.
Lee, D. Osheroff, and R. Richardson in 1972. In fact they found two new phases at low temperatures. (They
originally misinterpreted them as possible magnetic solid phases.) Here is a sketch of the phase diagram, note
the temperature scale:
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Superfluid He-3 shows the same basic properties as He-4. But unlike in He-4, the two superfluid states are sensitive
to an applied magnetic field, suggesting the presence of magnetic degrees of freedom at low energies.

2.3 Unconventional superconductors

By the late 1970’s, superconductivity seemed to be a more or less closed subject. It was well understood based on
the BCS theory and extensions thereof that dealt with strong interactions. It only occured at temperatures up to
23.2K (Nb3Ge) and thus did not promise widespread technological application. It was restricted to non-magnetic
metallic elements and simple compounds. This situation started to change dramatically in 1979. Since then,
superconductivity has been observed in various materials classes that are very different from each other and from
the typical low-T, superconductors known previously. In many cases, the superconductivity is unconventional
and often T, is rather high. We now give a brief and incomplete historical overview.

e In 1979, Frank Steglich et al. observed superconductivity below T, ~ 0.5 K in CeCusSis. This material is
not a normal metal in its normal state. Instead is is a heavy-fermion material. The electrons at the Fermi
energy have strong Ce f-orbital character. The very strong Coulomb repulsion between electrons in the
f-shell leads to a large effective mass m* > m, at the Fermi energy, hence the name. (The small overlap
between localized f orbitals also contributes to the large mass but interactions are crucial.) Since then,
superconductivity has been found in various other heavy-fermion compounds. BCS theory has difficulties to
explain superconductivity in these highly correlated metals. Nuclear magnetic resonance (discussed below)
and other experimental techniques have shown that many of these heavy-fermion superconductors show
unconventional symmetry of the superconducting state.

e Also in 1979, D. Jérome et al. (Klaus Bechgaard’s group) observed superconductivity in an organic salt
called (TMTSF);PF5 with 7. = 1.1 K. Superconductivity has since been found in various organic materials
with a maximum 7, of about 18 K. The symmetry of the superconducting state is often unconventional.
(We do not include fullerites under organic compounds since they lack hydrogen atoms.)

e While the previously mentioned discoveries showed that superconductivity can occur in unexpected materials
classes and probably due to unconventional mechanisms, the T, values did not surpass the T, ~ 23K of
Nb3Ge. In 1986, J. G. Bednorz and K. A. Miiller observed superconductivity in Las_,Ba, CuOy4 (the layered
perovskite cuprate LasCuO,4 with some Ba substituted for La) with T, on the order of 35 K. In the following
years, many other superconductors based on the same type of nearly flat CuO, planes sketched below were
discovered. The record transition temperatures for cuprates are T, = 138 K for Hgy g Ty 2BasCasCuszOgys
at ambient pressure and T, = 164 K for HgBasCasCu3Og, s under high pressure. Many experimental probes
show that the cuprates are unconventional superconductors. High-T, superconductivity in the cuprates was
historically important since many advanced methods of many-body theory have been developed motivated
by the desire to understand this phenomenon. We will come back to this materials class below.

11
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In 1991, A. F. Hebard et al. found that the fullerite KsCgg = (K‘)gCga became superconducting below
T. = 18 K. T, in this class has since been pushed to T, = 33K for CssRbCgg at ambient pressure and
T. = 38K for (b.c.c., while all the other known superconducting fullerites are f.c.c.) Cs3Cgo under high
pressure. The symmetry of the superconducting state appears to be trivial but, as noted above, there is an
ongoing debate on whether the pairing is phonon-mediated.

In 1994, Maeno et al. discovered superconductivity in SroRuO4 with T, = 1.5 K. The (perovskite) lattice
structure is the same as for the earliest studied cuprates, such as doped Lay;CuQy, but with copper replaced
by ruthenium. The superconducting state appears to be magnetic and was long thought to be similar to
the superfluid states of He-3. Very recent experiments cast doubt upon this picture but superconductivity
in SroRuQy is certainly unconventional.

In 2001, Nagamatsu et al. reported superconductivity in MgBs with T, = 39K. The high T, and the
layered crystal structure, reminiscant of cuprates, led to the expectation that superconductivity in MgBs is
unconventional. However, most experts now think that it is actually conventional, as noted above.

A new series of important discoveries started in 2006, when Kamihara et al. (H. Hosono’s group) observed
superconductivity with 7, ~ 4K in LaFePO, another layered compound. While this result added a new
materials class based on Fe?* to the list of superconductors, it did not yet cause much excitement due to
the low T.. However, in 2008, Kamihara et al. (the same group) found superconductivity with T, ~ 26 K
in LaFeAsO;_,F,. Very soon thereafter, the maximum 7, in this iron-pnictide class was pushed to 55 K.
Superconductivity was also observed in several related materials classes, some of them not containing oxygen
(e.g., LiFeAs) and some with the pnictogen (As) replaced by a chalcogen (e.g., FeSe). The common structural
element is a flat, square Fe?" layer with a pnictogen or chalcogen sitting alternatingly above and below
the centers of the Fe squares. Superconductivity is thought to be unconventional. The mechanism is not
necessarily the same for all members of this diverse family.

~

/J

Fe As

Drozdov et al. reported superconductivity in H3S under high pressure with a maximum critical tempera-
ture of T, = 203K in 2015 and in LaH;g under high pressure with 7, ~ 250K in 2019, as noted above.
Although not completely understood yet, superconductivity is thought to be due to phonons and in this
sense conventional.

2.4 Bose-Einstein condensation in dilute gases

An important related breakthrough was the realization of a Bose-Einstein condensate (BEC) in a highly diluted
and very cold gas of atoms. In 1995, Anderson et al. (C. E. Wiman and E. A. Cornell’s group) reported con-
densation in a dilute gas of Rb-87 below T, = 170nK (!). Only a few months later, Davis et al. (W. Ketterle’s
group) reported a BEC of Na-23 containing many more atoms. About a year later, the same group was able to
create two condensates and then merge them. The resulting interference effects showed that the atoms where
really in a macroscopic quantum state, i.e., a condensate. All observations are well understood from the picture
of a weakly interacting Bose gas. Bose-Einstein condensation will be reviewed in the following chapter.

12






3

Bose-Einstein condensation

In this short chapter we review the theory of Bose-Einstein condensation. While this is not the correct theory
for superconductivity, at least in most superconductors, it is the simplest description of a macroscopic quantum
condensate. This concept is central also for superconductivity and superfluidity.

We consider an ideal gas of indistinguishable bosons. “Ideal” means that we neglect any interaction between
the particles. There are two cases with completely different behavior depending on whether the particle number is
conserved or not. Rb-87 atoms are bosons (they consist of 87 nucleons and 37 electrons) with conserved particle
number, whereas photons are bosons with non-conserved particle number. Photons can be freely created and
destroyed as long as the usual conservation laws (energy, momentum, angular momentum, ...) are satisfied.
Bosons without particleenumber conservation show a Planck distribution,

TLP(E) = —Z (31)

with 8 := 1/kgT, for a grand-canonical ensemble in equilibrium. Note the absence of a chemical potential, which
is due to the non-conservation of the particle number. This distribution function is an analytical function of
temperature and thus does not show any phase transitions.

The situation is different for bosons with conserved particle number. We want to consider the case of a given
number N of particles in contact with a heat bath at temperature T. This calls for a canonical description (N, T
given). However, it is easier to use the grand-canonical ensemble with the chemical potential p given. For large
systems, fluctuations of the particle number become small so that the descriptions are equivalent. However, u
must be calculated from the given N.

The grand-canonical partition function is

1
_ —B(€ei—p) =2B(ei—p) 4 ...\ — - -
Z_H(1+e te n )_Hl_e—ﬁ(ei—u)’ (3.2)

%

where ¢ counts the single-particle states of energy ¢; in a volume V. The form of Z expresses that every state
can be occupied not at all, once, twice, etc. For simplicity, we assume the volume to be a cube with periodic
boundary conditions. Then the states can be enumerated be wave vectors k compatible with these boundary
conditions. Introducing the fugacity

y = e, (3.3)
we obtain
1

Z = —_ 4
i (3.4)

1

— E - _ E _ e Be

= InZ = o lnm = k In (1 ye k) . (35)
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The fugacity has to be chosen to give the correct particle number

! 1 1
N:zk:<nk> :zk:ieﬁ(ek—u) _1 :zk:ifleﬁek _1 (3.6)

Y
Since (nx) must be non-negative, u must satisfy
p<ea Yk (3.7)

For a free particle, e = k?/2m and the lowest possible eigenenergy is e = 0 for k = 0 so that we obtain u < 0
and thus y < 1.
For a large volume V', the allowed vectors k become dense and we can replace the sums over k by integrals

according to
A3k 2 V
o= v/—..._ i 3/2/de (3.8)
: @)

In the last equation we have used the density of states (DOS) of free particles in three dimensions. Note that the
DOS would be different for a different number of dimensions. For example, in two dimensions, the DOS scales
as €V = 1. The DOS is also different if one assumes a harmonic instead of a square-well confining potential. The
replacement in Eq. (3.8) contains a fatal mistake, though. The DOS for ¢ = 0 vanishes so that any particles in
the state with k = 0, e, = 0 do not contribute to the results. But that is the ground state! For T' = 0 all bosons
should be in this state. We thus expect incorrect results at low temperatures.

Our mistake was that Eq. (3.8) does not hold if the fraction of bosons in the k = 0 ground state is macroscopic,
i.e., if Ng/N := (ng) /N remains finite for large V. To correct this, we treat the k = 0 state explicitly (the same
would be necessary for any state with macroscopic occupation). We write

Z — 2;LT—3V(2m)3/2/de\/E... + (k =0 term). (3.9)
k 0

Note that splitting off the ground state would be not just unnecessary but incorrect for a two-dimensional gas.
Treating the ground state explicitly, we obtain

TV 7 —Be b arts 27V
an——F(2m)3/2/de\/Eln(l—ye5)—1n(1—y) vE h3( m)3/2Z B/de 1{3571 —In(1—1y)
0
(3.10)
with
27TV 1 27V T Ve Yy
N = 3/2/ == (2 3/2/ : 11
de /e y~1 */36—14_ -1 h3 (2m) deyﬂefﬁffl—i_l*y (8.11)
Defining
17 !
" = d 12
0u0) = g [ Ao (312)
0
for 0 <y <1 and n € R, and the thermal wavelength
B2
A=y —— 3.13
2mmkgT’ ( )
we obtain
v
InZ =5 95/2(y) — (1 —y), (3.14)

15



V Yy
N = ﬁ93/2(y)+7- (3.15)
——

-y
——
- NE = NO
We note the identity
gn(y) =Y 7, (3.16)
k=1
which implies
gn(0) =0, (3.17)
=1
gn(1) = ; = =C(n) for n>1 (3.18)

with the Riemann zeta function {(x). Furthermore, g,(y) increases monotonically in y for y € [0, 1].

8 (y)

:83/2

|

|

21 |
L 8502

|

|
1T /////"‘goo

- I

= l

0 } ;

0 0.5 1 y

We now have to eliminate the fugacity y from Egs. (3.14) and (3.15) to obtain Z as a function of the particle
number N. In Eq. (3.14), the first term is the number of particles in excited states (ex > 0), whereas the second
term is the number of particles in the ground state. We consider two cases: 1. If y is not very close to unity
(specifically, if 1 —y > A3/V), Ny = y/(1 —y) is on the order of unity, whereas N, is an eztensive quantity. Thus
Ny can be neglected and we get

\%4
N =N, = Fgca/z(y)- (3.19)
Since g3/2 < ((3/2) =~ 2.612, this equation can only be solved for the fugacity y if the concentration satisfies
N _((3/2)
— < . 3.20
V- A (8.20)

Note that the right-hand side decreases with decreasing temperature since A\* o« 73/2 increases. Hence, below a
critical temperature T, the inequality is no longer fulfilled. From

N 3/2
N2 Ch(Q/ ) - (3.21)
(s )
we obtain 23
1 h? N

2. If, on the other hand, y is very close to unity, i.e., 1 —y < A3/V, Ny cannot be neglected. Moreover, in this

case we find
1% \%4 3
N, = ﬁgzs/z(y) = §93/2(1 - O(\/V)), (3.23)
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where O(A3/V) is a correction of order A3/V < 1. Thus, by Taylor expansion,

Ne = 33 93/2(1) — O(1) = 15 €(3/2) ~ O(1). (324)

The intensive term O(1) can be neglected compared to the extensive one so that

.
N. = 55((3/2). (3.25)

This is the maximum possible value at temperature 7. Furthermore, Ny = y/(1 — y) is solved by

~ N __ 1 (3.26)
YT N1 T+ 1Ny :
For y to be very close to unity, Ny must satisfy Ny > 1. Since
-~ v
No:N*Ne:N*F (3/2) (3.27)
must be positive, we require
N ((3/2)
v > s (3.28)
= T<T. (3.29)
We conclude that the fraction of particles in excited states is
N,V (T (TN?
> _((3/2) = == ) 3.30
¥ = Tl =S = (# (3.30)
The fraction of particles in the ground state is then
N, T 3/2
FO >~ (T) : (3.31)
In summery, we find in the thermodynamic limit
(a) for T > T.:
N, N
5 =L WO <1, (3.32)
(b) for T < T:
3/2 3/2
Ney (T Mooy (ZNVT (3.33)
N T, " N T,
|
‘
No/N |
|
|
N./N l
|
0 x ‘
0 0.5 1 T/T,

17



We find a phase transition at T, below which a macroscopic fraction of the particles occupy the same single-
particle quantum state. This fraction of particles is said to form a condensate. While it is remarkable that
Bose-Einstein condensation happens in a non-interacting gas, the BEC is analogous to the condensate in strongly
interacting superfluid He-4 and, with some added twists, in superfluid He-3 and in superconductors.

We can now use the partition function to derive equations of state. As an example, we consider the pressure

0P 0
g [V
=kpT W | g5/2(y) —In(L —y)|. (3.34)

(® is the grand-canonical potential). In principle, the fugacity y depends on the volume V since we have to invert

14 ]

N = F93/2<y) + T—y (3.35)
which gives us y(IV, V). Derivatives with respect to V' are taken at fixed particle number N. Thus we get
kgT v, 1 Jy
P=5 95/2(y) + kr [)\3 95/2(y) + 1—3;} v
kpT Vogsply) 1 ] 0y
For T > T,, we can find y and thus p numerically. For T' < T, we may set y = 1 so that dy/0V = 0 and
kpT
p=" ((6/2) x T5/2, (3.37)

Note that only the excited states contribute to the pressure. This is plausible since particles in the condensate
have vanishing kinetic energy.
The result should be compared to the classical ideal gas. In that case the equation of state gives

poxT. (3.38)

For the BEC, the pressure drops more rapidly since more and more particles condense and thus no longer
contribute to the pressure.
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4

Normal metals

To be able to appreciate the remarkable poperties of superconductors, it is useful to review what we know about
normal conductors.

4.1 Electrons in metals

Let us ignore electron-electron Coulomb interaction and deviations from a perfectly periodic crystal structure
(due to defects or phonons) for now. Then the exact single-particle states are described by Bloch wavefunctions

Yak(r) = tar(r) e, (4.1)

where u,x(r) is a lattice-periodic function, « is the band index including the spin, and #ik is the crystal momentum
in the first Brillouin zone. Since electrons are fermions, the average occupation number of the state |ak) with
energy €,y is given by the Fermi-Dirac distribution function

1
nr(€ak) = eBleax—p) 1 1° (4.2)
If the electron number N, and not the chemical potential u, is given, u has to be determined from
1
N = 2; e T T (4.3)

cf. our discussion for ideal bosons. In the thermodynamic limit we again replace

dYoooo= V/(i:;g... (4.4)

k

Unlike for bosons, this is harmless for fermions, since any state can at most be occupied once so that macroscopic
occupation of the single-particle ground state cannot occur. Thus we find

N dk® 1
= Z/ o T B (4.5)

If we lower the temperature, the Fermi function nr becomes more and more step-like. For T' — 0, all states with
energies €,k < Ep := u(T — 0) are occupied (Ep is the Fermi energy), while all states with €, > Er are empty.
This Fermi sea becomes fuzzy for energies €,k ~ Er at finite temperatures but remains well defined as long as
kT < Ep. This is the case for most materials we will discuss.

The chemical potential, the occupations ng(eqak), and thus all thermodynamic variables are analytic functions
of T and N/V. Thus there is no phase transition, unlike for bosons. Free fermions represent the special case with
only a single band with dispersion € = h?k?/2m. If we replace m by a material-dependent effective mass, this
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gives a reasonable approximation for simple metals such as alkali metals. Qualitatively, the conclusions are much
more general.

Lattice imperfections and interactions result in the Bloch waves 1,k (r) not being exact single-particle eigen-
states. (Electron-electron and electron-phonon interactions invalidate the whole idea of single-particle states.)
However, if these effects are in some sense small, they can be treated pertubatively in terms of scattering of
electrons between single-particle states |ak).

4.2 Semiclassical theory of transport

We now want to derive an expression for the current in the presence of an applied electric field. This is a question
about the response of the system to an external perturbation. There are many ways to approach this type of
question. If the perturbation is small, the response, in our case the current, is expected to be a linear function
of the perturbation. This is the basic assumption of linear-response theory. In the framework of many-particle
theory, linear-response theory results in the Kubo formula (see lecture notes on many-particle theory). We here
take a different route. If the external perturbation changes slowly in time and space on atomic scales, we can use
a semiclassical description. Note that the following can be derived cleanly as a limit of many-particle quantum
theory.

The idea is to consider the phase space distribution function p(r,k,t). This is a classical concept. From
quantum mechanics we know that r and p = ik are subject to the uncertainty principle ArAp > h/2. Thus
distribution functions p localized in a phase-space volume smaller than on the order of i3 violate quantum
mechanics. On the other hand, if p is much broader, quantum effects should be negligible.

The Liouville theorem shows that p satisfies the continuity equation

Op . Op . Op _dp

a+r-§+k~ﬁza_0 (4.6)
(phase-space volume is conserved under the classical time evolution). Assuming for simplicity a free-particle
dispersion, we have the canonical (Hamilton) equations

_OH _p _ Ik

F = T (4.7
. 1. 1 0H 1 1
k=3P = %~ nVV = 5F (4.8)
with the Hamiltonian H and the force F. Thus we can write
0 hk 0 F 0
(at+m‘ar+n'ak>p—0' (4.9)

This equation is appropriate for particles in the absence of any scattering. For electrons in a uniform and time-

independent electric field we have
F = —¢E. (4.10)

Note that we always use the convention that e > 0. It is easy to see that then
E
plr,k,t) = f (k + eht) (4.11)

is a solution of Eq. (4.9) for any differentiable function f. This solution is uniform in real space (Jp/0r = 0)
and shifts to larger and larger momenta Ak for ¢ — oo. It thus describes the free acceleration of electrons in an
electric field. There is no finite conductivity since the current never reaches a stationary value. This is obviously
not a correct description of a normal metal. Our mistake has been to ignore scattering.

Scattering will change p as a function of time beyond what as already included in Eq. (4.9). We collect all
processes not included in Eq. (4.9) into a scattering term S|p]:

(8 rk 0 F 0

at+m'ar+h'ak>p:_3[p]' (412
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This is the famous Boltzmann equation. The notation S[p| signifies that the scattering term is a functional of p.
It is generally not simply a function of the local density p(r, k, ).

While expressions for S[p] can be derived for various types of scattering—interesting and unconventional
transport properties in the normal state can be studied in this way—for our purposes it is sufficient to employ the
simple but common relazation-time approzimation. It is based on the observation that p(r,k,t) should relax to
thermal equilibrium if no force is applied (F = 0). For fermions, the equilibrium distribution is pg(k) o np(ex).
This relaxation is ensured by the ansatz

p(r.k,t) = po(k) (4.13)

T

Slp] =

Here, 7 is the relaxation time, which determines how fast p relaxes towards pg.
If there are different scattering mechanisms that act independently, the scattering integral is just a sum of
contributions of these mechanisms,

Slp] = Silp] + Sap] + .. (4.14)
Consequently, if the relaxation-time approximation is valid the relaxation rate 1/7 can be written as
1 1 1
-—=—+—4... (4.15)

T T1 T2
This is Matthiessen’s rule. There are three main scattering mechanisms:

e Scattering of electrons by disorder: This gives an essentially temperature-independent contribution, which
dominates at low temperatures.
e Electron-phonon interaction: This mechanism is strongly temperature-dependent because the available
phase space shrinks at low temperatures. One finds a scattering rate
1

Te-ph

o T3. (4.16)

However, this is not the relevant rate for transport calculations. The conductivity is much more strongly
affected by scattering that changes the electron momentum Ak by a lot than by processes that change it
very little. Backscattering across the Fermi sea is most effective.

k

y

/ Ak =2k,
/ kx

Since backscattering is additionally suppressed at low T, the transport scattering rate relevant here scales
as

1
o T, (4.17)

o
e Electron-electron interaction: For a parabolic free-electron band its contribution to the resistivity is actually
zero since Coulomb scattering conserves the total momentum of the two scattering electrons and therefore
does not relax the current. However, in a real metal, umklapp scattering can take place that conserves the
electrons’ total momentum only modulo a reciprocal lattice vector. Thus the electron system can transfer
momentum to the crystal as a whole and thereby degrade the current. The temperature dependence is

typically
1

umklapp
Te-e

o T2, (4.18)
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We now consider the force F = —eE and calculate the current density

3
i(ent) = e [ 55 T plrket) (4.19)
—~—

=v
To that end, we solve the Boltzmann equation in the relaxation-time approximation,

O tk 0 eE O\ _ p—po
(at+m'ar‘hm<)p—— _— (4.20)

We are interested in the stationary solution (9p/0t = 0), which for a uniform field must be spatially uniform
(0p/0r = 0) if it is unique. This gives

¢cE 9 __r(k) = po(k)
eEr 0
= pk) = po(k) + ok p(k). (4.22)
We iterate this equation by inserting it again into the last term:
eEr 0 eEr 0\ eET 0
p(k) = po(k) + o ﬁpo( ) (h : 8k) 5 ﬁp(k)‘ (4.23)

To make progress, we assume that the applied field E is small so that the response j is linear in E. Under this
assumption we can truncate the iteration after the linear term,

eET 0
k) = po(k) + — - = po(k). 4.24
p(k) = po(k) + 3 8kp0() (4.24)
By comparing this to the Taylor expansion
eET eEr 0
k+ — | =polk)+ — - = po(k) + ... 4.2
oo+ ) = i + ST 10+ (4.25)
we see that the solution is, to linear order in E,
eET
p(k) = po (k + h) X p(€ExcteBr/n)- (4.26)

Thus the distribution function is simply the Fermi sea shifted in k-space by —eEr/hA. Since electrons carry
negative charge, the distribution is shifted in the direction opposite to the applied electric field.

—E
\\\PO
The current density now reads
d3k Rk eET d3k Rk d3k Rk (eET Opg
j=—e | 28 2 (ks E0 ) > o [ 28 k) — e el D 42
J e/(?w)gmpo( + h) e/(gw)smp‘)() e/(27r)3m( I 8k> (4.27)

=0
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The first term is the current density in equilibrium, which vanishes. In components, we have

6 T %by parts / dgk 8k 6277' / dgk
Z / 2m)3 Ko Okg Z 27)3 8k m Ea (2m)3 po- (4.28)

76(1;3

Here, the integral is the concentration of electrons, n := N/V. We thus obtain Ohm’s law

ji= E=0E (4.29)
m
so that the conductivity is
e2nr
= 4.30
o=t (430)

This is the famous Drude formula. For the resistivity p = 1/0 we get, based on our discussion of scattering
mechanisms,

m m 1 1 1
— — _ . 4.31
P= @~ &n (Tdis * Tﬁfﬁﬁsmrt * Te‘i‘e"“app> (4.31)
p
large T

o< T° mostly due
to electron—
phonon scattering

\ residual resistivity
due to disorder
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5

Electrodynamics of superconductors

Superconductors are defined by electrodynamic properties—ideal conduction and magnetic-field expulsion. It is
thus appropriate to ask how these materials can be described within the formal framework of electrodynamics.

5.1 London theory

In 1935, F. and H. London proposed a phenomenological theory for the electrodynamic properties of superconduc-
tors. It is based on a two-fluid picture: For unspecified reasons, the electrons from a normal fluid of concentration
n, and a superfluid of concentration ng, where n, + n; = n = N/V. Such a picture seemed quite plausible
based on Einstein’s theory of Bose-Einstein condensation (1925), although nobody understood how the fermionic
electrons could form a superfluid. The normal fluid is postulated to behave normally, i.e., to carry an ohmic
current

jn=0,E (51)
governed by the Drude conductivity
e2n, T (5.2)
on = . .
m

The superfluid is assumed to be insensitive to scattering. As noted in section 4.2, this leads to free acceleration
of the charges. The Londons have assumed that n,, and ng are both uniform (constant in space) and stationary
(constant in time). These are serious restrictions of London theory, which will be overcome by Ginzburg-Landau
theory. With the supercurrent

js = —engvy (5.3)
and Newton’s equation of motion
d F eE
—Vg=—=——, 5.4
dt v m m (5-4)
we then obtain o )
Js € Ny
— E 5.5
ot m (5:5)

The same follows from the Boltzmann equation in the absence of scattering. This is the First London Equation.
Note that the curl of the First London Equation is

0 e’ng Faraday €2ns OB
—V X]js = VxE =" — —_ 5.6
ot *J m me Ot (5.6)
This equation can be integrated in time to give
. e*ns
V xjs=—-———B+C(r), (5.7)
me
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where the last term represents a constant of integration at each point r inside the superconductor. C(r) should
be determined from the initial conditions. If we start from a superconducting body in zero applied magnetic
field, we have j; = 0 and B = 0 initially so that C(r) = 0. To describe the Meifner-Ochsenfeld effect, we have
to consider the case of a body becoming superconducting (by cooling) in a non-zero applied field. However, the
outcome cannot be derived within London theory since we have assumed the superfluid density n, to be constant
in time.

To account for the flux expulsion, the Londons postulated that C = 0 regardless of the history of the system.

This leads to )

V xj, = =B, (5.8)
me
which is the Second London Equation.
Taking the curl of Ampére’s law
4 4
VxB= "+ i (5.9)

(there is no displacement current in the stationary state) we get

dme?n, 4 dmwe®n, 4 0B

B=-— B+ —o, E=—- - —Op —.
V x V x 5 +CUV>< > co 5

— (5.10)

We drop the last term since we are interested in the stationary state and use an identity from vector calculus
(BAC-CAB rule), which gives

4me?n,
~V(V-B)+V?B = 7;:; B. (5.11)
Introducing the London penetration depth
mc?
)\L = m, (512)
this equation assumes the simple form
1
V’B = - B. (5.13)

)\2
L
Let us consider a semi-infinite superconductor filling the half space > 0. A magnetic field B,p1 = Hapl = Bap1 §
is applied parallel to the surface. One can immediately see that the equation is solved by

B(x) = Bapi e~ */* for z > 0. (5.14)

The magnetic field thus decresases exponentially with the distance from the surface of the superconductor. In
bulk we indeed find B — 0, which is the Meifner-Ochsenfeld effect.

B
Bapl
outside inside
0 7L L by
The Second London Equation
c
js = —— 5.15
VX 42 ( )
and the continuity equation
V-js=0 (5.16)
can now be solved to give
. c .
js(z) = _47T)\L Bapi ze /AL for 2 > 0. (5.17)
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Thus the supercurrent flows in the direction parallel to the surface and perpendicular to B and decreases into
the bulk on the same scale A. js can be understood as the screening current required to keep the magnetic field
out of the bulk of the superconductor.

The two London equations (5.5) and (5.8) can be summarized using the vector potential since 1 % =-E
and V x A = B: )
jo= S AL (5.18)
mc
This equation is evidently not gauge invariant since a change of gauge
A - A+Vy (5.19)

changes the supercurrent. (The two London equations are gauge invariant since they are expressed in terms of E
and B.) Charge conservation requires V - j; = 0 and thus the vector potential must be transverse,

V-A=0. (5.20)

This is called the London gauge in this context and the Coulomb gauge in general. Furthermore, the supercurrent
through the surface of the superconducting region is proportional to the normal component A, with constant
of proportionality determined by Eq. (5.18). For a simply connected region these conditions uniquely determine
A(r). For a multiply connected region this is not the case; we will return to this point below.

5.2 Rigidity of the superfluid state

F. London has given a quantum-mechanical justification for the London equations. If the many-body wave
function of the electrons forming the superfluid is ¥4(ry,ro,...) then the supercurrent in the presence of a vector
potential A is

js(r):—e%Z/d3r1d3r2-~-5(r—rj) {\I}j <h8+ —A(r )) \I!S+\I/5< Ei+ A( ))\I/j}. (5.21)

i Or; i Or;

Here, j sums over all electrons in the superfluid, which have position r; and momentum operator

h 0
, 5.22
Pj= i 81‘] ( )
Splitting the kinetic and electromagnetic terms, we obtain
js(r) = Z/d?’rld ro-- 6(r —1;) vy v, 2y
* 2mz J Sor; ° “or; °
e .
- %A(r)Z/d?’rl dPry--- 8(r — 1)) U,
0 0 e?ng
3ry d® ) —0, -V, —U'| — ® A(r). 2

g vt ate g [ e - wes] - A (5:23

In general, the wave function W, depends on A. Now London proposed that the wave function is 7igid under
the application of a transverse vector potential. More specifically, he suggested that Uy does not contain a term
of first order in A, in the gauge V- A = 0.! Then, to first order in A, the first term on the right-hand side
in Eq. (5.23) contains the unperturbed wave function one would obtain for A = 0. The first term is thus the

LA possible argument for this goes as follows: a linear term would necessarily be proportional to ¢ - A(r), where c is some vector.
However, the whole current density and also its first term only depend (implicitly) on a single vector, namely A(r). Since there is no
c there cannot appear a linear term.
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supercurrent for A = 0, which should vanish due to Ampére’s law. Consequently, to first order in A we obtain

the London equation

eng

Js = A. (5.24)
me
The rigidity of ¥, was later understood in the framework of BCS theory as resulting from the existence of a

non-zero energy gap for excitations out of the superfluid state.

5.3 Flux quantization

We now consider two concentric superconducting cylindrical shells that are thick compared to the London pene-
tration depth Ap. A magnetic flux
P = / d*rB, (5.25)
O
penetrates the inner hole and a thin surface layer with a thickness on the order of Ay, of the inner cylinder. The

only purpose of the inner cylinder is to prevent the magnetic field from touching the outer cylinder, which we are
really interested in. The outer cylinder is completely field free. We want to find the possible values of the flux ®.

y

thick compared to A,

Although the region outside of the inner cylinder has B = 0, the vector potential does not vanish. The relation
V x A = B implies
j{ds-A://er-B:Q (5.26)

)
27
The London gauge requires this to be the only non-zero component. Thus outside of the inner cylinder we have,
in cylindrical coordinates,

By symmetry, the tangential part of A is

A (5.27)

o =

(0]
A=—¢. 5.28
27r7°<P ( )



This can be rewritten as

o
A=v_2L. (5.29)
2

Since this is a pure gradient, we can get from A =0 to A = (®/27r) ¢ by a gauge transformation

A - A+ Vy (5.30)
with CI)
P
. 31
o (5.31)

X is continuous but multivalued outside of the inner cylinder. Its gradient is single valued, though. We recall
that a gauge transformation of A must be accompanied by a transformation of the wave function,

U, — exp (- %% Zx(rj)>\1:s. (5.32)

This is most easily seen by noting that it guarantees the current js, Eq. (5.21) in Sec. 5.2, to remain invariant
under gauge transformations. Thus the wavefuncion at ® = 0 (A = 0) and at non-zero flux ® are related by

> ie Do\ o e 0
U —exp<—hcz%)Ws—exp(—zhe@;@j)\ﬂs, (5.33)

where ¢; is the polar angle of electron j. It may seem strange that a gauge transformation connects two states with
different observable properties, namely different fluxes. However, this is possible here since the transformation
is not done in all of space but only outside of the inner cylinder, which constitutes a region that is not simply
connected.

For ¥? as well as ¥? to be single valued and continuous, the exponential factor must not change for ¢; —
@ + 2m for any j. This is the case if

Cocz o d=n" withnez (5.34)
hc e
We find that the magnetic flux ® is quantized in units of hc/e. Note that the inner cylinder can be omitted:
Assume we are heating it enough to become normal-conducting. Then the flux ® will fill the whole interior of
the outer cylinder plus a thin (on the order of A\r) layer on its inside. But if the outer cylinder is much thicker
than A, this should not affect ¥, appreciably, away from this thin layer.

The quantum hc/e is actually not correct. Based in the idea that two electrons could form a boson that
could Bose-Einstein condense, Onsager suggested that the relevant charge is 2e instead of e, leading to the
superconducting flux quantum N

c

Py = —
0 26’

(5.35)

which is indeed found in experiments.

5.4 Nonlocal response: Pippard theory

Experiments often find a magnetic penetration depth A that is significantly larger than the Londons’ prediction
AL, in particular in dirty samples with large scattering rates 1/7 in the normal state. Pippard explained this
on the basis of a nonlocal electromagnetic response of the superconductor. The underlying idea is that the
quantum state of the electrons forming the superfluid cannot be arbitrarily localized. The typical energy scale of
superconductivity is expected to be kgT,.. Only electrons with energies € within ~ kT, of the Fermi energy can
contribute appreciably. This corresponds to a momentum range Ap determined by

kBTc ! de
- L oe _ 5.36
Ap 3;0 oy VF ( )
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kpT.
= Ap= iF , (5.37)

with the Fermi velocity vp. From this and Heisenberg’s uncertainty principle, we estimate that the electrons
cannot be localized on scales smaller than

h 1 hUF
Ar~ —— = = . .
Y 9Ap T 2 kplh (5-38)
Therefore, Pippard introduced the coherence length
FwF
= 5.39
§o =« o (5.39)

as a measure of the minimum extent of electronic wavepackets. « is a numerical constant of order unity. BCS
theory predicts a =~ 0.180. Pippard proposed to replace the local equation

js = — A 5.40
J — (5.40)
of London theory by the nonlocal expression
3 e’n Ar(Ar-A(r")) _
jo(r) = ————5 | @3 2N V) o Ar/G 5.41
Js(x) dr&y me / " (Ar)4 ¢ (5:41)
with
Ar=r—r1'. (5.42)

The special form of this equation was motivated by an earlier nonlocal generalization of Ohm’s law. The main
point is that electrons within a distance &y of the point r’ where the field A acts have to respond to it because of
the minimum localization of the electronic state. If A does not change appreciably on the scale of &y, we obtain

3 eng /d3r’ Ar(Ar-A(r)) _appe, 3 e*ns /dgAr Ar(Ar- A(r)) o—Ar/é

Jsr) = 4m&y me B (Ar)*

(Ar)4 N 4m&y me (5:43)

The result has to be parallel to A(r) by symmetry (since it is a vector depending on a single vector A(r)). Thus

. 3 e’n (Ar-A(r))? _
s(r) = — ~A BAr 2L ) —Ar/g
Jo(x) dn&y me (r)/ " (Ar)t €
1 o
3_e'ng MCOSQH
= — = A(r) 27r/d(cost9)/dArM76—Ar/§o
4
T MmC J ) M
3 e2n, 2 e2n,
= —47T€0 me A(I') 27T gé-() - me A(r) (544)

We recover the local London equation. However, for many conventional superconductors, £y is much larger than
A. Then A(r) drops to zero on a length scale of A <« &. According to Pippard’s equation, the electrons respond
to the vector potential averaged over regions of size £;. This averaged field is much smaller than A at the surface
so that the screening current j, is strongly reduced and the magnetic field penetrates much deeper than predicted
by London theory, i.e., A > Ap.

To be a bit more quantitative, we can estimate the averaged vector potential and thus the screening current
to be reduced by a factor on the order of A\/&y. From Ampére’s law V x B = %js, we infer that the length scale
of the exponential decay of B, i.e., the effective penetration depth, should then be enhanced by the inverse of this
factor. We thus get
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= A=A\ (5.46)

= A~ (5.47)

i.e., we estimate the effective penetration depth to be the geometric mean of the London penetration depth and
Pippard’s coherence length. Note that for A\ < £ we obtain A\ < A < &, consistent with our arguments.
Remember that the result A = /A&y only holds in this limit.

The above motivation for the coherence length &; relied on having a clean system. In the presence of strong
scattering the electrons can be localized on the scale of the mean free path | := vp7. Pippard phenomenologically
generalized the equation for js by introducing a new length £ where

1 1 1
1_1. 5.48
£ & Bl (548)
(8 is a numerical constant of order unity) and writing
. e? Ux 3./ AI‘ A( )) —Ar/g
, = . 4
Je = 47r§0 mc /d Ar)? ¢ (5.49)

Note that £, appears in the prefactor but & in the exponential. This expression is in good agreement with
experiments for series of samples with varying disorder. It is essentially the same as the result of BCS theory.
Also note that in the dirty limit | < &y, A\, we again recover the local London result following the same argument
as above, but since the integral gives a factor of £, which is not canceled by the prefactor 1/&y, the current is

reduced to ) : ) 8
e“ng e“ng
jo = — = A= — A. 5.50
J me & me & ( )

Note that the small mean free path in the dirty limit makes the response local again.
Taking the curl, we obtain

e2n, Bl
=S Plg 5.51
vV xj me & (5.51)

4
L VxyxBo_ 2T Ol (5.52)
me? o

dme’n Bl
’B = * — B, 5.53
= V e & (5.53)

in analogy to the derivation in Sec. 5.1. This equation is of the form
V’B- B (5.54)

(2 |

with the London penetration depth

)\dls | 4::201 \/5»0 \/g (555)

Thus the penetration depth is increased by a factor of order /&y/l in the dirty limit, | < &y, Ar. Since the
response is local in the dirty limit, the effective penetration depth equals the modified London result, i.e.,

Adis = AL (5.56)
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6

Ginzburg-Landau theory

Within London and Pippard theory, the superfluid density ng is treated as given. There is no way to understand
the dependence of ng on, for example, temperature or applied magnetic field within these theories. Moreover, ng
has been assumed to be constant in time and uniform in space—an assumption that is expected to fail close to
the surface of a superconductor.

These deficiencies are cured by the Ginzburg-Landau theory put forward in 1950. Like Ginzburg and Landau
we ignore complications due to the nonlocal electromagnetic response. Ginzburg-Landau theory is developed as
a generalization of London theory, not of Pippard theory. The starting point is the much more general and very
powerful Landau theory of phase transitions, which we will review first.

6.1 Landau theory of phase transitions

Landau introduced the concept of the order parameter to describe phase transitions. In this context, an order
parameter is a thermodynamic variable that is zero on one side of the transition and nonzero on the other. In
ferromagnets, the magnetization M is the order parameter. The theory neglects fluctuations, which means that
the order parameter is assumed to be constant in time and space (Ginzburg-Landau theory will go beyond this!).
Landau theory is thus a mean-field theory. Now the appropriate thermodynamic potential can be written as a
function of the order parameter, which we call A, and certain other thermodynamic quantities such as pressure
or volume, magnetic field, etc. We will always call the potential the free energy F', but whether it really is a
free energy, a free enthalpy, or something else depends on which quantities are given (pressure vs. volume etc.).
Hence, we write
F=F(AT)), (6.1)

where T is the temperature, and further variables have been suppressed. The equilibrium state at temperature
T is the one that minimizes the free energy. Generally, we do not know F(A,T) explicitly. Landau’s idea was to
expand F in terms of A, including only those terms that are allowed by the symmetry of the system and keeping
the minimum number of the simplest terms required to get nontrivial results.

For example, in an isotropic ferromagnet, the order parameter is the three-component vector M. The free
energy must be invariant under rotations of M because of isotropy. Furthermore, as usual in physics, we assume
F to be a smooth, i.e., differentiable, function of M. Then the leading terms, apart from a trivial constant, are

F%aM-M—&—g(M-M)2+O((M~M)3). (6.2)
Denoting the coeflicients by « and 3/2 is just convention. « and § are functions of temperature (and pressure
etc.).
What is the corresponding expansion for a superconductor or superfluid? Lacking a microscopic theory,
Ginzburg and Landau assumed based on the analogy with Bose-Einstein condensation that the superfluid part is
described by a single one-particle wave function ¥4(r). They imposed the plausible normalization

/ @ |0(1) = N, = n,V; (6.3)
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Ny is the total number of particles in the condensate. They then chose the complex amplitude 9 of U,(r) as the
order parameter, with the normalization

[]* o n. (6.4)
Thus the order parameter in this case is a complex number. They thereby neglect the spatial variation of W(r)

on an atomic scale.
The free energy must not depend on the global phase of U(r) because the global phase of quantum states is
not observable. Thus we obtain the expansion

F=alpf + 5 Wi+ ol (6:5)

0Odd powers are excluded since they are not differentiable at ¢» = 0. If § > 0, which is not guaranteed by symmetry
but is true for superconductors and superfluids, we can neglect higher order terms since 8 > 0 then makes sure
that F'() is bounded from below. Now there are two cases:

o If « > 0, F(¢) has a single minimum at ¢ = 0. Thus the equilibrium state has ny = 0. This is clearly a
normal metal (n,, =n) or a normal fluid.
e If @ <0, F(?) has a ring of minima with equal amplitude (modulus) |1| but arbitrary phase. We easily see

oF
a0l =20+ 28> =0 = |¢| =0 (this is a maximum) or |¢| = —% (6.6)
Note that the radicand is positive.
F 0
o> a=0
a<0
0 Re
|

V- o/B

F(y) for o < 0 is often called the Mexican-hat or wine-bottle potential (imagine this figure rotated around the
vertical axis to find F' as a function of the complex ). In Landau theory, the phase transition clearly occurs
when « = 0. Since then T' = T, by definition, it is useful to expand « and f to leading order in T around 7.
Hence,

ad(T-T,), a' >0, (6.7)

= const. (6.8)

Then the order parameter below T, satisfies

Ay o

|V
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The scaling |¢| oc (T — T..)'/? is characteristic for mean-field theories.

All solutions with this value of |¢)| minimize the free energy. In a given experiment, only one of them is
realized. This equilibrium state has an order parameter 1) = |¢| !® with some fixed phase ¢. This state is clearly
not invariant under rotations of the phase. We say that the global U(1) symmetry of the system is spontaneously
broken since the free energy F' has it but the particular equilibrium state does not. It is called U(1) symmetry
since the group U(1) of unitary 1 x 1 matrices just contains phase factors e'?.

Note that the expansion of F' up to fourth order is only justified as long as v is small. Its quantitative validity
is thus limited to temperatures not too far below 7.. However, one can often gain insight into the qualitative
behavior of a system by applying Landau theory outside of this range.

Specific heat

Since we now know the mean-field free energy as a function of temperature, we can calculate further thermody-
namic variables. In particular, the free entropy is
OF
or’
Since the expression for F' used above only includes the contributions of superconductivity or superfluidity, the

entropy calculated from it will also only contain these contributions. For T' > T, the mean-field free energy is
F(p =0) =0 and thus we find S = 0. For T' < T, we instead obtain

0 « 0 a? 1a? 0 o
S:_aTF( _ﬁ>:_3T(_6+25>23T25

~ 0 (o) o (o)) (a')?
T 9T 28 (T-Te) = 8 B

We find that the entropy is continuous at T' = T,. By definition, this means that the phase transition is continuous,
i.e., not of first order. The corresponding heat capacity of the superconductor or superfluid is

S = (6.10)

(T-T,)=—22(T,-T) <0, (6.11)

oS
=T — 12
C=T2 (612)
which equals zero for T' > T, but is
(a')?
C = 5 T (6.13)

for T < T,. Thus the heat capacity has a jump discontinuity of
(o')?
g

at T,. The phase transition is of second order since a second derivative of a thermodynamic potential (F') with
respect to its natural variables (T") is the lowest discontinuous one. Adding the other contributions, which are
analytic at T, the specific heat ¢ := C/V is sketched here:

c

AC = —

T, (6.14)

o0
- ’QOK\X{\‘O““O

- (\Oﬁ“‘a

|
T

T, T

The enhanced specific heat can be understood as being due to the “soft” phase fluctuations in the wine-bottle
potential. Recall that Landau theory only works close to T,.. In particular, for the specific heat is does not give
reasonable results for T' < T...
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6.2 Ginzburg-Landau theory for neutral superfluids

To be able to describe also spatially nonuniform situations, Ginzburg and Landau had to go beyond the Landau
description for a constant order parameter. To do so, they included gradients. We will first discuss the simpler
case of a superfluid of electrically neutral particles (think of He-4). We define a macroscopic condensate wave
function ¢ (r), which is essentially given by W (r) averaged over length scales large compared to atomic distances.
We expect any spatial changes of 1(r) to cost energy—this is analogous to the energy of domain walls in magnetic
systems. In the spirit of Landau theory, Ginzburg and Landau included the simplest term containing gradients
of ¢ and allowed by symmetry into the free energy

Flol = [ @ [alol + 5 ol 45 (Vo) 9] (6.15)

where we have changed the definitions of a and § slightly. We require 7 > 0 so that the system does not
spontaneously become highly nonuniform. The above expression is a functional of v, also called the Landau or
Ginzeburg-Landau functional. Calling it a “free energy” is really an abuse of language since the free energy proper
is only the value assumed by F[¢)] at its minimum.

If we interpret ¢ (r) as the (coarse-grained) condensate wave function, it is natural to identify the gradient
term as a kinetic energy by writing

1 2

2m*

E.Vil)
i

ﬂw%/frkwﬁ+@wﬁ- : (6.16)

where m* is an effective mass of the particles forming the condensate. Evidently, the two expressions for F[i)]
are related by vy = h?/2m*.

From F[¢)] we can derive a differential equation for the function ¢(r) that minimizes F. The derivation is
very similar to the derivation of the Lagrange equation (of the second kind) from Hamilton’s principle 65 = 0
known from classical mechanics. Here, we start from the extremum principle 0 F' = 0. We write

P(r) = o(r) +1(r), (6.17)

where 1o (r) is the as yet unknown solution and 7(r) is a small deviation from it. Then

Flbo +n] = F[tbo]

2 2
+ /d37” [0”/1377 + an™ o + Bigbon + Bibgn Yorbo + Y (Vpo)™ - Vip + 2m* (V)™ - V%}
+O0(n,n")?
by gxrts F[d)o]
h2 2
+ /d?’?“ [M/}S?? + anbo + Boboon + Bon Yoo — %(V%o)*n ~ 5 U*ngo}
+0O(n,n")2 (6.18)

If ¢o(r) minimizes F', the terms linear in n and n»* must vanish for any 7n(r), n*(r). Noting that n and n* are
linearly independent, this requires the prefactors of n and of n* to vanish for all r. Thus we conclude that

h2
o + B Yot Yo — 5 -V = 0. (6.19)
N—— m
= [tol?
Dropping the subscript “0” and rearranging terms we find
[ 2
5 VY tap BTy =0. (6.20)
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This equation is very similar to the time-independent Schrédinger equation but, interestingly, it contains a
nonlinear term. It is also called the (time-independent) Gross-Pitaevskii equation, in particular when derived
from a microscopic description of an interacting superfluid. We now apply it to find the variation of ¢ (r) close
to the surface of a superfluid filling the half space « > 0. We impose the boundary condition (x = 0) = 0 and
assume that the solution only depends on x. Then

h2

5= V() + o) + B ()P () = 0. (6.21)

Since all coefficients are real, the solution can be chosen real. For x — oo we should obtain the uniform solution

o

IILH;O P(z) = ~35 (6.22)
Writing
@
¢@)=M—Bf@) (6.23)
we obtain
I 3=0 6.24
s )+ (@) — (@) =0, (6:24)
——
>0
This equation contains a characteristic length scale £ > 0 with
h? h?

2

= — =~ >0, 6.25
¢ 2m*a 2m*a/ (T, —T) (6:25)
which is called the Ginzburg-Landau coherence length. It is not the same quantity as the Pippard coherence length
&o, which is often also denoted by . The Ginzburg-Landau £ has a strong temperature dependence and actually
diverges at T" = T,, whereas the Pippard £ has at most a weak temperature dependence. Microscopic BCS theory
reveals how the two quantities are related.

Equation (6.24) can be solved analytically. It is easy to check that

f(z) = tanh \f%f (6.26)

is a solution satisfying the boundary conditions at = 0 and x — oco. (In the general, three-dimensional case, the
solution can only be given in terms of Jacobian elliptic functions.) The one-dimensional tanh solution is sketched
here:

()

=|Q

35



Fluctuations for T > T,

So far, we have only considered the state 1)y of the system that minimizes the Landau functional F[¢]. This is
the mean-field state. At nonzero temperatures, the system will fluctuate about 1g. For a bulk system we have

7/}(['3 t) = o + 67/}(1‘7 t)ﬂ (627)

with uniform ty. We consider the cases T' > T, and T < T, separately.
For T > T., the mean-field solution is just ¥y = 0 so that ¥(r,t) = 0¢(r,t). We now write the partition
function Z as a sum of Boltzmann factors containing the Landau functional of all possible states,

Z= /D%p e~ Fll/ksT, (6.28)

This equation requires some discussion. We are obviously using F[¢] as if it were the Hamiltonian of the field
¥ (r,t), while we have introduced it as a generalization of a Landau “free energy.” This apparent inconsistency is
resolved by recalling that ¥ (r,t) is the macroscopic condensate wave function. We have said above that ¢(r,t) is
averaged over length scales large compared to atomic distances. More precisely, fluctuations of the wave function
on shorter length scales have been integrated out (in a renormalization-group sense) so that F[¢)] can indeed be
understood as a free energy with respect to these small-scale fluctuations but it is the energy for the longer-scale
fluctuations we are considering here. This has been explained nicely by Ma in his book “Modern Theory of Critical
Phenomena” (Benjamin, Reading, 1976).

The notation D27 in Eq. (6.28) expresses that the integral is over infinitely many complex variables, namely
the values of ¢ (r) for all r. This means that Z is technically a functional integral. The mathematical details
go beyond the scope of this course but are not essential for understanding the physics. The integral is difficult
to evaluate. A common approximation is to restrict F[¢)] to second-order terms, which is reasonable for T' > T,
since the fourth-order term (3/2) " is not required to stabilize the theory (i.e., to make F — oo for |1)| — 00).
This is called the Gaussian approximation. It allows Z to be evaluated by Fourier transformation: we start from

Fly] = / dr [oa/)*(r)w(r)—l— ! (?V¢(r))*-7sz(r)} (6.29)

2m*
and insert

_ L eik-r
() = WE}; Vi, (6.30)

which gives

R Sl e

m*
kk’

V(skk,

21.2
=57 (it i)
h%k?
-y (a " Qm) S (6:31)
k

Thus
1 R2E2N\
(Hd2¢k> exp <_M Ek: (a + 2m*) ¢k¢k>
1 h2k?
{ Cd2¢k exp (—kB <OZ + W) ¢ﬂ¢k) }

I fooon (el o+ 25) )}




The integral is now of Gaussian type (hence “Gaussian approximation”) and can be evaluated exactly:

kT
Zx H E;W. (6.33)

2m*

From this, we can obtain the thermodynamic quantities. For example, the heat capacity is

85 0’F 82

~ WkBT
kBT TZ] TR (6.34)

2m*

We only consider the term that is singular at T.. It stems from the temperature dependence of o = o/ (T — T),
not from the explicit factors of T'. This term is

h2k?
2
—kgT T2 E 1n<a—|—2 >
/

0 «
J— 2 —
kT T Z o+ 2
N2
— kBTQ E (O[)

(o k)
g (2T 2(0/)22; (6.35)
B h2 (k‘2 2m* a)2 :

Going over to an integral over k, corresponding to the thermodynamic limit V' — oo, we obtain

om*\ 2 3k 1
i —]C T2 N2 /
Conkat* () v P (12 1 235a)?

o kBT2 (m*)2 1

2 h4 2m*a
\/ " R2

_ kBT2 (m*)3/2 2V 1

2\/§7r 7713 (a/) ﬁ
x \/% (6.36)

The exponent —1/2 of the specific heat is characteristic for Gaussian fluctuations.! Recall that at the mean-field
level, C just showed a step at T.. Including fluctuations, we obtain a divergence of the form 1/v/T — T, for T — T,
from above. This is due to superfluid fluctuations in the normal state. The system “notices” that superfluid states

exist at relatively low energies, while the mean-field state is still normal.
We note for later that the derivation has shown that for any k we have two fluctuation modes with dispersion

1%

Ccrit

(o)?V

(6.37)

The two modes correspond for example to the real and the imaginary part of 1. Since a = /(T — T,.) > 0, the
dispersion has an energy gap .

INote that the proportionality to (2m*a/h2)~1/2 « 1//a already follows from dimensional analysis for the momentum integral.

37



o

0 k

In the language of field theory, one also says that the superfluid above T, has two degenerate massive modes,
with the mass proportional to the energy gap.
Fluctuations for T' < T,

Below T, the situation is a bit more complex due to the wine-bottle potential: All states with amplitude
[tho] = \/—a/B are equally good mean-field solutions.

A Re ¥

ring—shaped
minimum

It is plausible that fluctuations of the phase have low energies since global changes of the phase do not increase
F. To see this, we write

b = (o + 6¢) ', (6.38)
where 1y and 61 are now real. The Landau functional becomes
Fly] = / d’r [awo +09)? + §<wo +39)"
+ g (HTs0E 4 ntwn 4 o0)(To?) - (FT 4 atw +sTae) | (6390

As above, we keep only terms up to second order in the fluctuations (Gaussian approximation), i.e., terms
proportional to 692, ¢ ¢, or ¢2. We get

Flov.o)= [ [W +ady? + 30Y80% + (?ww) sy

1
2m*

+

( <?V§’l[)) oV + (Mg V)™ - ?V&/}) + le (hpoV @)™ - hpoV | (+ const). (6.40)

=0

Note that the first-order terms cancel since we are expanding about a minimum. Furthermore, up to second order
there are no terms mixing amplitude fluctuations d¢ and phase fluctuations ¢. We can simplify the expression:

* 2
('wa) sy - f“(%)*w}

F[0), p) =2 / d>r [—2a5¢2+ e B

2m*
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h2k? a h2k?
=2 K 2o+ >5¢;5¢k 5o Pkl (6.41)
k >0 ——
>0

in analogy to the case T' > T.. We see that amplitude fluctuations are gapped (massive) with an energy gap
—2a =2a/ (T, — T). They are not degenerate. They are called amplitude modes.
On the other hand, phase fluctuations are ungapped (massless) with quadratic dispersion

¢ « h2k2

k = “Bam (6.42)

The appearance of ungapped so-called Goldstone modes is characteristic for systems with spontaneously broken
continuous symmetries. We state without derivation that the heat capacity diverges like C' ~ 1/y/T, — T for
T — T, analogous to the case T' > T..

Time-dependent Ginzburg-Landau theory

The Ginzburg-Landau approach can be extended to describe dynamics. The field ¥ (r,t) is then time dependent.
The relevant quantity is the Lagrange functional L[, Vi), 9] of this field, from which one obtains the action

ty
S = dt L = / dt/d3r£ (6.43)
t;

where t; and ty are initial and final times, respectively, and £ is the Lagrange density. Equations of motion for
Y (r,t) follow from the variational principle §S = 0, in analogy to the Lagrange equations in classical mechanics
and, even more appositely, the Maxwell equations in electrodynamics.

We only give the main expressions for the case of a neutral superfluid, without derivations. Here,

3¢ 2 B M 2
=ih -= - — 44
=iy S —a P - Lol - o9yl (6.44)
so that the Lagrange functional reads

L= /d?’rith* %—If — F[y), (6.45)

with the Landau functional F. From 0S = 0, one then obtains (see the lecture notes on Quantum Theory 2)

0 52

ih 615 =5 ¥+t + By (6.46)

This equation is consistent with the time-independent limit, Eq. (6.20). It is clearly a nonlinear analogue of the
time-dependent Schrodinger equation. It is also called the time-dependent Gross-Pitaevskii equation. The result
makes sense since for a noninteracting field (8 = 0) we obtain the single-particle Schrédinger equation.

6.3 Ginzburg-Landau theory for superconductors

To describe superconductors, we have to take the charge ¢ of the particles forming the condensate into account.
We allow for the possibility that ¢ is not the electron charge —e. Then there are two additional terms in the
Landau functional:

e The canonical momentum has to be replaced by the kinetic momentum (minimal coupling):
h h
S AL LN (6.47)
i i c

where A is the vector potential.
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e The energy density of the magnetic field, B?/8x, has to be included.?

If the charge carriers (later to be identified as Cooper pairs) had a nonvanishing spin, there would be an additional
term proportional to B - S. We consider the zero-spin case here, which applies to all conventional and most
unconventional superconductors. Thus we obtain the functional

2 2

tsr

1*(?W)* (i7-5)

F{w,A]%/dS okl + & +‘(7ZVZA>w

= [ a|w|2+f\w4

e (-2a0) (59 - 24) v+

R \" [h h B?
=/d3 alwl + Dyt - *(.v) ( v-1 )w *(—qA)~(‘v—qA)w+}
1 c 7 c 8T
3 2 * h q 2 B2
= [ d* a|¢| B SV-CA) vt o (6.48)
2 7 c
Minimizing this free-energy functional with respect to 1, we obtain, in analogy to the previous section,
1 h q 2
. <,V—A) Y+ ay+ By =0. (6.49)
2m 1 c

To minimize F with respect to A, we write A(r) = A(r) + a(r) and inset this into the terms containing A:

(-] ) (o

(~Zav)" (hV—Ao)dHr;W (VxAg) (Vxa) |+0(a?)

=a-(VXVxAp)—V-((VxAg)xa)

fF[z/J,Ao]Jr/dSr [27;10 <[’Zw} ¢+w*?w> -a

417r (V x By) -a] + O(a?), (6.50)

F[¢,A0+a] ¢,A0 /dS |:

_|_

2m*

where we have used V x Ay = By and Gauss’ theorem. At the minimum, the coefficient of the linear term must
vanish. Dropping the subscript, we obtain

. qh . 1 B
—i5 ([Vy* o — Vo) + -V xB=0. (6.51)
With Ampére’s law we find
. h * *
JZ&VXB— 2‘1 (V"] — Vi) — (6.52)

[13P3)

where we have dropped the subscript “s” of j since we assume that the normal current is negligible. Equations
(6.49) and (6.52) are called the Ginzburg-Landau equations.
In the limit of uniform (r), Eq. (6.52) simplifies to

2 2
j= —%A. (6.53)
m*c
This should reproduce the London equation
2
j=-—TA, (6.54)
me

2In principle, one also has to include the energy density of the electric field E but E vanishes in equilibrium in any conductor.
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which obviously requires

21,112 2
WL _ e (6.55)

m* m

As noted in Sec. 5.3, based on flux-quantization experiments and on the analogy to Bose-Einstein condensation,
it is natural to set ¢ = —2e. For m* one might then insert twice the effective electron (band) mass of the metal.
However, it turns out to be difficult to measure m* independently of the superfluid density ng and it is therefore
common to set m* = 2m = 2m,. All system-specific properties are thus absorbed into
2 1,52 2 1,52
m q* || m 1 e? |¢] 2
= =—=—"=2 . 6.56

s ez m* ez 2m [l ( )
With this choice of normalization of ¥ (r), we have shown that London theory follows as a special case from
Ginzburg-Landau theory.

We can now write the penetration depth as

mc? mc2 mc?
)\ = = o~ . 6.57
Vit i =5 637

We have found two characteristic length scales:

e \: penetration of the magnetic field,

e &: variation of the coarse-grained superconducting wave function (order parameter).

Within the mean-field theories we have so far employed, both quantities scale as

A, —_— 6.58
€ox e (6.55)
close to T,. Thus their dimensionless ratio
pCy) (6.50)
- D) '

is roughly temperature independent. It is called the Ginzburg-Landau parameter and turns out to be very
important for the behavior of superconductors in an applied magnetic field. For elemental superconductors, « is
small compared to unity, i.e., the B field is less stiff than the wave function.

Fluctuations and the Anderson-Higgs mechanism

When discussing fluctuations about the mean-field state of a superconductor, we have to take the coupling to the
electromagnetic field into account. We proceed analogously to the case of a neutral superfluid and employ the
Gaussian approximation throughout. For T' > T,, we note that the kinetic term

(ﬁv—qA)w
1 C

is explicitly of second order in the fluctuations d1) = v so that electromagnetic-field fluctuations appear only
in higher orders. Thus to second order, the order-parameter fluctuations decouple from the electromagnetic
fluctuations,

1 2

2m*

(6.60)

1
2m*

h
-V
i

2 B2
+ —

21.2
8 *

h-k B:-B
-y <a+ Qm) v+ Y BB )
k k

The superconducting fluctuations consist of two degenerate massive modes with dispersion e, = o + h%k?/2m*,
like for the neutral superfluid. The electromagnetic-field fluctuations decouple and are those of a free field.

F[,B] = / d>r [Oﬂ/)*(r)w(r)+
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The case T < T, is more interesting. Writing, as above, 1) = (1o + d1) €?, we obtain to second order

Flov,0, A1 [ d*r leawﬂwwé 4 o (Fvow) - Tvbe

b (’?Ww y Vo) L (Vo) Ve
m 7 7 2m

1 *
+ P (—%Aibo) . (_% A + (V x A)*-(V x A)| (+ const)
:/d3r [—2a5¢2+ — <’Zv5¢>*-?vw
B« q \* 1 X
g5 (Vo= A) - (Vo— A) + (7 A (7 x ). (662

Note that the phase ¢ of the macroscopic wave function and the vector potential appear in the combination
V¢ — (q/hc)A. Physical properties are invariant under the gauge transformation

A — A+Vy, (6.63)
1

¢ = & X, (6.64)

Y — /ey (6.65)

where ® is the scalar electric potential and x(r, t) is an arbitrary scalar field. We make use of this gauge invariance
by choosing

he
xz—;& (6.66)
Under this tranformation, we get
A - A- %Vqﬁ DA (6.67)
P = (Yo +00) e = (1o + 6¢) e TP = g + 0. (6.68)

The macroscopic wave function becomes purely real (and positive). The Landau functional thus tranforms into

Fl5u, 6, A] = F[5e, A'] = / &r [ 2050 +

a ¢
B 2m*c?

: (ﬁv&/})* sy
7 1

mT.N+;JvXNV4VXNﬂ (6.69)

(note that Vx A’ = V x A). Thus the phase no longer appears in F; it has been absorbed into the vector potential.
Furthermore, dropping the prime, we obtain

N h2k? q2 . 1 .
Floy, A :zk: {( 2a+ > 0oy — ﬂ S Ak-Ak+8—7T(kx Ay)" - (k% Ak)}
2 2 q2 k2
= Z {( 2ax —|— > 00y — /3 o 5 Ak A+ & Ap Ay — 871' (k-Ap)(k- Ak)} . (6.70)
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Obviously, amplitude fluctuations decouple from electromagnetic fluctuations and behave like for a neutral su-
perfluid. The amplitude modes are now called Higgs modes.

We discuss the electromagnetic fluctuations further. The term proportional to /S is due to superconductivity.
Without it, we would have the free-field functional

FieelA] = 37 [PAL- Ay — (- Ak~ Ay)] (6.71)
k

Decomposing A into longitudinal and transverse components,

Ax =k(k-Ap)+ Ay, —k(k- Ay) (6.72)
—_—
::A{L ::Aﬁ

with k := k/k, we obtain

F frcc Z

?

Thus only the two transverse components appear—only they are degrees of freedom of the free electromagnetic
field.? They do not have an energy gap.
Including the superconducting contribution, we get

[kQAl‘j Al AL AL - (k : A{L*) (k : A{L)]

[/A/XM KPALS . AL — k2 } Zgi K2AL - AL, (6.73)

k

%"\H S

2
~ a ¢ I« All & 4 Lo Al Looaie 41
F[A}_E:{ SamraAl AL G AL AL+ A Ak]. (6.74)

All three components of A appear now, the longitudinal one has been introduced by absorbing the phase ¢(r).
Even more importantly, all components obtain a term with a constant coefficient, i.e., a mass term. Thus the
electromagnetic field inside a superconductor becomes massive. This is the famous Anderson-Higgs mechanism.
The same general idea is also thought to explain (most of) the masses of elementary particles, although in a more
complicated case (the broken symmetry is more complicated than the U(1) symmetry of superconductivity). The
“Higgs bosons” in our case are the amplitude-fluctuation modes described by d. Contrary to what is said in
popular discussions, they are not responsible for giving mass to the field A. Rather, they are left over when the
phase fluctuations are eaten by the field A.

The mass term in the superconducting case can be thought of as leading to the Meifiner effect (finite penetration
depth X). Indeed, we can write

F[é¢,A]%Z< 2a+h >5¢k5¢k+z { Af A+ E2A A — (k- AN (k- Ay) | . (6.75)

k

The photon mass is proportional to 1/\. (To see that the dispersion relation is h%w? = m2c* + p?c?, we would
have to consider the full action including a temporal integral over F' and terms containing time-derivatives.)

Elitzur’s theorem

One sometimes reads that in the superconducting state gauge symmetry is broken. This is not correct. Gauge
symmetry is the invariance under local gauge transformations. S. Elitzur showed in 1975 that a local gauge
symmetry cannot be spontaneously broken. Rather, superconductors and superfluids spontaneously break a
global U(1) symmetry in that the ordered state has a prefered macroscopic phase, as noted above.

3This result persists in quantum electrodynamics: since the electromagnetic field is a spin-one field one would naively expect it
to have three independent degrees of freedom at each momentum, corresponding to the three magnetic quantum numbers —1, 0, +1.
However, for a massless field, the longitudinal component is not a dynamical field (it is fully determined by the charges) and the
electromagnetic field thus only has two degrees of freedom per momentum. These can be described as photons with positive and
negative helicity, i.e., with spin parallel or antiparallel to their momentum, respectively.
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6.4 Type-I superconductors

Superconductors with small Ginzburg-Landau parameter k = A/ are said to be of type I. The exact condition is

1
K< 7 (6.76)
It turns out that these superconductors have a uniform state in an applied magnetic field, at least for simple
geometries such as a thin cylinder parallel to the applied field.

The appropriate thermodyamic potential for describing a superconductor in an applied magnetic field is the
Gibbs free energy G (natural variable H) and not the Helmholtz free energy F' (natural variable B), which we
have used so far. The reason is that the magnetic field H, not the magnetic induction B, is controlled by the
experimenter. The two potentials are related by the Legendre transformation

H B
G:F—/fr : (6.77)
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Since the equilibrium state in the bulk is uniform the order parameter is |¢)| = \/—«a/ and the magnetic induction
B as well as the vector potential (in the London gauge) vanish. Thus the Gibbs free-energy density is

2 2 2
ot —alle B B o
On the other hand, in the normal state i vanishes, but the field penetrates the system and B = H so that

HB B> HB  H?

I % T T E (079
The system will only become superconducting if this reduces the Gibbs free energy, i.e., if
ao? H?
gs_gn—_%+§<0- (6.80)

Thus in an applied magnetic field of H > H., with the critical field

H.(T) := y[4m %2, (6.81)

superconductivity does not occur.
We can use the relation (6.81) and

2 2
)\Q(T) — mc 5 =— mc2 é (682)
8me? || 8me? ar
to express the phenomenological parameters o and S in terms of the measurable quantities A and H,:
2¢2
a::f;i§A2Hf, (6.83)
2¢2 \?
5:%(%)%%. (6.84)
me

Domain-wall energy and intermediate states

We can now calculate the energy per area of a domain wall between superconducting and normal regions. We
assume that ¢ (r) is only a function of z and impose the boundary conditions

W(z) — {¢m =+/—a/f forx— oo, (6.85)

0 for x — —o0.
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What are reasonable boundary conditions for the local induction B(x)? In the superconductor we have
B(z) -0 for x — oco. (6.86)

At the other end, if we have lim,_, _, B(z) > H, the bulk superconductor has a higher Gibbs free-energy density
than the normal conductor, as seen above. Thus superconductivity is not stable. For lim, , ., B(z) < H,, the
Gibbs free-energy density of the superconductor is lower and it eats up the normal phase. Thus a domain wall
can only be stable for
o2
B(z) = H, = /4w 5 for x — —o0. (6.87)

This obviously requires fine tuning that cannot be done exactly in the real world. Nevertheless, we can get useful
insight since domain walls can occur, without fine tuning, for less trivial geometries, as we will see.

Technically, we have to solve the Ginzburg-Landau equations under these boundary conditions, which can
only be done numerically. The qualitative form of the solution is clear, though:

B =X
N )

~§

The Gibbs free energy of the domain wall, per unit area, will be denoted by . To derive it, first note that for the
given boundary conditions, gs(x — o) = g, (z — —00), i.e., the superconducting free-energy density deep inside
the superconductor equals the normal free-energy density deep inside the normal conductor. This bulk Gibbs
free-energy density is, as derived above,

H? H?
s — = gn — — = JIn — — — € = ¢ . 688
9o(z = 50) = gu( = —00) = fulz  —00) — 7= =~ (6.5%)
The additional free-energy density due to the domain wall is
HZ HZ
gs(x) — <87T) = gs(z) + B (6.89)
The corresponding free energy per area is
= d s ¢
gl /xpw+&]
0 —_—
B(x)H., H?
= / dx {fs(:c) — (Z)T + 87?] ‘ using that H(z) = const = H,
T 3 1 |/h. 8 ¢ > B2 BH, H2
2 4 ~ N c
= = Sx 1y = _ Ze .
L/‘m{aW4‘+2¢*‘mn* (ixax c @Qy>¢"+8w ir " 8 |’ (6.90)

=(B—H.)?/87

where we have used B = z B(z) and the gauge choice A =y A(z), which requires B = 0A/0x.



We can simplify this expression by multiplying the first Ginzburg-Landau equation (6.49) by ¢* and integrating
over x:

T 1 h. o A\’

arts 7 h h ~
Py et / da {a B+ B + 5 (‘i*ai ~ 2 ) sf) e (lex -1 4@) y) w] | see Eq. (6.48)
= / dz [a [+ Bly|* + 2;* <2X§x — ZA(J:)&) P ] . (6.91)

— 00

Thus

T B-H,)2 H2 [ B\?2
v = /dm [_§¢|4+(87r)] = % /dw [—552|¢|4+(1—Hc>

— 00 —00

o2 7 B\2 4
S;/dx[(ch) L;/’g'o] (6.92)

where we have drawn out the characteristic energy density H?2/87. The domain wall energy is given by the differ-
ence of the energy cost of expelling the magnetic field and the energy gain due to superconducting condensation.
For strong type-I superconductors, & > A, there is a region of thickness & — A > 0 in which the first term is
already large, while the second only slowly approaches its bulk value (see sketch above). Thus v > 0 for strong
type-I superconductors. One can show that v > 0 persists for all k < 1/v/2. Type-I superconductors therefore
tend to minimize the total area of domain walls.

Note that even in samples of relatively simple shape, magnetic flux will penetrate for nonzero applied field. It
will do so in a way that minimizes the total Gibbs free energy, only one contribution to which is the domain-wall
energy. For example, in a large slab perpendicular to the applied field, the flux has to penetrate in some manner,
since going around the large sample would cost much energy. A careful analysis shows that this will usually
happen in the form of normal stripes separated by superconducting stripes, see Tinkham’s book. Such a state is
called an intermediate state. It should not be confused with the vortex state to be discussed later.

/ / /

S y S y M y S

L/

6.5 Type-II superconductors

Type-II superconductors are defined by a large Ginzburg-Landau parameter

1
"> (6.93)

The analysis in the previous section goes through. But now domain walls have a region where the condensate is
nearly fully developed but the flux is not completely expelled.
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B(x) y(x)

Therefore, the domain-wall energy is negative, v < 0. Hence, the system tends to mazimize the total area of
domain walls. This tendency should be counterbalanced by some other effect, otherwise the system would become
inhomogeneous on microscopic (atomic) length scales and Ginzburg-Landau theory would break down. The effect
in question is flux quantization—the penetrating magnetic flux cannot be split into portions smaller than the flux
quantum &y = he/2e, see Sec. 5.3.

Fluxoid quantization

We now revisit the quantization of magnetic flux. Consider an arbitrary closed path 95 forming the edge of a
surface S, where at least the edge 0.5 must lie inside a superconductor,

B
as
The magnetic flux ® through this loop is
@:/da-B:/da-(vxA)S@‘*"%ds-A. (6.94)
s s a8
With the second Ginzburg-Landau equation
. . qh x . ¢ 2
= \Y% — V) — A 6.95
J=i o (Ve — 9ty - L (6.95)

solved for A, we obtain

o= s - i L (T - Y }
7{{ P g VI T

as
me , . hc )
= %ds : {_62713 Jt+ % (—21)V¢}
as
R
:%?{d&vsf—c}{dswz (6.96)
e 2e
as as
where v := —j/eny is the superfluid velocity. The last term contains the charge of the phase of the macroscopic
wave function along the whole path, which must be an integer multiple of 27 for ¥ (r) to be continuous:
?{ds -V¢=-2mn, nez. (6.97)
as
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(The minus sign is conventional.) Thus we find for the so-called fluzoid

h
—q)——fds VS—— ™m= 2—Cn—n<1>0, n € Z. (6.98)
e

We see that it is not the flux but the fluxoid @’ that is quantized. However, deep inside a superconducting region,
the current vanishes and ®' equals ®.

Vortices

The smallest amount of fluxoid that can penetrate a superconductor is one flux quantum ®q. It does so as a
vortex (or vortex line).

_— vortex core

D

"l

Following the above arguments, the phase ¢ of ¢ changes by —27 as one circles a vortex in the positive direction,
where, by convention, the direction of a vortex is the direction of the magnetic field B. Thus in the center of the
vortex line (the vortex core), the phase is undefined. This is only consistent with a continuous 1 if ¢ = 0 in the
vortex core. Because of the phase winding, a vortex cannot end anywhere in the interior of a superconductor.
Vortices can thus only terminate at a surface or form closed loops. One can understand the winding of the phase
as a topological property of the vortex since it cannot be changed by any continuous deformation of ¢ (r) unless
1) is tuned to zero. In this sense, vortices are called topological defects of the superconducting condensate.

For a vortex along the z-axis we choose cylindrical coordinates g, ¢, z. We then have to solve the Ginzburg-
Landau equations together with Ampére’s law with the boundary conditions

Y(o=0) =0, (6.99)
(e — 00)| = to, (6.100)
B(p — o0) =0. (6.101)
From symmetry, we have
v(r) = [¥| (o) e =[] (o) e™*%, (6.102)
vs(r) = ¢us(o), (6.103)
B(r) = 2B(0) (6.104)
and we can choose
A(r) = ¢A(o) (6.105)
so that -
B(eo) = 290 04(o). (6.106)
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Choosing a circular integration path of radius r centered at the vortex core, the enclosed fluxoid is

@l(’r‘) = @(T) — @ f\ds . VS f— 27‘(")"A(r) — @ 27Trr US(T) ; @0
€ e
oS
P
= Ar) - % vs(r) = ﬁ (6.107)

This relation follows from fluxoid quantization and thus ultimately from the second Ginzburg-Landau equation.
To obtain j(r), ¢(r), and A(r), one has to use the first Ginzburg-Landau equation

1 (h 2e 2 2
i (57 2A) wravtslito—o (6.108)
™m 1 C

and Ampére’s Law
c
j=— B. 1
j 47TV X (6.109)

This cannot be done analytically because of the nonlinear term (3 |1/)|2 1. For small distances o from the core,
one can drop this term, thereby linearizing the Ginzburg-Landau equation. The solution is still complicated, the
result is that || increases linearly in p. Numerical integration of the full equations gives the results sketched here
for a cut through the vortex core:

Y |y(@)|

Another useful quantity is the free energy per unit length of a vortex line (its line tension). An analytical
expression can be obtained in the strong type-II case of x > 1. We only give the result here: The vortex line

tension is )
P H?2
€y R (4;}\) Ink = 8716' 47€2% In k. (6.110)

We can now calculate the field for which the first vortex enters the superconductor, the so-called lower critical field
H_.y. This happens when the Gibbs free energy for a superconductor without vortices (Meiffner phase) equals the
Gibbs free energy in the presence of a single vortex. We assume the sample to have cross section A and thickness
L, parallel to the applied field.

N

M

A

<=~ —>

Then we have the condition

0= CVYone vortex — Gno vortex
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1
Z)F{-i-Lev—E/dSrH-B—)F{—i-O

H.
= Le, — Tl/dgrB(r)

vy
H, L

= Le, — —22 @, (6.111)

4

Thus 4
TEy

H, = . 6.112
1= g ( )

The line tension in Eq. (6.110) can also be written as

B @y H.E, Dy H.Ink
Ev_\/a\/aNZIWA V2 nl{_47r\/§ K

(6.113)

so that
_ H.lnk

H. = —
cl \/é K
Recall that this expression only holds for x > 1, where thus H,; < H.. H, is the thermodynamic critical field
defined above. In a type-II superconductor, nothing interesting happens at H = H..

(6.114)

The Abrikosov vortex lattice

We have considered the structure of an isolated vortex line. How does a finite magnetic flux penetrate a type-II
superconductor? Based on Ginzburg-Landau theory, A. A. Abrikosov proposed in 1957 that flux should enter as
a periodic lattice of parallel vortex lines carrying a single flux quantum each. He proposed a square lattice, which
was due to a small mistake. The lowest-free-energy state is actually a triangular lattice.

Y ®B

OF

X

As noted above, the magnetic flux starts to penetrate the superconductor at the lower critical field H.,. Further-
more, since flux expulsion in type-II superconductors is not required to be perfect, they can withstand stronger
magnetic fields than type-I superconductors, up to an upper critical field H.o, which is larger than H. and H,;.

H
HCZ(T)

normal metal

Shubnikov
(vortex)
phase

MeiBner
phase
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We will now review the basic ideas of Abrikosov’s approach. Abrikosov’s results are quantitatively valid only
close to H.o since he assumed the magnetic flux density B to be uniform, which is valid for

A1, (6.115)
where
D
=5 (6.116)

is the typical distance between vortices (B/® is the two-dimensional concentration of vortex lines). The magnetic
flux associated with neighboring vortices then strongly overlaps. For B = BZ = const ~ HZ (close to H!) we
can choose the gauge A = § Hx. Then the first Ginzburg-Landau equation becomes (note m* = 2m)

2
! (h.v+2°ﬂgx> Yt ay+ By =o. (6.117)

2m* \ ¢ c

Slightly below H,o, |t| is expected to be small (this should be checked!) so that we can neglect the nonlinear
term. Introducing the cyclotron frequency of a superconductor,

2eH
we 1= 6—*, (6.118)
m*c
we obtain
- I V2 —ihwex 9 + }m*w%Q P(r) = —a Y(r) (6.119)
2m* Coy 2 e o~ '
>0
This equation has the same form as the Schrédinger equation for a particle of mass m* and charge ¢ = —2e in a
uniform magnetic field H. This well-known problem is solved by the ansatz
b(w,y) = e f(z). (6.120)
We obtain
- h? o 1 -
e~ ihvy (—WVQ — thwe ay + 2m*w3x2> e f(2)
B2 d2f Rk , , 1,
=5 g2 + 2mf f—ihweziky f + §m wfof
B2 odf 1, o[ 5 . hk h2 k2
- _ T 9 Y = —af. 121
2m* dx? + M We | ¥ + m*we + (m*)2w?2 / af (6.121)
Defining x¢ := —hk,/m*w., we get
n? d*f 1 9 o
— —+-m" — = —af. 122
Y + 5 ™M wi(x —x0)° f af (6.122)

This is the Schrédinger equation for a one-dimensional harmonic oscillator with shifted minimum. Thus we obtain
solutions f,(z) as shifted harmonic-oscillator eigenfunctions for

1
—a:hwc(n+2>7n:0,1,2,... (6.123)

For at least one solution to exist, we need

hw heH
—a=—-d(T-T,)=d(T.-T) > == = . 6.124
0= —a/(T—T.) =a/(T.~ T) = "2 = 20 (6.124)

Keeping T' < T, fixed, a solution can thus only exist for H < H., with the upper critical field

m*c

HC2:_h6 0%

(6.125)
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Using £€2 = —h?/2m*a, we obtain

he (I)()
Ho(T) = = . 6.126
1) = 5002 = mem) (6.126)
Note that since £ ~ 1/y/T. — T close to T., Heo(T) sets in linearly, as shown in the above sketch.
H 5 should be compared to the thermodynamic critical field H,,
H27im02ia7h202 1 —i @ 271
€ 2e2 N2 8e2 A\262 872 \ 2/ A2¢£2
q)O HCQ g HC2
- H,=_—0 28 _
2mV2 NE V2 A Vok
= H.=+V2kH.,. (6.127)

For k = 1/4/2, H., equals H,. This is the transition between a type-II and a type-I superconductor.

So far, our considerations have not told us what the state for H < H.o actually looks like. To find out,
one in principle has to solve the full, not the linearized, Ginzburg-Landau equation. (We have seen that the
linearized equation is equivalent to the Schrédinger equation for a particle in a uniform magnetic field. The
solutions are known: The eigenfunctions have uniform amplitude and the eigenenergies form discrete Landau
levels, very different from what is observed in the Shubnikov phase.) Abrikosov did this approximately using a
variational approach. He used linear combinations of solutions of the linearized equation as the variational ansatz
and assumed that the solution is periodic in two dimensions, up to a plane wave.

We call the periods in the - and y-directions a, and a,, respectively. The function

Un(,y) = €Y fr () (6.128)
has the period a, in y if
2
ky = il q, q€Z. (6.129)
Ay
Then the harmonic oscillator is centered at
h 271' @0
_ o ) 6.130
o0 m*we Gy 9 Ha, q ( )

Since the lowest-energy solution is obtained for n = 0 (the ground state of the harmonic oscillator), Abrikosov
only considered the n = 0 solutions

_ . 2my -~ 2my CImiw, d 17
Yo(z,y) = exp (lq ., )fo(x) = O e <%q . )eXp< 5T, {x +Hay q} > (6.131)

f . Y
normalization

In the Gauss function we find the quantity
h he he h?

m*w., 2eH  2eHq 2m*a &), ( )
as long as H ~ H.,. Thus
21y 1 oy 17
Yo(x,y) = Cexp (iq ay> exp (—252 {x + Ha, q} ) . (6.133)
This is a set of functions enumerated by ¢ € Z. Abrikosov considered linear combinations
00 2
. 2wy 1 D
P(z,y) = q;oo Cyexp (zq ay> exp <—2£2 [m + Ha, q} ) . (6.134)
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To be periodic in z with period a,, up to a plane wave (the corresponding discussion in Tinkham’s book is not
fully correct), this ansatz has to satisfy

oo 2
V(T + ag,y) = Z Cyexp <iq2a7ryy> exp <—222 {1’4—%—!— (I)U(L) q] )

g=—o0 Hay
> . 2wy 1 D Hagay 2
= C —_— [
5 crom () (g oo, o075
x P(z,y) Va,y. (6.135)

This requires
Haga,

=: N. 6.136
o, Ve ( )

(Note that this quantity is positive.) Then

& 2wy 1 d, 2
(T +ag,y) = Z Cqexp (zqay) exp (—252 [I—FHOLy(q+V)] )

g=—00

C2my) 27y 1 oy 1°
= — C,_, —= - . 6.137
exp (w ., > g 4—v €XP (zq o )exp( 262 [er Ha, q} ( )

q=—00

This equals ¥(x,y) up to a plane-wave factor if
Cor =C, Va, (6.138)

i.e., if Cy is periodic. Abrikosov considered the case v = 1, which leads to a square lattice. The lowest-free-energy
solution is obtained for v = 2 and C; = iCy, which gives a triangular lattice, sketched above. Note that

_ Haza,

v q)o

(6.139)

has a simple interpretation: It is the number of flux quanta passing through a rectangular unit cell of the vortex
lattice.

The vortex lattice is a rather complex system: It is a lattice of interacting lines with a line tension €,. At
nonzero temperatures, the vortices fluctuate, which can lead to the melting of the vortex lattice. The resulting
vortex liquid can be pictured as a pot of boiling spaghetti, with the constraint that the vortex lines must either
terminate at the surface or form closed loops (!). Moving vortices lead to ohmic resistance, even though most
of the sample is still superconducting. Moreover, the interaction of vortices with defects (“pinning”) plays an
important role. There is an extensive research literature on vortex matter, which we cannot review here.

TH
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7

Superfluid and superconducting films

Generally, fluctuations are stronger in systems of lower dimension. Indeed, they change the key properties of
two-dimensional superfluid and superconducting films qualitatively compared to three-dimensional samples. We
will consider such films within the Ginzburg-Landau theory.

7.1 Superfluid films

We start from the two-dimensional Landau functional
F _ 2 2 B 4 *
] = [ d°r |aly| +§|¢| +v(VY)* - V. (7.1)

We consider temperatures 7' < T,.. As shown in Sec. 6.2, fluctuations of the amplitude |¢| then have an energy
gap, whereas fluctuations of the phase ¢ are ungapped. Not too close to T, phase fluctuations will thus dominate
and we negelect amplitude fluctuations, writing

h(r) = o) with g = \/—a/B. (7.2)

Thus, up to an irrelevant constant,

Pl = [ L;J@(vw Vo=3 <7 g) K601 (7.3)

We can now calculate the correlation function
() 6(0) = 03 (=90 ) = g% / Depe—i6+i6(0) o~ Fl6)/kaT (7.4)

This is a Gaussian average since F'[¢] is bilinear in ¢x. We now expand the exponential in the average into a
Taylor series,

() 9(0)) =¥F D — (=)™ (($(x) — $(0)") - (7.5)

W) DO) =0 3 ()T x3x 5% x (0= 1) ((0(r) — 9(0)))"
n=0 '

n—2m o m 1l X3x5x-x(2m—1) o\ m

= Y ey (9~ 90)))
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=08 oxp (5 ((006) — 6(0)) ). (7.
Herein, we have, with the system area A,

{(p(r) — $(0))*) = ((¢(r) — ¢(0))*(4(r) — $(0)))

—

1 —ik-r ik’ -r *
= 7 (e T =)™ = 1) (o)
Kk’
_ L1 —ikr _ ik'r kgTp i
=13 %{:’(e 1)(e 1) Ok o 2 from Eq. (7.3)
11 ksTS 1
—A22(2—2cosk-r) o B2 (7.7)

k

The factor of 1/2 appearing in the third line is somewhat subtle. It stems from ¢(r) being a real field so that the
integrals over ¢y and ¢;. double count the physical degrees of freedom. Going over to the thermodynamic limit,
i.e., the continuum description, we obtain

o\ _ kTS d*k 1 —cosk-r
<(¢(r) —¢(0)) > - —~a (27)2 k2

2m

A
kgTp 1 1 — cos(kr cos p)
= do | dk —————=
—ya (2m)? / 80/ k
0 0

A

kgTph 1 1

_ kT 1 /dk = (1= Jo(kr)). (7.8)
—ya 27 k ——

0 Bessel function

The k-integral is cut off at A, which is the inverse of some microscopic length scale, A = 1/rg. The idea is that

contributions from shorter length scales r < o have been integrated out to obtain the Landau functional. The

substitution u = kr gives

r/To
B oy _ kTS 1 o, L= Jo(w) _ kBTS 1 (r/ro)” . (1))
(o) - o0 = 222 / e e R E )

The resulting expression contains a generalized hypergeometric function. However, for large r/ro > 1, there
exists a simply expansion:

o kT8 1 [ v e\ _ksTB 1
((o(r) — ¢(0))*) = vl [lnro —In2+v5+0 (ﬁ)) = ln% (7.10)
and thus
1kgTB 1 -
o) = v e (37200 Em D) =g (1) (11)
with ! ka3 ) .
=i S > 0. (7.12)

55



Thus the correlation function of the order parameters decays like a power law of distance in two dimensions.
We do not find long-range order, which would imply lim,_, (¢(r)*¥(0)) # 0. This result agrees with the
Mermin-Wagner theorem, which forbids long-range order for the two-dimensional superfluid. The power-law
decay characterizes so-called quasi-long-range order (short range order would have an even faster, e.g., exponential,
decay).

Isolated vortices

We have argued that fluctuations in the amplitude are less important because they have an energy gap proportional
to —2a > 0. This is indeed true for small amplitude fluctuations. However, there exist variations of the amplitude
that are, while energetically costly, very stable once they have been created. These are vortices. In two dimensions,
a vortex is a zero-dimensional object; the order parameter goes to zero at a single point at its center. The simplest
form of a vortex at the origin can be represented by

b(r) = [1(r)][ ) = |i(r)] P79, (7.13)
where r and ¢ are (planar) polar coordinates of r. An antivortez would be described by
b(r) = |9(r)| e %0), (7.14)

In both cases, lim,_,¢ [1/(r)| = 0. Note that we have changed the convention for the sign in the exponent compared
to superconducting vortices.

In the presence of vortices, the phase ¢(r) of the order parameter is multivalued. Moreover, it is of course
undefined at the vortex centers. On the other hand, the phase gradient v = V¢ is single-valued (but still undefined
at the vortex centers). For any closed loop C not touching any vortex cores, we have

y{ds - v = total change in phase along C = 27 N¢, (7.15)
c

where N¢ € Z is the enclosed winding number or wvorticity. It is a topological invariant of the vortices since it
cannot be changed by a continuous deformation of ¢(r) unless ¢ is made zero somewhere on the loop C. Like in
three dimensions, vortices are topological defects of the condensate.

The vorticity can be written as the sum of the vorticities V; = +1 of all vortices and antivortices inside the
loop,

Ne =) N (7.16)

We now evaluate
va:—vy—gvzzﬁ%—g%. (7.17)
ox dy Or 0y Oy Ox
Note that in two dimensions the curl is a scalar. We assume v to be differentiable where it exists. Then V x v
vanishes where v exists since the derivative commute. However, v does not exist at vortex cores. V x v can be

extended to these points in the sense of distributions. For a single vortex at the origin, we make the ansatz

V xv=cd(r) (7.18)
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with ¢ an unknown constant and integrate over an area S that contains the vortex core

c:// d2rcc5(r):// dzrVXVStgesj{ ds-v =2m. (7.19)
s s a8

Hence for a single vortex we find
V x v =2m4(r). (7.20)

Generalization to multiple vortices at positions R; gives

Vxv=2r> N;id(r—R;)=2mn,(r), (7.21)

where we have used the vortex concentration

ny(r) == Z N;d(r — Ry). (7.22)

Now it is always possible to decompose a vector field into a curl-free (irrotational) and a divergence-free
component,

V = Vph + Vy, (7.23)

with
V X vpn = 0, (7.24)
Vv, =0. (7.25)

Since the curl of and thus the vortex concentation associated with vy, vanishes, the component v, does not

contain any vortices. Alternatively, note that the first equation implies that there exists a single-valued scalar
field Q(r) so that
vph = V. (7.26)

Q is a single-valued component of the phase, which cannot be due to vortices. This is the contribution from small
phase fluctuations, which we have already discussed. It leads to quasi-long-range order etc.
Conversely, v, is the vortex part, for which

V X vy, = 27 ny, (7.27)
Vv, =0. (7.28)

These relations suggest an electrostatic analogy. It is advantageous to rescale and rotate the field v,:

E(r) = — /—8777% 2 x vy (r). (7.29)

——
>0

Then the energy density far from vortex cores, where |[¢| = \/—a/8, is

-1
« @ « «a 1
w=—y—(Voy,) Vo, ==y Vvy, vy, =—y— | =817 E-E=_—E-E. 7.30
vﬁ(ﬂﬁ) ¢ 73 76( Arﬁ) o (7.30)
Also, we find
V-E=—/-8m7% (-V x v,) = 27, [—877 = n, (7.31)
B B
and
V xE=0. (7.32)
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These equations reproduce the fundamental equations of electrostatics if we identify the charge density with

po = /=81y % Ny (7.33)

The factor in Gauss’ law V- E = 27p, is 27 instead of 47 since we are considering a two-dimensional system. We
can now derive the pseudo-electric field E(r) for a single vortex,

fda -E =27r E =27, /—87r7% (7.34)
\ /—87‘(")/%
E(r) = - (7.35)

= =
r
and thus
/=81y %

E(r) = — r. (7.36)

From this, we obtain the energy of a single vortex,

1 1 o 1 a 1

Ey = Ecore &*r —E-E = Feore — — 877 = [ d*1 — = Ecore — 2 f/d -, 7.37
! +/ r871’ 81 W’yﬁ/ " W’yﬂ " ( )

Now we note that the derivation does not hold for small distances from the vortex center since there |zZJ|2 is not
close to —a/B. Thus we cut off the radial integral at the lower end at some vortex core radius ro and put all
energy contributions from the core into Feope. 7o is on the order of the coherence length & since this is the length
scale on which |¢| changes. But the integral still diverges at the upper limit; if our system has a characteristic
size of L, we obtain

L
d L
By = Eegro — 2707 % / 7T = Boope — 2%7% In = (7.38)
" >0

Thus the energy of a single, isolated vortex diverges logarithmically with the system size. This suggests that
isolated vortices will never be present as thermal fluctuations as long as o < 0. This is not true, though. The
probability density or average concentration of such vortices should be

= L 2 L
P X e~ E1/kpT _ Te—Ecore/kBT exp (an n )
r

5 75 kT ' 8 To
2 o —1/2
_ 1 o~ Fcore/kBT L\FeT 75 _1 ¢ Eeore/kpT L o (7.39)
g To o "o ' .

The total number of vortices is, on average,

I,\2-1/2n
> . (7.40)

N’L) — L2p1 o efEcore/k?BT <
To

For n > 1/4, N, diverges in the thermodynamic limit so that infinitely many vortices are present. For n < 1/4,
N, — 0 for L — oo and according to our argument, which is essentially due to Kosterlitz and Thouless, there are
no vortices. It is plausible and indeed true that free vortices destroy quasi-long-range order and in this sense also

superfluidity. Note that

1 kT 1

gt keTB 1 (7.41)

dr va(T) 4
is an equation for a critical temperature for the appearance of free vortices. We thus find that the critical
temperature in superfluid films should be reduced from the point where oo = 0 ( — o0) to the one where n =1/4
due to vortices appearing as fluctuations of the order parameter. While qualitatively true, our description is still
incomplete, though, since we have so far neglected interactions between vortices.
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S+

Tsicngle vortex TMF T
n=0 n=1/4 n—oo
(=0)

Vortex interaction

The energy of two vortices with vorticities +1 can easily be obtained from the electrostatic analogy. We assume
that core regions do not overlap, i.e., the separation is R > 2ry. The pseudo-electric field of the two vortices,

assumed to be located at £R/2 = £R%/2, is
-R/2 R/2
E(r) = [—87y & ri/z A L/Q
VB k2P VT B e Ry

_ \/W r +R/2/ (r —R/2) — r — R/2/ (r + R/2)
B r—R/2) |r + R/2? '

1
Es :2Ecore+/d2r—E~E
8

2 2 2
:2Ecore_i8ﬂ"yg/d2r |I‘—|—R/2| (T—R/2)2—|r—R/22| (I‘+R/2)
B P r—R/2|r + R/2|

o) )
:2Ecore_7%2 / dm/dy
—00 0

Thus the energy is

et R/2/' [t —R/2 + v —R/2[*|r + R/2]* = 2|r + R/2° |r — R/2? (r2 — R2/4)

r—R/2*|r +R/2[*

We introduce elliptic coordinates o, 7 according to

y:§\/02—1\/1—72,

where o € [1,00[, 7 € [-1,1]. Then

-2 (g)2 (c+7)2(8) (c—7)2 (&) (6?2 + (2 =11 —7%) - 1)
2 N2 o2 2
= 2re — 272 [ dodr ! otm) tlo—m)" — 20" +7 —2)
B Vo2 —1V1-12 o2 —T
1 4

«
=2Fcore — 27— | dodr
75/ Vo2 — 11— 72 02— 72

o 1
= 2Ecore — 877")/ B/da m
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We have to keep in mind that the integrals in real space have a lower cutoff ry. The minimum separation from
the vortex at R%x/2 is (¢ — 1)R/2. For this separation to equal r¢, the lower cutoff for o must be

2
oo =1+ %. (7.47)

With this cutoff, we obtain

al (R + 2rg)?
FEy =2Fc.ore —8my—= = In ———, 7.48
2 core ﬂ7ﬁ2 n47‘0(R+T0) ( )
which for R > rg becomes
« R
Ey =2F e — 47y — In —. 7.49
: ™Gy (7.49)
We absorb an R-independent constant into ... and finally obtain
a. R
Ey =2F orc + Vint(R) = 2Ecore — 47y B In e (7.50)
—— 0
>0

Note that the energy of a vortex-antivortex pair is independent of the system size L. Also, the vortex-antivortex
interaction Vi (R) increases with R, i.e., vortex and antivortex attract each other. Conversely, one can show that
vortices with the same vorticity repel each other.

V

nt

0 % R

One can also show that for arbitrary vorticities N1, No € Z, the interaction reads

R
Vine(R) = 47y % NNy I (7.51)
——
<0

Since the equations of (pseudo-) electrostatics are linear, the superposition principle applies and we do not have
additional 3-, 4-, etc. body interactions. The energy of a system of vortices is thus

1
F = ZEcore + 5 ZNIN] Uint(|ri — I‘j|) (752)
i iJ,1#£]
with o -
in =d4my — In—, 7.53
ti(r) = 47y 5 In (7.53)

provided that ). N; = 0. If the total vorticity ). N; does not vanish, the energy diverges logarithmically with
the system size, as we have seen. As long as the total vorticity is zero, the energy per vortex is finite and thus
we expect a non-zero concentration of vortices for all temperatures T > 0. We now want to understand the
consequences of their presence.
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Berezinskii-Kosterlitz-Thouless theory

The vortices in a two-dimensional superfluid behave like a Coulomb gas—a gas of charged particles with Coulomb
interaction, which is logarithmic in 2D. We consider the case that the (perhaps suitably modified) exponent 7 is
smaller than 1/4 so that the total vorticity (charge) has to vanish. It is then possible to group the vortices into
vortez-antivortex pairs. We do this using the following simple algorithm:

1. find the vortex and the antivortex with the smallest separation r,
2. mark this vortex and this antivortex as a pair,

3. repeat these steps for all remaining vortices until none are left.

M%

o

The energy of an isolated vortex-antivortex pair (we will use the term “vortex pair” from now on) of size r is

Eo(r) = 2Beore — 41y = In —. (7.54)
B To
Thus the probability density of such pairs is
1
pa(r) o< — e F2(n/ksT (7.55)
To
We can then write -
(r) =+ 42 27K In — L ()" (7.56)
r)=—uyi exp | —2m n—|=— — . .
b2 7’3 Yo €Xp 0 ro ré Yo ro
Here,
Yo := N e~ Peore/k5T (7.57)

is called the vortex fugacity. Ny is a constant of order unity; NZ is the constant of proportionality implied in Eq.
(7.55). More precisely, y2 is a vortex-pair fugacity. Furthermore,

1

[0
2y = .
215 >0 (7.58)

5

is a dimensionless measure for the interaction strength in units of the thermal energy. Kj is called the stiffness—of
the condensate against phase fluctuations. Note that the previously defined exponent 7 is related to K through
n=1/2rKp).

The crucial idea is now that smaller pairs are polarized in the pseudo-electric field of the vortex and antivortex
forming a given pair. This leads to the screening of the vortex-antivortex interaction and thus reduces the energy
of large pairs. Formally, this can be described by renormalization-group (RG) theory (Kosterlitz 1974), which we
will summarize in the following. The grand-canonical partition function of the vortex-antivortex system is

KO =

1 oON d27’1 d2r2N 1 |ri - I'j|
ZO = Zwyo ? / 7"(2) exp §ZQ7TNiNj K() IHT 5 (759)
N Dy Dan i#]
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where we have already implemented the constraint that the number of vortices, IV, equals the number of antivor-
tices. The ranges of integration, D;, comprise the two-dimensional space R? excluding disks of radius 7 centered
at all vortices (and antivortices) with numbers j < . This means that the minimum separation is r9. The idea of
RG theory is to perform the integrals for the smallest pairs of sizes between rg and rg + dr and rewrite the result
(approximately) in a form identical to Z; but with changed (“renormalized”) parameters. Physically, we thereby
omit the smallest pairs and take their effects into account by renormalizing the parameters.

Z

In this way, the partition function, the fugacity, and the stiffness become functions of the smallest length scale,
which we now denote by r. These “running” quantities are written as Z, y, and K, respectively. Thus

1 IN d?ry Pron 1 r; — I‘j‘
z=% ol / S0 / D exp | 532w NN K In ) (7.60)
N Dy Dian i#j

We now perform the integrals over the smallest separations between r and r’ = r + dr. A crucial assumption is
that this only involves vortex-antivortex pairs, not pairs of equal vorticity. This is plausible since a vortex and
an antivortex attract each other. The integration starts by splitting the integrals,

/d2T1"'/d2T2Ng/d2r1"‘/d27n2N

Dy Dan Dj Diy

1 .
+§Z($Nj7_]\[j/d2r1 / d2T2N /d27’j / dz’f'l'. (761)

i#J D} Diy Dy r<|r;—r;|<r+dr

excluding 4,j

The D) correspond to the D; but with the minimum separation increased to r + dr. DZ j is the full R? excluding

disks of radius r around all vortices n # 4, j. Inserting this into the expression for Z, we obtain the integral, from
the second term,

r, — I,
/ d’r; / d*r; exp | 27 E N,N; K In [rn = x5
- r
D ; r<|r;—r;|<r+dr n#i,j

r, — ;]

_QﬁKlnw

—2r Y N,N; K In
T T

n#i,j

2

~ /d2rj27rrdr 14 n2K? Y N, T m) e o)y

} Sty [t =1l o — 1y
Di; s »J
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= 27rdr (A +m?K? Z N,, N, 12 / &2r; (rm — I'j)2‘ (rn — r]-2) ) 7 (7.62)
m,n#i,j _ |rm - rj| |I'n — I'j|
i

where A is the area of the system. Herein, we have

Ty — 1) (rn,—r, L Iy — T
/ dr; (T J)Q (rn JQ) =2rIn— — 27 (1 — dpmn) ln‘min. (7.63)
[ — ;" [rn — 1 r r
i
The first term diverges for L — oo but drops out when the sum over m, n is performed, due to overall vanishing
vorticity. The result is

o=2mrdr [ A-20K%? Y NN, In [rm = za] (7.64)
m,n#i,j
m#n
and with the sum over 1, j:
1 m -~ in
5> - =2mrdr [ N?A -2 K%? ) (N = 1)°N,u N, In “% : (7.65)

neglecting some terms of order N°. Inserting everything into Z, we obtain two terms: The first corresponds to
Z with D; replaced by D} and the second reads

Y () [ [
= (STRRE r wr dr
2 (N2 ;2 , 1 , 2N
D3 Dyn
2N —2 integrals

rm —TI'p 1 r,, —r
X <N2A —2m*K*? Y (N = 1)°N,u N, In |r> exp (2 QFKg N;N;In %7"' > . (7.66)
17#]

(2N—2)(2N —3)terms

m#n

We rename the summation index N as N + 1 in this second term. Then both terms contain 2V integrals under
the sum over N. We also put all terms containing dr into the exponent using 1 + a dr = e*%". We obtain

2 1 2N
Z' = exp (27r (%) rdr A> ; N1)? (%) /d2r1 / d’ron

/
1 2N

1 d i T
xexp |~ Z (—27‘(‘K+ 87r4y2K2:> N;N; lnw (7.67)
7]

Next, we have to express Z’ in terms of the new length scale v’ := r +dr. This is only relevant in expressions not
already linear in dr. This applies to, on the one hand,

d
1 1 142

2 (' —dr)?2 ()2

(7.68)

and, on the other,

1 1
exp 3 Z 2r K N;N; Inr | = exp 5 Z 2r K N;N; In(r’ — dr)
i i#j
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1 1 d
— exp —5227TKNiNj Inr' | exp 52%1{]\@»1\@1

!
i i "
1 , dr\*N
=exp | —5 Z 2nK N;N; Inr 1- TI'KF , (7.69)
i#j
neglecting terms of order N° compared to N. The renormalized partition function is finally
y \2 1 g \2N ar12N
’r_ /
Z' =exp [277 ((7"’)2) T drA} zN: e ((r’)2) {1 +(2—- 7TK)T/:|
= Zpair
2 2 LS~ (ork — srty2 k2% ) N, 1 [F 2T 7.70
X Ty ToN €xp 52 mK =8ty K" | NiNj In ———=1 . (7.70)
, f ]
Dl 2N

Here, Z,,i; is the partition function of the small pair we have integrated out. It is irrelevant for the renormalization
of y and K. Apart from this factor, Z’ is identical to Z if we set

y(r'y = ylr +dr) = {1 +(2- ﬂ'K(r))(iﬂ y(r) (7.71)
K@) = K(r+dr) = K(r) — 4r3 y*(r)K3(r) % (7.72)

On the right-hand sides, we can replace dr/r’ by dr/r since the difference is of second order in dr:

d
y(r'y=y(r +dr) = {1 +(2— WK(T))::| y(r) (7.73)
d
K(') = K(r +dr) = K(r) — 4n® (1) K2(r) 2. (7.74)
r
Introducing the logarithmic length scale
d
l=n— = a=2, (7.75)
To r
we obtain the Kosterlitz RG flow equations
d
dil’ = (2—-7K)y, (7.76)
dK
— = 4y’ K2, (7.77)
dl
The initial conditions are
y(l = 0) = yo = e~ Peore/ kT (7.78)
1 a(T)
Kl=0)=Ky=———=2y— 7.79
(1=0)= Ko = 72y 2, (7.79)
i.e., the parameters assume their “bare” values at r = rg (I = 0).
We will now discuss the physics encoded by the RG flow equations. First, note that the quantity
2
C:=2r%y* - — —InK (7.80)
TK
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is invariant under the RG flow:

dc dy 2 dK 1dK
= Ypy L — = —4n%(2 — 1K) — 872y + 4n3yP K = 0. 81
a Vg T a T K a Ay (@K 8yt K =0 (7.81)
Thus C' is a “first integral” of the flow equations. We can calculate C' from the initial values yg, Ky and obtain
K
In — .82
+1In e (7.82)
1 K
— In —. .
+ 53 B e (7.83)
y
T=T,
“~_initial
~ conditions
0 2/ K

The RG flow is along curves decribed by this expression, where the curves are specified by yo, K. The direction
of the flow is towards smaller K since dK/dl < 0. The parameters yo, Ky change with temperature as given in
Egs. (7.78) and (7.79). These initial conditions are sketched as a dashed line in the figure. We see that there are
two distinct cases:

e For T < T., K flows to some finite value K (I — co) > 2/mx. This means that even infinitely large pairs feel
a logarithmic attraction, i.e., are bound. Moreover, the fugacity y flows to zero, y(I — oo) = 0. Thus large
pairs are very rare, which is consistent with their (logarithmically) diverging energy.

e For T > T,, K flows to K(I — 0o0) = 0. Thus the interaction between a vortex and an antivortex that are far
apart is completely screened. Large pairs become unbound. Also, y diverges on large length scales, which
means that these unbound vortices proliferate. This divergence is an artifact of keeping only the leading
order in y in the derivation. It is cut off at finite y if we count (in particular, large) vortex-antivortex pairs
consistently. But the limit K — 0 remains valid.

At T = T, we thus find a phase transition at which vortex-antivortex pairs unbind, forming free vortices. It is called
the Berezinskii-Kosterlitz-Thouless (BKT) transition. In two-dimensional films, vortex interactions thus suppress

the temperature where free vortices appear and quasi-long-range order is lost from the point T' = TS ngle vortex
where

QksTH 11

drm yo o 2nKg 4

to the one where K (I — oo) = 2/m and yo, K lie on the “separatrix” between the two phases,

1 2
L1 = Ko== (7.84)

!

2 | 2 2
C =212 — —— —InK, = 2724%(1 E— 4 =0—-1—1In= 7.85
™%~ g, Ko 7oy~ (I — oo) TRl ™ (I = o0) n— (7.85)
2 2
I | - z 2,2 .
= 7TK0+HK0 1+ln7r+27r Yo (7.86)

Clearly the two criteria agree if yg = 0. This makes sense since for yg = 0 there are no vortex pairs to screen the
interaction. In addition, a third temperature scale is given by the mean-field transition temperature Tyr, where
a=0.
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quasi—long-range free vortices

order /,/_/% no condensate

0 T; T;icngle vortex TMF T
K(l-o00)=2/n Koy=2/m a=0

In the low-temperature phase, the largest pairs determine the decay of the correlation function (¢*(r)e(0)) for
large r. Thus we find

wuo) =i (=) B (787)

with

1 1
C2m K(I = o0)’
We note that the exponent 7 changes with temperature (one could say that the whole low-temperature phase is
critical) but assumes a universal value at Ti.: There,

] (7.88)

2 1
lim K =- = T.)=-. 7.89
lir{olo s 77( C) 4 ( )
Due to the screening of the vortex interaction, the condensate is less stiff than it would be in the absence of
vortices. This is described by the renormalization of K from Ky to K(I — oo). It is customary but somewhat
misleading to express this as a renormalization of the superfluid density ng, which is, after all, proportional to
Kjy. Assuming that the temperature dependence of o and thus of the bare superfluid density

n? oc hf = —% x Ky (7.90)
is negligible close to T, the renormalized superfluid density
K

ns(T) := o n? (7.91)

obtains its temperature dependence exclusively from K/Kjy. (The argument [ — oo is implied here and in the
following.) For T' < T, but close to the BKT transition, we have

K=24AK. (7.92)
m

The invariant C = 272y2 — %Ko — In Ky is an analytic function of temperature and its value at T, is

C. = 27r2y2—i—an :—1—lnz. (7.93)
K =T, m

Thus we can write, close to T,
2
C2-1-ln—+b(T-T,) (7.94)
™

with some constant b := dC/dT|_q, . On the other hand,

2
= |2n%y? - — —InK
C [ﬂ'y & ]T
2 2
=———————In|—+AK
W(%—FAK) n(7r+ )
1

2 7r
— e~ - (1+ ZAK)
1rzak x UTg
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2 2
o TN T A2 2T LN
o 1+2A/f AR —In - 2,A/K+24AK

=-1-In- -2 AK2 .
n= - (7.95)
Thus )
f%AKQ%b(TfTC) ~ AR~ VB T.-T. (7.96)
T
——

const
Consequently, ny = (K/Kg)n? jumps to a finite value at T, and then increases like a square root.

Un

[
|
|
|
|
!
|
T

T,

c

T

This behavior was indeed measured in torsion-pendulum experiments on He-4 films (Bishop and Reppy, 1980).

7.2 Superconducting films

In this section we concentrate on what is different for charged superconductors compared to neutral superfluids.
Recall that for a superfluid the gradient term in the Landau functional reads

/ d?r~ (Vah)* - V. (7.97)

If we move around a vortex once, the phase has to change by 27, regardless of the distance from the vortex core.
This phase change leads to an unavoidable contribution to the gradient term of

/d2r7(V¢)*~V¢%—yg/drdapr<1aei‘z’) liew
T

Op r dp
« 1 [0¢ 2 Q@ 1 a [dr
=—y—=[drdp-|=—| =—v= [drdp—=-2ny—= | — 7.98
Wﬂ/rwr(aw) vﬁ/rwr ™3| (7.98)
which diverges logarithmically with system size. On the other hand, for a superconducting film the gradient term

reads )

1 h
/er < v-14 A) " (7.99)
2m* |\ ¢ c
Again, the phase of v winds by 27 around a vortex, but the associated gradient can, in principle, be compensated
by the vector potential. Pearl (1964) showed that this indeed leads to a finite energy of a single vortex in a
superconducting film. In addition, the free energy contains the magnetic-field term

/ i B (7.100)

8

Note that the integral is three dimensional—the field is present in all of space, also outside of the film.
We first note that the film has a new length scale: In the London gauge, Ampére’s law reads
4 4
VXVxA=V(V-A) -VA=—j = VA=_-—"j (7.101)
=~ c c
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On the other hand, from the London equation we have

c

———A 102
oz A (7.102)

j:

which is valid within the film and away from vortex cores so that |1)|> = —a/f3. However, the current is confined
to the thin film. We can write

i(r) =K(z,y)6(2) (7.103)
with a surface current density K. Thus
Ke.g) = [ d=3te) = d: (— 33 ) AW) (7.104)
T,y) = zj(r) = A\~ r). .
—o00 film

If the thickness is d and A is approximately constant across the thickness, we have

c d
K =———=A 1
(z,9) 10 Ay,0) (7.105)
= i = - L Am () (7.106)
I = T ? '
and finally
d
V2A = ﬁ A(2). (7.107)
This result exhibits the new length scale that controls the spatial variation of A and thus of the current j,
/\2
AL = 7 (7.108)

which is large, A\, > A, for a thin film. We see that in thin films, A; assumes the role of the penetration depth
A. Since A is large for thin films, one could say that thin films are always effectively of type II.

We here do not discuss the full derivation of Pearl but only consider the “far field” for large r > A and show
that it does not lead to a diverging free energy for a single vortex. We assume that most of the magnetic flux of
® penetrates the film for o = /22 + y2 < A, . Then the magnetic field above (and below) the film looks like a
monopole field for r > A .

Z B
|
A A AT A A i d
2
}\.J_= 7\. / d
This field is easy to obtain from symmetry:
da-B=®, = 2mr’B=a, (7.109)

half space
for z>0
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i) D
= B(r)= 27r1(32 and B(r) = 27r$2 r for z > 0. (7.110)
By symmetry,
dq

B(r) = r. A11
(r) =sgnz 52 & (7.111)

This gives a contribution to the field energy of

B %2 1 @ [dr @2 1
dr— = O/d?’—: O gr | — =2 — 7.112
/ "Sr 3203 ) YT T 3 2 T g2 (7.112)
AL

which is finite for an infinity film. The value of the lower cutoff does not matter for this. The cutoff has to be
present, since the monopole field is not a valid approximation for small 7.
We next obtain the current from Ampére’s law in integral form:

«— Ar —

I I B

. .
d k-
i I I

jl{dr~B:4—7r/da-j (7.113)
c

r+Ar

@0 4
2 dr’ =—Ardj 114
=2 [ o~ Ardin) (7.114)
47 . Dy (1 1 oy Ar
— Ard = —(=-- ~ 7.115
= AT i) ™ ('r 7’+Ar) T or? ( )
Py 1
i(r) = — — A1
S )= 1% (7.116)
and with the vector character restored o
. 0o ¥
= — —. 7.117
i) =555 (7.117)
Note that the sheet current is thus B G
0o ¥

For large r we have |¢| = g = y/—a/B (note that typically A; > &). Then the second Ginzburg-Landau
equation gives

i= i (Live - ive)ws ¢ VA = 2L (hw - gA) : (7.119)
2m* m*c m* c
Thus we can rewrite the gradient term in the free energy as
1 q,\2 Po(m*)? . m* ..
d [ d 2 (nvo - 1a) :d/d207 : :d/d2 . 7.120
/ Py Yo (Ve — - " omrgagd S "ozt ( )
The contribution from large r is
dm* o2 1 m*®3 Tdr  mrad 1
d*r —2 = 02 /7:707 7.121
2q2} / " 1671 112 32miq23d T 8mig2ydd N2’ ( )

AL

which is also finite for an infinite film.
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We conclude that the free energy of an isolated vortex is finite in a superconducting film. It is then plausible
and indeed true that the interaction energy of a vortex-antivortex pair does not diverge for large separations r but
saturates for r > A, . Since for the far field of a single vortex the magnetic-field energy, Eq. (7.112), dominates
over the energy due to the gradient term, we expect the large-r interaction to be dominated by the Coulomb-type
attraction of the magnetic monopoles in the upper and lower half spaces. This supposition is borne out by a
proper analysis. Consequently, for large r the interaction behaves like

o\ 1
Vint (1) = const — (27‘;) o (7.122)

where @y /27 is the monopole strength, according to Eq. (7.111).

All this showes that, strictly speaking, there will be a non-zero concentration of free vortices at any temperature
T > 0. Thus there is no quasi-long-range order. However, the relevant length scale is A\; = A\?/d, which can
be very large for thin films, even compared to the lateral size L of the sample. In this case, the large-r limit is
experimentally irrelevant. But for vortex separations r < A, the magnetic-field expulsion on the scale r is very
weak since A is the effective penetration depth. Then the fact that the condensate is charged is irrelevant and
we obtain the same logarithmic interaction as for a neutral superfluid.

Thus for thin films of typical size we can use the previously discussed BKT theory. For superconducting
films we even have the advantage of an additional observable, namely the wvoltage for given current. We give a
hand-waving derivation of V(I). The idea is that a current exerts a Magnus force on a vortex, in the direction
perpendicular to the current. The force is opposite for vortices and antivortices and is thus able to break vortex-
antivortex pairs. As noted above, free vortices lead to dissipation. A vortex moving through the sample in the
orthogonal direction between source and drain contacts leads to a change of the phase difference A¢ by +27. We
will see in the chapter on Josephson effects why this corresponds to a non-zero voltage. Since free vortices act
independently, it is plausible to assume that the resistance is

R x ny, (7.123)

where n, now denotes the concentration of free vortices. To find it, note that the total potential energy due to
vortex-antivortex attraction and Magnus force can be written as

V= Vvint - 2FMagnus T, (7124)
with (we assume r < A])
Viet = 27 kpT K In ri (7.125)
0
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T
// / Toarrier X

There is a finite barrier for vortex-antivortex unbinding at a separation rparrier determined from 0V/9r = 0. This
gives
2m kBT Kbarrier

fer = , 7.126
Tbarrier QFMagnus ( )
where Kparrier := K (Tbarrier). The barrier height is
AFE = V(Tbarrier) - V(TO) = V(Tbarrier)
b i
=27 kBT Kbarrier In % - 2F‘Magnus Tbarrier
0
Tbarrier
= 2w kT Kparrier <ln —_— = 1) . (7.127)
To
For small currents we have rparrier = 79 and thus
AE = 27 kpT K(I — oo) In L22mier (7.128)
N———— To
=K
The rate at which free vortices are generated is
r . —2nK
Rgen ox e P2F (b“) . (7.129)
To
The recombination rate of two vortices to form a pair is
Riec ox 17, (7.130)
since two vortices must meet. In the stationary state we have
r ) —nK
Rgen = Rrec = Ty X Rgen X ( bitrlel) (7131)
0
and thus a resistance of
b —7K
R o< n, o ("‘) : (7.132)
To
Since the Magnus force Fyagnus is proportional to the current I we have
1 1
i — X = 7.133
Tbarrier X FMagnus X Ji ( )
so that
1 —mK
R (I> = 1K (7.134)

71



Finally, the voltage measured for a current I is
V =Rl < I8 = ['T7K (7.135)

where K = K (I — o0) is the renormalized stiffness. Since

K:%+AK% % (1+\/%\/TC—T) (7.136)

we find for the exponent
1+7K =23+ 2V20 \/T. - T (7.137)

= const

for T < To.
I+ K
3L
!
2l |
} .
1 ohmic
T T

c

Above T,., we have K = 0 and thus ohmic resistance, V I, as expected. At T., the exponent jumps to the
universal value 3, i.e., V o< I3. For T < T,, the voltage is sub-ohmic, i.e., the voltage is finite for finite current
but rises more slowly than linearly for small currents. This behavior has been observed for thin superconducting
films. Thus they are not superconducting in the sense of ideal conduction.
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8

Origin of the attractive interaction

In the following chapters we turn to the microscopic theory of superconductivity. While the BCS theory is
reasonably easy to understand if one assumes an attractive interaction between electrons in a superconductor,
it is far from obvious where such an interaction should come from. The only fundamental interaction that is
relevant for (non-radioactive) solids is the electromagnetic one, which naively gives a repulsive interaction of a
typical strength of several eV between nearby electrons. How can this lead to an attraction at the low energy
scale kT, ~ 1meV? We will see that the lattice of ion cores (nuclei with tightly bound inner electrons) plays
an important role, in particular its dynamics. We will use Feynman diagrams for Green functions to describe
the physics. Unfortunately, we do not have the time to introduce these concepts rigorously; this is done in many
good textbooks on many-particle physics as well as in the lecture notes on Many-Particle Theory (in German),
which are available online. For those familiar with Feynman diagrams, they rigorously represent mathematical
expressions, for the others they should at least be useful as cartoons of the relevant processes.

8.1 Reminder on Green functions

Nevertheless, we start by briefly summarizing relevant properties of Green functions. In many-particle physics,
we usefully express the Hamiltonian in terms of an electronic field operator U, (r,t), where o = 1, is the
electron spin. The field operator can be expanded in any convenient basis of single-particle states characterized
by wavefunctions ¢, (r), where v represents all relevant quantum numbers,

\Ila(ra t) = Z Pro (I‘) Cvo (t)a (81)
Ui(r,t) =Y @5, (r) by (D). (8.2)

cve and ¢ are annihilation and creation operators of electrons in the single-particle state, respectively. Note
that we are working in the Heisenberg picture, i.e., the wavefunctions ¢, (r) are independent of time, whereas
the time dependence is carried by the operators.

For example, the Hamiltonian for free electrons reads

2202
H= / a3 () va U, (x). (8.3)

In this case it is useful to expand into plane waves,

T, (r) = % > Mo, (8.4)
k

- H=2 3o [ S e nk)?
TV - ko Tom KO
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h2k2
= f . 8.5

Two types of Green functions are defined as follows:

e greater Green function:

G~ (vat,x'o't’) = —i <\Il[,.(r7 Ol (r, t’)> , (8.6)
where (...) is the equilibrium average
TrAe PH 1
f— f— = 7ﬂH
(A) = Tr Apeq = TrePH = Tr Ae , (8.7)

where 5 = 1/kgT is the inverse temperature and H is the many-particle Hamiltonian. For non-interacting
electrons at temperature T’ < Ep/kp, peq describes the Fermi sea. G~ describes the conditional probability
amplitude for an electron created at point r’ with spin ¢’ at time ¢ to be found at point r with spin o at
time t.

o [esser Green function:
G<(vot,v'o't') = +i <\I/j,, (r',t')\llg(r,t)> (8.8)

describes the propagation of a hole from time ¢ to time ¢'.

These are not the most useful Green functions since in quantum theory propagation of an electron forward in
time cannot be separated from propagation of a hole backward in time. It is also useful to distiguish between the
cases t > t' and t < ¢. This is accomplished by these definitions:

e retarded Green function:
GR(rot,r'o"t) = —i Ot — t') < {\pg(r, 1), w, (', t’)}> , (8.9)

where {A, B} := AB+ BA is the anti-commutator (appropriate for fermions) and the Heaviside step function

1 fort>t
o —t) = {0 for t < ¢/ (8.10)

selects only contributions with ¢ > ¢/ (“forward in time”).

e advanced Green function:
GA(I'O't, I'/O'/t/) =+ @(t/ - t) <{\Ilo'(r7 t)7 \III-/ (rla t/)}> ’ (811)

this Green function analogously contains only contributions “backward in time.”

The thermal averages in the Green functions introduce operators e~ whereas the time evolution of operators
introduces time-evolution operators according to

A(t) _ eth/hAe_th/h. (8]_2)
Specifically, we have
1 ; ; / it
GR(I'O't, r/o_/t/) - G(t _ tl)z Tr 6_’8H (eth/ﬁ \I/g(r) e—zH(t—t )/h \IIZ-/ (r/) e—th /h
4 iHt/n \I’l' (r) e tH(t'=t)/h W, (r) e—th/ﬁ). (8.13)

In practice, we will want to write the Hamiltonian in the form H = Hy + V and treat V in perturbation theory.
It is not surprising that this is complicated due to the presence of H in several exponential factors. However,
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these factors are of a similar form, only in some the prefactor of H is imaginary and in one it is the real inverse
temperature. Can one simplify calculations by making all prefactors real? This is indeed possible by formally
replacing t — —i7, t' — —i7’, which is the main idea behind the imaginary-time formalism. We cannot discuss
it here but only state a few relevant results.

It turns out to be useful to consider the Matsubara (or thermal) Green function

G(ror,v'o'r’) = — <TT\Ilg(r, 7ol T')> , (8.14)

where for any operator
A(r) == eflT/h pe=HT/h (8.15)

and T is the time-ordering directive

A(m)B(r")  for T > 7/,

+B(T)A(T) for <7/, (8.16)

T, A(T)B(T') = {

where the upper (lower) sign holds for bosonic (fermionic) operators. For time-independent Hamiltonians, the
Green function only depends on the difference 7 — 7/. One can then show that the resulting Green function
G(ro,r'o’,7) is defined only for 7 € [—hf3, h3] and satisfies

G(ro,v'o’, 7+ hB) = —G(ro,r'c’,T) (8.17)
for fermions. This implies that the Fourier transform is a discrete sum over the fermionic Matsubara frequencies

2n+ )7
Wy 1= —————, N EZ. 8.18
vim 2L (3.15)
The imaginary-time formalism is useful mainly because G is easier to obtain or approximate than the other Green
functions and these can be calculated from G based on the following theorem: The retarded Green function G (w)
in Fourier space is obtained from G(iw,) by means of replacing iw, by w + 407, where i0" is an infinitesimal
positive imaginary part,

GR(w) = G(iw, — w+1i07). (8.19)
This is called “analytic continuation.” Analogously,
G w) = G(iw, — w —1i07). (8.20)
Gliw,)

im,— 0+i0"

G ()
G )

im, = o0-i0"

It will be useful to write the electronic Green function in k space. In the cases we are interested in, momentum
and also spin are conserved so that the Green function can be written as

Gieo (7) = = (T cxo (1) e, (0)) (8.21)
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Analogously, the bosonic Matsubara Green function of phonons can be written as

Dar(7) = = (T baa (1) bl (0) ). (8.22)
where A enumerates the three polarizations of acoustic phonons. We also note that for bosons we have
D(r + hp) = +D(1), (8.23)

i.e., the opposite sign compared to fermions. Therefore, in the Fourier transform only the bosonic Matsubara

frequencies
21n

Up i= T neZ (8.24)

occur.
8.2 Coulomb interaction
We now discuss the effect of the electron-electron Coulomb interaction. We will mainly do that at the level of

Feynman diagrams but it should be kept in mind that these represent mathematical expressions that can be
evaluated as needed. The Coulomb interaction can be written in second-quantized form as

1
‘/int = 5 Z /dg’l"l d37“2 \I’J;l (I’l)\Dlz (1'2) Vc(|1'2 — I |) \Dgz (I‘Q)‘Ifgl (I‘1>7 (825)
0102
with
62
Vo(r)y=—, (8.26)
T

using Gaussian units. Glossing over potential problems related to commuting operators, this is just the Coulomb
energy of a charge density —e >, W[ (r)¥,(r).
In momentum space, we have

U, (r) = % Z e® T, (8.27)
k

so that

]_ . ot 7 1
_ E: § 3 3 —ik-ry —ik’ - ro+ik” -ro+ik’ vy T T
Vvint - ﬁ d 1 d ro e ver e 2t 2T 1 Cknlck’az VC(‘I'Q — I‘1|) Ck" g5 Ck'" oy
kk/k//kl’/ 0—10—2

]. S e L " "y, S 1 1Y,
5772 Z Z PR dSQez( k—k'+k"+k"") R Ji(k—k'+k"—k"")-p/2 C;rmlclf{/@ Ve (p) ciroy oy, (8.28)
kklk//k/// 0-10-2

where
R ‘QF rz. (8.29)
p=rs—r1. (8.30)
We can now perform the integral over R:
]. . _ ’ //_ 11" .
Vint = 577 Yo D @pdugie e g BRI el Ve(p) ckroyerna,
kk/k//k//l 0-10-2
1 —i ’ 1y,
- 2V Z Z /d3pe (e )pvc(p) Cltoch’az Ck" o3 Ck+k’—k' 01 - (831)
kk'k’" 0102
Substituting new momentum variables
ki =k+k' — k", (8.32)
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ko =K, (8.33)

q=k - k", (8.34)
we obtain )
‘/int = W Z Z VC(C[) CI(I7q,olcir(2+q,azck20'zck10'1 (835)
kikoq o102
with
Ve(q) = / Br e 1T Vo (). (8.36)

The interaction Vi, is a sum over all processes in which two electrons come in with momenta k; and ks, a
momentum of q is transfered from one to the other through the Coulomb interaction, and the electrons fly out
with momenta k; — q and ks + q.

k,—q,0; k,+q,0,
V.(q)

ko k.o,

Ve(q) is obviously the Fourier transform of the Coulomb interaction. It is most easily obtained by Fourier
transforming the Poisson equation for a point charge,

V2¢(r) = —47 p(r) = —47Q 6(r) (8.37)
= / dre” AT V2(r) = —47Q (8.38)
by pgrts / d3r (—iq)%e 9T ¢(r) = —47Q (8.39)
= ¢’ ¢(q) = 4nQ (8.40)
= ¢(q) = 47rq4Q2 (8.41)
so that
62
Ve(q) = 4n Z (8.42)

Screening and RPA

The bare Coulomb interaction Vi is strongly repulsive, as noted above. But if one (indirectly) measures the
interaction between charges in a metal, one does not find V& but a reduced interaction. First of all, there will be
a dielectric function from the polarizability of the ion cores,

41 e?

Vela) — Pt (8.43)

but this only leads to a quantitative change, not a qualitative one. We absorb the factor 1/e into e? from now
on. More importantly, a test charge in a metal is screened by a cloud of opposite total charge so that from far
away the effective charge is strongly reduced. Diagrammatically, the effective Coulomb interaction Vé““(q, ivy) is
given by the sum of all connected diagrams with two external legs that represent the Coulomb interaction. With
the representations

—Vo = Ao~ (8.44)
(the minus sign is conventional) and
—vil = AAAAy (8.45)
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as well as

gO

. (8.46)

for the bare electronic Green function corresponding to the non-interacting Hamiltonian Hg, we obtain®
= ANV
+ A/\va + MQ/\G\/\/ + w\@vv

4o (8.47)

NN
NI\

This is an expansion in powers of e? since Vi contains a factor of e?. We have exhibited all diagrams up to order
eb. If we try to evaluate this sum term by term, we encounter a problem: At each vertex e, momentum and

energy (frequency) must be conserved. Thus in partial diagrams of the form

q=0
the Coulomb interaction carries momentum q = 0. But

(8.48)

is ill defined. However, one can show that the closed G loop corresponds to the average electron density so
that the diagram signifies the Coulomb interaction with the average electronic charge density (i.e., the Hartree
energy). But this is compensated by the average charge density of the nuclei. Thus we can omit all contributions
containing the “tadpole” diagram shown above.

Since we still cannot evaluate the sum in closed form we need an approximation. We first consider the limiting
cases of small and large q in V" (q,iv,):

e For large g, corresponding to small distances, the first diagram is proportional to 1/¢?, whereas all the
others are at least of order 1/¢* and are thus suppressed. We should recover the bare Coulomb interaction
for large q or small distances, which is plausible since the polarization of the electron gas cannot efficiently
screen the interaction between two test charges that are close together.

e For small q we find that higher-order terms contain higher and higher powers of 1/¢? and thus become
larger and larger. This is alarming. The central idea of our approximation is to keep only the dominant
term (diagram) at each order in e?. The dominant term is the one with the highest power in 1/¢?. Only
the V¢ lines forming the backbone of the diagrams (drawn horizontally) carry the external momentum q
due to momentum conservation at the vertices. Thus the dominant terms are the ones with all V¢ lines in
the backbone:

k+q kK'+q

1We do not write down the corresponding mathematical expressions here. Expressions for some of the diagrams will be derived
below.
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Summing up these dominant terms, we obtain the approximate effective interaction

—V(lj)‘PAzzf\/\/\/\/—l— M@\m
+ /\/\G\/\Q\N—i— /\/\G\/\Gv\@’\/\/
4o

This is called the random phase approzimation (RPA), for historical reasons that do not concern us here, or the
Lindhard approximation. The most important part of RPA diagrams is clearly the bubble diagram

@ , (8.50)

. 1 1 . . .
HO(CL “/n) = _B Z V ; glg—i-q,a(lwn + ZVn) gl(ia(lwn)

W,

2 1 1
=-3 Z Z . (8.51)

. )
iwon k - £k+q Wn — gk

(8.49)

Iy

which stands for

where the factor of 2 is due to the two-valued spin degree of freedom and & = ex — u is the bare electronic
dispersion including the chemical potential p. Ilj is essentially the negative of the electric susceptibility of the
free electron gas. We do not show this here. It is plausible, however, that the susceptibility, which controls the
electric polarization of the electron gas, should enter into a calculation of the screened Coulomb interaction.

We can write the diagrammatic series also as

—VEPMq,ivn) = =Ve(q) + Vela) Ho(q, iva) Ve(a) — Ve(a) o(a, iva) Ve (a) o(q, ivn) Ve (q) + -+
= —Ve(@)[1 = To(q, iva) Ve(q) + o(q, ivn) Ve(a) To(q, ive) Vo(q) — - -] (8.52)

This is a geometric series, which we can sum up, with the result

VEPA (q i) = o VC(‘(/S%]Z TR (8.53)

Note that Vg}PA has a frequency dependence since Il (or the susceptibility) has one.
In the static limit v — 0 4 0" and at low temperatures T' < Er/kp = p/kp, one can show that

ITy(q,0) = const = N(Ep), (8.54)

where N(EF) is the electronic density of states at the Fermi energy, including a factor of two for the spin. Thus
we obtain

2
477% 62
VRPA _ q = 47
¢ 1+ 47r2—2 I, ¢? + 4me? I,
2
=47 ¢
q%> + 4ne? N(EF)
o2
= 4ﬁm (8.55)

with

ks := \/4me2 N(Ep). (8.56)
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Note that summing up the more and more strongly diverging terms has led to a regular result in the limit q — 0.
The result can be Fourier-transformed to give

VEPA(r) = e (8.57)

(not too much confusion should result from using the same symbol “e” for the elementary charge and the base of
the exponential function). This is the Yukawa potential, which is exponentially suppressed beyond the screening
length 1/ks. This length is on the order of 1078m = 10nm in typical metals. While we thus find a strong
suppression of the repulsive interaction at large distances, there is no sign of it becoming attractive.

On the other hand, for very high frequencies v 2 Er/h, the electron gas cannot follow the perturbation, the
susceptibility and Iy go to zero, and we obtain the bare interaction,

2

&
VEPA(q, v — 00) = Ve(q) = 47 el (8.58)

8.3 Electron-phonon interaction

The nuclei (or ion cores) in a crystal oscillate about their equilibrium positions. The quanta of these lattice
vibrations are the phonons. The many-particle Hamiltonian including the phonons has the form

H = Hel + th + Hel—pha (859)

where we have discussed the electronic part H, before,
1
_ T
Hpn =Y Qqa (ququ + 2) (8.60)
qA
is the bare Hamiltonian of phonons with dispersion {2q, and

1
Hel-ph = V Z Z gaxr CL_i_q,C,Cka (bq)\ + bT_q,)\) (861)
ko g

describes the electron-phonon coupling. gq» is the coupling strength. Physically, an electron can absorb (bg»)

or emit (b! q.») @ phonon under conservation of momentum. Hence, electrons can interact with one another by
exchanging phonons. Diagrammatically, we draw the simplest possible process as

ki-q,0, TP, k;+q.0,
q

ko, k,0,

In detail, we define, in analogy to the Coulomb interaction

—Ve(a)

AN 5 (8.62)
the interaction due to phonon exchange,

. 1 .
—Von(q, A, ivy) = —V|gq,\|2Dg/\(zyn) = TOOO . (8.63)

We quote the expression for the bare phonon Green function, i.e., the one obtained from Hpy alone:

—

1 2Qagx
DY, (ivy,) = = = . 64
qA(ZVn) iVn — Qq)\ + —iVn — Qq)\ (’L'Vn)2 — Qa)\ (8 6 )
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The two terms in the intermediate form correspond to the two possible directions of propagation of the phonon.
The phonon-mediated interaction is thus frequency-dependent, whereas the Coulomb interaction is static. How-
ever, we could write the bare Coulomb interaction in a very similar form as the exchange of photons. Since the
speed of light is so much larger than the speed of sound, we can neglect the dynamics for photon exchange but
not for phonon exchange.

Jellium phonons

For our discussions we need a specific model for phonons. We use the simplest one, based on the jellium approxima-
tion for the ion cores (i.e., the nuclei with the tightly bound electrons). In this approximation we describe the ion
cores by a smooth positive charge density p4(r,t). In equilibrium, this charge density is uniform, p4(r,t) = pg.
We consider small deviations

pi(r,t) = p} + dpy (r,1). (8.65)

Gauss’ law reads
V- -E =47dps(r,t) (8.66)

since p(i is compensated by the average electronic charge density (the Hartree term). The density of force acting

~

on py is f = p,E = pl E to leading order in dp,. Thus
V-t 24 pd Spg. (8.67)

The conservation of charge is expressed by the continuity equation

0 . 0

To leading order this reads (note that the veloctiy v vanishes in equilibrium)

%5p+ +p0V-v=0 (8.69)
82 ~ 0 0 Newton 0 f
= @5p+:—p+V~av = —p+V-p?, (8.70)

where p,, is the mass density of the ion cores, which is dominated by the nuclear mass. With the charge Z.ge
and mass M of the ion cores, we obtain

(%Zéﬁ ~ _Z;\jev-fz —Z;\jezxmi Sp. (8.71)
which is solved by
5o (6,6) = 3 (r) e, (5.72)
with
Q=\1/4r Z;je P = \/471' Zg]@é nY, (8.73)

where ngr is the concentration of ions (or nuclei). We thus obtain optical phonons with completely flat dispersion,
i.e., we find the same frequency 2 for all vibrations.

One can also calculate the coupling strength gq. It is clear that it will be controlled by the Coulomb interaction
between electrons and fluctuations dp, in the jellium charge density. We refer to the lecture notes on many-particle
theory and only give the result:

1 s O
= ==V . 8.74
v l9al” =5 Vela) (8.74)
Consequently, the electron-electron interaction due to phonon exchange becomes
. 1 2,00/, Q 2Q) 02
n) = 17 D n) = = T 5 — 5 5 .
Vph(q,'LV ) v |gq| q(“j ) 9 VC(q) (ZVn)2 — 2 VC(q) (ZVn)Q 2 (8 75)
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It is thus proportional to the bare Coulomb interaction, with an additional frequency-dependent factor. The
retarded form reads
02 02

R _ - 0 — _
Von(a,v) = Von(Q,ive — v +1i0 )—VC(Q)m—VC(Q) 22 400" sgny’

ph

(8.76)

where we have used 2vi0" = i0" sgn v and have neglected the square of infinitesimal quantities.

8.4 Effective interaction between electrons

Combining the bare Coulomb interaction and the bare interaction due to phonon exchange, calculated for the
jellium model, we obtain the bare effective interaction between electrons,

V:aﬁ‘(q» iVn) = VC(q) + Vph(qviyn)

=Ve(a) + Vel(a)

2

(iva)? — 22
=Ve(q) m (8.77)
The retarded form is
VA1) = Vear(a ive = v+ i0%) = V() v (8.78)

V2 — Q2 +i0tsgnv’

This expression is real except at v = ) and has a pole there. Moreover, V. is proportional to Vi with a negative
prefactor as long as v < €.

R
Veff

The effective interaction is thus attractive for 0 < v < 2. The exchange of phonons overcompensates the repulsive
Coulomb interaction. On the other hand, for v — 0, the effective interaction vanishes. This means that in a
quasi-static situation the electrons do not see each other at all.

What happens physically is that the electrons polarize the (jellium) charge density of the ion cores. The
ions have a high inertial mass. Their reaction to a perturbation has a typical time scale of 1/Q or a frequency
scale of €. For processes slow compared to €2, the ion cores can completely screen the electron charge, forming a
polaron, which is charge neutral. For frequencies v > 0, we have to think in terms of the response of the system
to a test electron oscillating with frequency v. The jellium acts as an oscillator with eigenfrequency 2. At the
present level of approximation it is an undamped oscillator. The jellium oscillator is excited at the frequency
v. For 0 < v < , it is driven below its eigenfrequency and thus oscillates in phase with the test electron. The
amplitude, i.e., the jellium polarization, is enhanced compared to the v = 0 limit simply because the system is
closer to the resonance at ). Therefore, the oscillating electron charge is overscreened. On the other hand, for
v > () the jellium oscillator is driven above its eigenfrequency and thus follows the test electron with a phase
difference of w. Thus the electron charge is not screened at all but rather enhanced and the interaction is more
strongly repulsive than the pure Coulomb interaction.
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Screening of the effective interaction

From our discussion of the Coulomb interaction we know that the real interaction between two electrons in a
metal is strongly screened at all except very short distances. This screening is well described within the RPA.
We now apply the RPA to the effective interaction derived above. We define

— Ve = AN = Ay + TOOO (8.79)
and
- O%PA—W:WW+«AA©W+MGWGW+M (8.80)
or
~VEPA (quivn) = —Ver(a, ) + Ver(a, ivy) To(, ivn) Ver(q, ivy)
- eff(qa ’Ll/n) HO(qa ’Ll/n) ‘/eff(qa ’Ll/n) Ho(qa ’Ll/n) ‘/(Eff(qa ZVTL) + - (881)
As above, we can sum this up,
VRPA(q iv ) ‘/eff(q;il/n) % (q) (iy(jyl)/;)_zgz
eff y Wn) = . - = Vc i _
1+ Verr(q, iv) o (q, ivy) 1+ Ve (a) gsalae ol iva)
(ivp)?
=V
D G T =0 (v PV (@ (e i7,)
Vo(a) (ivn)? + (ivn)* Ve (@) o (q, ivn)

1+ Ve(@)y(q, iv,) (ivy)? — Q2 + (ivy)?Ve(q)o(q, ivy)

= VCRPA (q77;Vn)

) (iv,)?
= VC}?LPA(qa ivy) — 02
(ivn)? — THVo(@)o(q,ivn)
RPA( . - (ivn)?
o (aivn) () — (i) (8.82)
with the renormalized phonon frequency
Q
wq(ivy,) = —. (8.83)
VI+Ve(a)o(q, ivy)
To see that this is a reasonable terminology, compare Vel}fPA to the bare effective interaction
. (ivn)?
‘/eff(qv ZVH) = VC(q) (Z'Vn)z — Q2 . (884)

Evidently, screening leads to the replacements Vo — VCBPA and Q — wq.
For small momenta and frequencies, we have IIp — N(EF), the density of states at Ep. In this limit we thus

obtain Q Q Q
= = = —q. (8.85)

- Q
4 e o K2 K2
\/1+4WqéN(EF) \/14_?5 \/% Ks

Due to screening we thus find an acoustic dispersion of jellium phonons. This is of course much more realistic
than an optical Einstein mode.

Beyond the low-frequency limit it is important that Iy and thus wq obtains a sizable imaginary part. It smears
out the pole in the retarded interaction %{:}PA (q,v) or rather moves it away from the real-frequency axis—the

lattice vibrations are now damped. The real part of the retarded interaction is sketched here for fixed q:

w
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RPA, R
Re Vi

Re v

Note that

e the interaction still vanishes in the static limit v — 0,

e the interaction is attractive for 0 < v < Re wq, where Re wq ~ gq.

It is important that the static interaction is not attractive but zero. Hence, we do not expect static bound states
of two electrons.

To obtain analytical results, it is necessary to simplify the interaction. The main property required for
superconductivity is that the interaction is attractive for frequencies below some typical phonon frequency. The
typical phonon frequency is the material specific Debye frequency wp. We write the effective RPA interaction in
terms of the incoming and transferred momenta and frequencies,

Vot = VEPA (kiwy,; K iwl; g, ivy,). (8.86)

€

k-q,im,—iv, K'+q,io,+iv,

K,io, K im,

We then approximate the interaction (very crudely) by a constant —Vj < 0 if both incoming frequencies are
smaller than wp and by zero otherwise,

Ve}f{fPA ~ —Vy for |lwn\ Jiwh | < wp, (8.87)
0 otherwise.

This approximate interaction is evidently nonzero in the static limit and therefore could lead to bound states.
Such bound states would be an artifact of the approximation and should be disregarded.
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9

Cooper instability and BCS ground state

In this chapter we will first show that the attractive effective interaction leads to an instability of the normal
state, i.e., of the Fermi sea. Then we will discuss the new state that takes its place.

9.1 Cooper instability

Let us consider the scattering of two electrons due to the effective interaction. A single scattering event is
represented by the diagram

K io, K'+q,io,+iv,

%%

k,io, k-q,i0,—iv,

Electrons can also scatter multiple times:

An instability occurs if this series diverges since then the scattering becomes infinitely strong. The diagrams
represent a perturbative expansion in the interaction strength V about the noninteracting Fermi gas. A divergence
of the series signals a breakdown of perturbation theory. This means that the true equilibrium state cannot be
obtained from the equilibrium state for V5 = 0, i.e., the Fermi gas, by perturbation theory. A state that is
perturbatively connected to the free Fermi gas is called a Landau Fermi liquid. It is an appropriate description
for normal metals. Hence, a scattering instability implies that the equilibrium state is not a Fermi liquid.

Like in the RPA, it turns out to be sufficient to consider the dominant diagrams at each order. These are
the ladder diagrams, which do not contain crossing interaction lines. Moreover, the instability occurs first for
the scattering of two electrons with opposite momentum, frequency, and spin. We thus restrict ourselves to the
diagrams describing this situation. It is plausible that the scattering between states with opposite momenta
dominates: the total momentum of the two electrons is then zero, of course, which gives the largest phase space
of possible final states.
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We define the scattering vertexr A by

This is a geometric series, which we can sum up,

-kl-io -pl-iQ,
N
ki, pliQ,
-kl-io, -pl-iQ,
% Tk-p,io,—i
kTio, pliQ,

N

\E

With our approximation

we obtain

— A(iwn,i1Q) =

*VO
Ve b & {0

-pl-iQ,

Tkrp,

SN

for |iwn],|iQ] < wp,

pliQ,

L
]

for |iwn|, [iQ| < wp and zero otherwise. Thus

A(iwy,, Q) =

1=V % Ez‘w;, liw!,| < wp % Dk gﬁ,T(iw;) ggkw(_

0

We see that the scattering vertex A diverges if

1
Vo =

1 - .
v Z gﬁ/T(ZWn) ggk’,],(_zwn) =
kl

1-Vo % Zi%, liw! | < wp % D glg%(i‘%) ggkw(*i‘%)

for |iwy], i | < wp,

otherwise.

(9.3)

(9.6)

(9.7)



This expression depends on temperature. We now evaluate it explicitly:

1 1 1 T 1
. =VoksT = —VokpT dé D (98
LDV W) v i w s vi LY [ €00 G 09)
i, | < wp it | Zwp

where D(e) is the density of states per spin direction and per unit cell. Assuming the density of states to be
approximately constant close to the Fermi energy, we get (with h = 1)

~ Vo kT D(E
vkoT 2, D(Er) / (wn)? + &2
|an|zwD =
=/,
Bwp /2w 1 Bwp /27 1

=VoksT D(Ep)n2 Y Goys = VoksTD(ER)f ) T

n=0 B n=0 2
>V, D(Er) [7 +1n (4 ﬁ;fﬂ . (9.9)

Here, v = 0.577216 is the Euler constant. In the last step we have used an approximation for the sum over n that
is valid for Swp > 1, i.e., if the sum has many terms. Since T, for superconductors is typically small compared
to the Debye temperature wp/kp (a few hundred Kelvin), this is justified. Altogether, we find

—V

A= 1 - Vy D(Er) (’y—&-lnw%)

(9.10)

for |iwy,| < wp. Coming from high temperatures, but still satisfying kT < wp, multiple scattering enhances A.
A diverges at T' = T,, where

QUJD
D(E 1 —1 11
VoD(ER) (741220 ) (0.11)
2¢’wp 1
_ 9.12
N rksT. ~ Vo D(Ep) (9.12)
92¢7 1
kpT, = =25 ). 9.13
~—
~1.13387~1

This is the Cooper instability. Its characteristic temperature scale appears to be the Debye temperature of a
few hundred Kelvin. This is disturbing since we do not observe an instability at such high temperatures, except
perhaps in HsS and other hydrides. However, the exponential factor tends to be on the order of 1/100 so that we
obtain T, of a few Kelvin.

It is important to realized that we find an instability of the normal metal towards a superconducting state
for any, arbitrarily weak attractive interaction. It is therefore called a weak-coupling instability. This behavior
is not shared by all mean-field theories: for example, the Stoner theory of ferromagnetism in metals predicts an
instability only if the (Hubbard) interaction U exceeds a critical value of U, o 1/D(Ep). The weak-coupling
Cooper instability helps to understand why superconductivity is so common among the elemental metals.
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Also note that kpT. is not analytic in Vo at Vy = 0 (the function has an essential singularity there). Thus
kT, cannot be expanded into a Taylor series around the non-interacting limit. This means that we cannot obtain
kpT. in perturbation theory in V4 to any finite order. BCS theory is indeed non-perturbative.

9.2 The BCS ground state

We have seen that the Fermi sea becomes unstable due to the scattering of electrons in states |k, 1) and |-k, |).
Bardeen, Cooper, and Schriefler (BCS) have proposed an ansatz for the new ground state. It is based on the
idea that electrons from the states |k, 1) and |-k, ) form (so-called Cooper) pairs and that the ground state is
a superposition of states built up of such pairs. The ansatz reads

[YBos) = [ (Uk + vk ClT(TCJLk,i) 0) (9.14)

k

where |0) is the vacuum state without any electrons and wuy, vk are as yet unknown complex coefficients. Normal-
ization requires

1 = (YBcs|¥Bos)

= O TT (uie + vk cseesce) T T (ene + v eyl ) 10)
k

' exact reordering,
k/

combining factors with same k

= (O T] (luscl® + ugvne ety | + mevis s peser + loael® ) 10)
k

=TT Cloc® + o). (9.15)
k

This is certainly satisfied if we demand |ux|* 4 |vi|* = 1 for all k, which we will do from now on.

Note that the occupations of |k, 1) and |-k, ) are maximally correlated; either both are occupied or both are
empty. Also, |[cg) is peculiar in that it is a superposition of states with different total electron numbers. This
means that the electron number fluctuates; we are dealing with quantum fluctuations here since we are considering
a pure state. The fluctuations between a certain pair being present or absent agree with the earlier statement that
the superconducting state should not consist of statically bound pairs. (We could imagine the superconductor to be
entangled with a much larger electron reservoir so that the total electron number in superconductor and reservoir
is fixed.) As a consequence, expressions containing unequal numbers of electronic creation and annihilation
operators can have non-vanishing expectation values. For example,

(il e D pes = Waes| efqel | [¥Bes)
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= <0| H (ul*cl + ”Ult/ ka’,ick"r) CI{TCT—k,¢ H (uk” + vk CJ{{//TCT_k//7¢) |0>
k’ k'

= <O| Ult C_k,\LCJr_k# H (ul*{/ + ’Ult/ C—k/,\LCk/T) H (uk// + vk CI‘”TCT—k”yi) |0>
K'#k K

| since ccf =1 —cfcand (0]cf =0

= <0| ’Ult H (ul*(’ + ’Ui:, C*kl’i«ck“r) H (’U,k// + V! CL”TCT—kNJ) |0>
k/#£k Kk’
* 2 2 *
= <0| vk(uk + vk CLTCT—k,J,) H ( |’uk/| + |ow| ) |0> = Uy Uk (9.16)
Kk/#k
=1
The coefficients uy, vk are chosen so as to minimize the expectation value of the energy, (¢Ypcs |H|¥Bcs), under
the constraint |ux|® 4 |vi|® = 1 for all k. |¢pcs) is thus a variational ansatz.
We write the Hamiltonian as
H=>"&clycro + Vint (9.17)
ko
and, in the spirit of the previous section, choose the simplest non-trivial approximation for Vi, that takes the
following into account:

1. Only electrons with energies |€x| < wp relative to the Fermi energy are important. Note that this surrepti-
tiously replaces what was originally a cutoff in frequency by a cutoff in momentum.

2. The instability is due to the scattering between electrons in the single-particle states |k,1) and |-k, ).
These are related to each other by time reversal.

This leads to 1
Vi = > Viae el e Lot (9.18)
Kk’
with
— f d |&x
Voo { Vo for [¢| <wp and |éw| < wp, 9.19)

0 otherwise.

This simplified model is in fact somewhat strange and should not be overinterpreted. We come back to this in
Sec. 10.3.

We assume that scattering without momentum transfer, k' = k, contributes negligibly compared to k’ # k
since there are many more scattering channels for k’ # k. We also assume that u_j = uy, v_x = vy, which is, at
worst, a restriction of our variational ansatz. With this, we obtain

(YBCs [H|YBes) = Z &k (0] H (4 + v C—q,1Cat) Cly ko H (UQ’ + vy CL’TCEq’,i) 10)
ko q

q/

1 * *
ty Z Vi (0] H (ug, + vi c—q.1Cqt) CLTCJLk’LC_kak% H (uq/ + vy cL,Tciq,’O |0) . (9.20)
kk’ a q’

Only those terms in the products over q, q’ contribute that make sure that the same fermions are first created
and then annihilated. For the interaction term, this is somewhat subtle. We discuss the first product, over q.
Special values of q that must be considered separately are q = k and q = k’. For q = k, the two electrons created
by CLTCT_h , must be annihilated by c_q, cqt so that only the term containing vy = vy survives. For q = k',
the vy term drops out since the same annihilation operators appear squared. Thus only the term containing
uy = uy, remains. The arguments for the second product, over q', are analogous. For all q,q" # k, k', the
four operators in the center are irrelevant and we obtain the same expression as in the normalization integral,

containing Hq(|uq|2 + |vg|?) = 1. Altogether, we obtain

2 2
(Bes | H| ¥Bes) = Y & (0] vil” coxyerrcfraitefrc ) 100+ & (0l o—i|* expewel eniey 1ek, 10)
k k
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1 . Pt P
+ N ; ka/ <0‘ Vi Uyer Uk Vk! C—k»ickTCkTC—k,ic—k’,ick’TCk/TC—k/,i |O>

= Z 2&x ‘Uk| + — Z Vik vpukug v =: Epcs. (9.21)
kk'

This energy should be minimized with respect to the uy,vk. For Egcg to be real, the phases of uy and vy must
be the same. But since Fpcg is invariant under

Uk — UR€FE, v — vePx, (9.22)

we can choose all uy, vk real. The constraint from normalization then reads ui + 1112( = 1 and we can parameterize
the coefficients by
ux = cos by, vk = sinfy. (9.23)

Then

1
EBCS = Z 2£k Sin2 Gk + N Z ka/ sin 0k COS 9k sin Qk/ COS Qk/

k Kk’
Vi
= Z (1 — cos 26k) + N ‘Z‘ sin 20y sin 26y (9.24)
Kk
We obtain the minimum from
OEBcs : 1 Vi : 1 Vikq .
= 2&q sin20q + — — 0820, sin 20, + — —4 ¢in 26 cos 26
Dbq 4 1N Z 2 4 N zk: 2 4
=264 sin20q + — Z Vakr €os20q sin 26, = L 0. (9.25)
We replace q by k and parameterize 6y by
A
sin 20y =: \/ﬁ (9.26)
k k
and write
cos 26y = Sk (9.27)

VE+ A%
The last equality is only determined by the previous one up to the sign. We could convince ourselves that the
other possible choice does not lead to a lower energy Epcs. Equation (9.25) now becomes

kak kak’

QJW w3t GEGEE o
Zka m (9.29)

This is called the BCS gap equation for reasons to be discussed below. When we have solved it, it is easy to
obtain the original variational parameters in terms of Ay,

2 1 gk
u =3 (1 + M) , (9.30)

2 1 _ gk
vk =3 (1 \/M) : (9.31)
UkVk = Ak (932)

2V/E + AL
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The relative sign of ux and vy is thus the sign of Ax. The absolute sign of, say, uy is irrelevant because of the
invariance of Fpcg under simultaneous phase rotations of uy, vk (consider a phase factor of e'™ = —1).
For our special interaction

-V A L& | < ,
Vige = o 1lor |§k\. €| <wp (9.33)
0 otherwise,
the BCS gap equation (9.29) becomes
1 Ak/
—— (—Vo) ————= for |&| < wp,
N Z 2V + AL
Kk k (9.34)
[/ | <wp
0 otherwise.

Note that the right-hand side is independent of k as long as |{x| < wp holds. The gap equation can be solved by
the ansatz

A= Ag >0 for \ék[ <wp, (9.35)
0 otherwise.
We obtain
Vo Ao
A, = Yo A (9.36)
N2 g™
[/ | <wp
Vi 1 T !
0
- 1=20 =1 /de(qué)iv (9.37)
N ) l%: NGRS B 2VE A7
x| <wp

where D(e) is again the density of states per spin direction and per unit cell. If the density of states is approxi-
mately constant within +wp of the Fermi energy, we obtain

wp

1 d¢ ., WD

1=VyD(EFr) = ——— =V D(EF) Arsinh — .
Vo D(EF) 5 / NEEwY Vo D(EF) Arsin A, (9.38)
o
, 1 wp
= ginh —— = — 9.39
Vo D(Er) ~ Ao (539)
1
= Ap=uwp— — (9.40)
sinh VD (ER)

In the so-called weak-coupling limit of small Vo D(EF) and thus large 1/Vy D(EF), this result simplifies to

Ay = 2wp exp ( (9.41)

Vo D (EF)) '
Interestingly, apart from a numerical factor, the value of Aj agrees with kg7, for the Cooper instability. We will
return to this observation below. The non-analyticity of the function Ag(Vh) means that we cannot obtain Ag
and thus |¢pcs) within perturbation theory for small V.

We can now find the energy gain due to the superconducting state, i.e., the condensation energy. For this, we
insert uy, vy into Fpcs,

1 3 1 ArAp
E = 11— — — Vi . 9.42
BCS ¥2§k2< ﬁﬁ‘FAi)—i_N; kk L& T ALVEL T AL (9.42)
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We use the simple form of Vi and assume that D(e) is constant within +wp of the Fermi energy but not outside
of this interval. This gives

Epos = N / dg D(u + €) 2¢

— 00

+N / ng(u+§)5<1—\/§2’5+7A2>
—wp 0

o [aeprgeiy

wp wp AQ
+N [ de [ g DG D+, 0
S AN NS
~ . wp
~ 92N / d¢D(p+ &) &+ N D(Er) (—wD\/WQD + AZ + A2 Arsinh A0>
— NV D2(Ep) AZ Arsinh? Z—D. (9.43)
0
With the gap equation
Vo D(Ep) Arsinh 22 = 1, (9.44)
A
this simplifies to
Fos = 2N / dE D(i+ €) € — N D(Ep)wph/w? + AL (9.45)

The normal-state energy should be recovered for Ag — 0. The energy difference is

AEgcs = Epcs — Epcsla, 0 = —N D(Er)wp\/w} + A3 + N D(Ep) wh. (9.46)

Since for weak coupling we have Ag < wp, we can expand this in Ag/wp,

Ao\ 1
AFEpcs = —N D(EF)OJ% 14+ <w0> + ND(EF)LJ% = —5 ND(EF) Ag (947)
D

The condensation-energy density is thus (counted positively)

1IN
encs = 53 D(Er) A2 (9.48)

Type-I superconductivity is destroyed if egcg equals the energy density required for magnetic-field expulsion. At
H = H,, this energy is H2/8, as we have seen above. We thus conclude that

Hc = 47 g D(EF) A(). (949)

This prediction of BCS theory is in reasonably good agreement with experiments for simple superconductors.
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10

BCS theory

The variational ansatz of Sec. 9.2 has given us an approximation for the many-particle ground state |)gcs). While
this is interesting, it does not yet allow predictions of thermodynamic properties, such as the critical temperature.
As a variational ansatz, it also does not provide much insight into the conceptual character of the approximation.
We will now consider superconductors at non-zero temperatures within mean-field theory, which will also provide
a new perspective on the BCS gap equation and on the meaning of Ay.

10.1 BCS mean-field theory

We start again from the Hamiltonian

1
H = Z IR CLO_CkU + N Z Vi CLTCJr_k7¢C_k/7¢Ck/T. (101)
ko kk’

A mean-field approrimation consists of replacing products of operators A, B according to
AB >~ (AYB+ A(B) — (A)(B). (10.2)
Note that the error introduced by this replacement is
AB —(A)B—A(B) + (A) (B) = (A= (4))(B — (B)), (10.3)

i.e., it is of second order in the deviations of A and B from their averages. A well-known mean-field approximation
is the Hartree or Stoner approximation, which for our Hamiltonian amounts to the choice A = CLTck/T, B =

cT_k ¢k, However, Bardeen, Cooper, and Schrieffer realized that superconductivity can be understood with

the help of a different choice, namely A = cLTchk’ 1» B = c—x, cx+. This leads to the mean-field BCS Hamiltonian

1
Hpos =Y &ecf, oo + ~ > Viae (<CTkTCT—k,1,> cow gt + cfpel | (emwyewr) — (efqcl ) ) <C—k’,¢0k'¢>) :
ko

kk’
(10.4)
We define )
Ak = 7ﬁ %: ka/ <C—k’,lck’T> (105)
so that )
Al*( — _N Z ka/ <C11—</TCT_k/7~L>. (106)
k/

At this point it is not obvious that the quantity Ay is the same as the one introduced in Sec. 9.2 for the special
case of the ground state. Since this will turn out to be the case, we nevertheless use the same symbol from the
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start. We can now write
Hpcs = Z Ex c;rmckg — Z Af c_k |kt — Z Ay CLTCT—k,J, + const. (10.7)
ko k k

The constant is irrelevant for the following derivation and is omitted from now on. Since Hpcg is bilinear in
¢, cl it describes a non-interacting effective system. But what is unusual is that Hgcg contains terms of the form
cc and cfef, which do not conserve the electron number. We thus expect that the eigenstates of Hpcg do not
have a sharp electron number. We had already seen that the BCS ground state has this property. This is a bit
strange since superpositions of states with different electron numbers are never observed (keyword: superselection
rules). One can formulate the theory of superconductivity in terms of states with fixed electron number, but this
formulation is cumbersome and we will not pursue it here.

To diagonalize Hpcs, we introduce new fermionic operators, which are linear combinations of electron creation

and annihilation operators,
Yt up  —Uk Ckt
(3= CE (o) 109
Tkl k k C k|

This mapping is called Bogoliubov (or Bogoliubov-Valatin) transformation. Again, it is not clear yet that wy, vk
are related to the previously introduced quantities denoted by the same symbols. For the ~ to satisfy fermionic
anticommutation relations, we require
Tl T T
Vit Vier [ = Vet Vet T Viep Vet
= upuk cch;r{T — U Vg CktC—k,| — VkUk cikchLT + UkVk Ctk,ﬁfk,i
+ uxuy cLTckT — UkVK CLTCLw — VRl C_k, | Ckt + URUk c,k,wiki
2 2
= [uk| {Ckm CLT} vy {Ckr, Corey b —Ukuk {CT—k,y CLT} + [vk| {cT—k,y C—k,i}
———— T ————— —_————
=1 = =0 =1

= ul® + x> = 1. (10.9)

Using this constraint, we find the inverse transformation,
c
< ot ) _ (_“k ”‘;) ( Tt ) (10.10)
C x| Uk Uk \V—x,

Hpes = ) {51: (Uikﬂfq + vfh’fk@) (Uk'}/kT + vva_lw) + & (_'Ui:'YkT + ulﬁvf_k7¢) <_'Uk'7lT + Uk'ka,i)
K

Insertion into Hpcg yields

—A; (_Uk%iT + uw_k,i) (“wm + Ukﬂk&) ~ Ak (“TWIT@ + ”m—kvo (_”bkT + “‘*‘711@)}

fk |uk|2 gk |’Uk|2 i’;vkuk kul*(vlt IT( %)
+ A + A Y 1+
k

+ (*fk vie]® + & Jure)® + Afureor + Akvf;ui) ’Yikﬂ—k,L

+ (fkul*(vk + Seuivk +ALE — Ax (uf)? )’Y]T(T’Yik’i
N——— —
=2 fkultvk
- (gkv;;uk + Gevpu —Afud 4+ Ay (vg)? )v_k,wkT} + const. (10.11)
N——

=2 &kvpux
The coefficients uy, vy should now be chosen such that the 4y and 44! terms vanish. This requires

vk + Afvg — Ay (u)* =0 (10.12)
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for the 44T term and the condition for vy is redundant. Writing

Ax = | Ay e, (10.13)
uk = |ug| €, (10.14)
vk = |vi] P, (10.15)
we obtain
265 s o] /P - | Ay (Jur* €/ B=0) — g elln2e00) = g, (10.16)

A special solution of this equation (we do not require the general solution) is given by

e =0, (10.17)
Pk = ¢x, (10.18)
265 e o + [ A (Jowl” = Jux) = 0. (10.19)
From the last equation we obtain
46 sl o = Al (fondl* = 2 foel” uel® + o) (10.20)

2
= (& 4+ 18k ) facl® [ol® = 1Akl (Jowl" + 2 ol el + el ) = 18wl (lowl + ) = 1A (10.21)
|Ak|

= ud o] = ———= (10.22)
2\/&¢ + | A
so that )
|2 — Jow|? = €k ||Zk|||“k| _ €k . (10.23)
2
K V& + Ak
Together with |ux|® + |vk|* = 1 we thus find
1
fun? = 5 (14 =8|, (10.24)
2
& + 1 Ak]
1
ol =5 {1~ N (10.25)
2
& + | Ax]
Restoring the phases in Eq. (10.22), we also conclude that
A
Uty = k (10.26)

21/€2 + | Ay)?

Ay, uy, and vy need not be real' but if they are, these relations are the same as in Sec. 9.2 for the BCS ground
state.
The BCS Hamiltonian now reads, ignoring a constant,

& |Axl?
2 + 2
AV AP g+ 1Al

=> V& +IAf (vlwm +% ¢77k7¢) - (10.27)
k

Luy was chosen real in the specific solution but this was not necessary.

Hpcs = (W;LT’YM + Vik1¢77k,¢)
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Using _i = & and the plausible assumption |A_x| = |Ak|, both based on time-reversal symmetry, we obtain
the simple form

Hpes = Z By Yy ko (10.28)
ko

By = /& + | Ak (10.29)
It is instructive to first consider the normal state, for which Ay — 0. Then
g 1 ( &x ) 0 for & <0,
uel == (1+— | = 10.30
| k| 2 ‘§k| 1 for & > 0, ( )
1 1 f 0
oel® = < (1 - 5“) = or & <0, (10.31)
2 | 0 for & > 0.

It follows that vy, ctk’ﬂ, for £ < 0, whereas vy, x cks or & > 0. Hence, the Bogoliubov quasiparticles
described by 7,7, are holes for energies below the chemical potential (£ < 0) and electrons for energies above
(& > 0). Their dispersion is Ey = |¢k|. For a parabolic normal dispersion &:

with the dispersion

Ey

hole
excitations

0 ky k

electron
excitations

Here, kr = /2mu. The excitation energies Fy are always positive except at the Fermi surface—it costs energy
to create a hole in the Fermi sea and also to insert an electron into an empty state outside of the Fermi sea.

Superconductivity changes the dispersion to Ex = /&2 + |Ak|2:

Ey

0

Superconductivity evidently opens an energy gap of magnitude |Ag, | in the excitation spectrum.
We should recall that in deriving Hgcs we have ignored a constant, which we now reinsert,

Hpcs = Epcs + Z By Vo (10.32)
ko

The energy of the system is Epcg if no quasiparticles are present and is increased (by at least |A,.|) if quasi-
particles are excited. The state without any quasiparticles is the pure condensate. The fact that Egcgs depends
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on temperature through (c_x jckt) shows that the condensate is not generally the BCS ground state discussed
previously. However, one can show that it coincides with the ground state in the limit 7" — 0.

Furthermore, in the superconducting state we find 0 < |uy|® < 1 and 0 < |vy|* < 1, i.e., the Bogoliubov
quasiparticles are superpositions of particles and holes. Deep inside the Fermi sea, the quasiparticles are mostly
hole-like, while far above Er they are mostly electron-like. But right at the Fermi surface we find, for example
for spin o = 71,

= L = ettt (10.33)
Ykt = V2 k7t —k, .
The quasiparticles here consist of electrons and holes with the same amplitude. This means that they are
electrically neutral on average.

0

So far, we have not determined the gap function Ax. This can be done by inserting the Bogoliubov transfor-
mation into the definition

1
Ak = 7N ; ka/ <C_k/’¢6k/¢~>, (1034)

which yields

1
_ § T T
k = N - Vi <(_Uk’7k'T + uk/'y_kw) (Uk/’}/k% + ”k’%k',¢)>
1 i i
=~ Ek/ View { — U U/ <W’k«ﬂk%> + up vk <’77k’,¢7_k/7¢>

— Vi <711’¢7T—k',¢> + Ui (Y10, 1701 } (10.35)

For selfconsistency, the averages have to be evaluated with the BCS Hamiltonian Hgcs. This gives

(tormer) = nr(Bie),
<7—k',w K, > =1-—nr(Ew),

<'Yk//r'y k',
(V= 1 et) =

and we obtain the BCS gap equation, now at arbitrary temperature,

Ay

1
_N Z ka/ Uk’ Vg’ [1 —2 ng (Ek/)]
k/

— L Z View Ay

N k’ 2\/512{/ + |Ak/‘2

1 Ak/
— ;ka, oTom [1—2np(BEy). (10.40)

[1 — 2TLF(Ek/)]
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We see that np(Eyx) — 0 for Ex > 0 and T — 0 so that the zero-temperature BCS gap equation (9.29)
recovered as a limiting case.

For the simplified model interaction given by Eq. (9.19) and assuming a k-independent real gap, we obtain
in analogy to the ground-state derivation
“p 1—2nF< &+ a3) tanhﬁ T A2
1=V, / dé D(p+€) =W / dé D(u 2 V¢ 9. (10.41)
€2+ A2 2/€% + A
—wp —WwWpD

Note that this only works for Ay # 0 since we have divided by Ag
constant close to Er, the equation simplifies to

If the density of states is approximately

wp
tanh 2,/€2 + A2
1=V D(EF) / dg =22 £ A (10.42)
2\/& + A
N

This equation can be solved numerically—the numerically evaluated integral needs to be plugged into a numerical
root finder—leading to the temperature dependence of Ag

Ay

Ay(0)-

0

For weak coupling we have already seen that

Ap(0) =2 2wp exp (_V()Dl(EF)> . (10.43)

We can also obtain an analytical expression for T,: If T' approaches T, from below, we can take the limit Ay — 0
in the gap equation. This leads to the linearized gap equation

tanh5|£|
12 VyD(EF) /df

21¢]
b
“F tanh Z¢
Vo D(EF)/d£ 52
0
Bwp /2 b
Vo D(Ex) / o 2L
0
B 5 Bwp /2 )
by parts Wp Wp nx
=" WD In — tanh —— — d . 10.44
o D(E ){ . 2 2 / xCOSh2$} ( )
0

In the weak-coupling limit we have Swp = wp/kpT > 1 (this assertion should be checked a-posteriori). Since
the integrand of the last integral decays exponentially for large z, we can send the upper limit to infinity,

T
12 Vy D(Ep)4 In 222 4 hﬁw—D—/dm = %VOD(EF)<IHBD+ —lnﬂ->7
2 cosh” x 4

R

2
1

(10.45)
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where v is again the Euler gamma constant. This implies

1 QﬁwD y
o~ 10.46
o (Grpm ) = el (10.46)
2e” 1

This is exactly the same expression we have found above for the critical temperature of the Cooper instability
in Sec. 9.1. Since the approximations used are quite different, this agreement is not trivial. The gap at zero
temperature and the critical temperature thus have a universal ratio in BCS theory,

200(0) _ 2

T NS (10.48)

This ratio is close to the result measured for simple elemental superconductors. For example, for tin one finds
2A¢(0)/kpT. =~ 3.46. For superconductors with stonger coupling, such as mercury, and for unconventional
superconductors the agreement is not good, though. In part, this is due to the crude model for the (temperature-
independent) interaction, not so much to a failure of the mean-field approximation.

10.2 Minimization of the free energy

In the previous section, we have obtained the BCS state by decoupling the interaction in the “Cooper channel,”
leading to Eq. (10.4), and choosing averages such as (CLTCLQ ¢> selfconsistently. The state so obtained is the one
that minimizes the free energy, which is surely the right thing to do. It also gives a hint that BCS theory is
consistent with Landau theory. We will return to this point below. In this section, we derive the BCS state by
minimizing the free energy explicitly.

We consider a constant attractive interaction V' = —V; with high-energy cutoff A, see Eq. (9.19). Above, this
was the Debye energy. We continue to assume that Ay = A is momentum independent and use this assumption
from the start be writing

v
A= NO Ek <C—k7,LCkT>> (10.49)
. W
AT= 2 k (cyelay ) (10.50)

In the derivation of the free energy, it is crucial to keep all energy contributions. The BCS Hamiltonian of Eq.
(10.4) now reads

N Vo N .. N

—Zf d ¢ —ZA*C ¢ —ZACT cf —I—Nﬂ (10.51)

- k CkoCko —k,{ Ckt ktC—k,| Vo .

ko Kk k
The terms containing operators can usefully be written in terms of two-component (“Nambu-spinor”) operators
Ck,
Uy = ( et ) . U= (CLT,C,k’L). (10.52)

€k

Note that the spinors each contain a creation and an annihilation operator. We rewrite the normal part of the
Hamiltonian as

D bt =D Gt + D Gl c
ko K K
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—kacmck?"‘zf Kl Tk Ok

= ka CpCkt — kac e e, ka (10.53)

This allows us to write A N
Hpos =y W, <_5£* :§k> Ui+ Y bt v R (10.54)
k k

The term ), &k is a constant energy that does not depend on the gap parameter A and can thus be dropped
when we determine A. The next step is to diagonalize the 2 x 2 matrices. Here, we only need the eigenvalues.
We do not require the eigenvectors, or, equivalently, the explicit unitary transformation. Of course, this is just
the Bogoliubov transformation discussed above. We introduce

: Tt )
Iy := ('7_ #) Iy = ('YkTv'Yfk,i) : (10.55)
and obtain
Vi + |A|2 0
ot ri ( Sk T+ - A
BCS = Z AP k \ |
=Y VE+IAP Yo — Y g§+|A|2+70|A|2. (10.56)
ko k
Since the quasiparticles do not interact in the BCS approximation the partition function can be written as a
product:
N
Z=exp (500 18P ) exp (52 G+ A?) I1 e (—oy/E 10 )|
N 2
=exp (B AP ) [[exp ( B\/&2 + A2 ) |1 +exp ( —By/&2 + |A]2
Vo Kk
2
N VE + A 2 1 |AI2
=exp (B — |A] H exp Bva +IAF + exp _BVEc+ AP
Vo : 2 2
/ A2
eXp( |A|2>H4co hzﬂ £k+| |
=4V exp (B — |A|2 1_[(:osh2 BEi (10.57)
Vo . 2’
with Ex = /&2 + |AJ2. Strictly speaking, this is the grand-canonical partition function, which is not obvious

since the chemical potential p is hidden in & = ex — p. The free energy (or more correctly the grand potential)
is then

N e 2 BEK
F=—kgTInZ =—NkgTln4+ 7 NEE kBTchosh -

ﬂk

= —2NkpTn2+ \A|2 - 2kBTZhl cosh == (10.58)

It is useful to also obtain the limit for T — 0:

eBEx/2

. 2
II“ILHOF = |A| hm QkBTZIH
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IAI2

T—0

- —ZEk+—|A|2. (10.59)
” Vo

This agrees with Eq. (10.56): At zero temperature, none of the quasiparticle states is occupied since they all have
positive energies Fy > 0.
The BCS gap equation is obtained by minimizing F' with respect to |A|:

ﬁ

1 dF 2N sinh dEk
0=—=— —d|A
aa = v A MZ conh 2% A
IN BE. d
=—|A| - tanh —— —— /€2 + |A|2
VO | | zk: an 2 d‘A| gk + ‘ ‘
2N BEx A
=—|A| - tanh , (10.60)
iy 2
which gives
A B
IA| = Z | | 6 k. (10.61)
With
BE, PP/t _~BEW/2 PP _1 PP iq_9 2
tanh 5 = PEn2 s o PR~ Pyl PP g1 _l_eBEk+1 =1-2np(Ex) (10.62)
we obtain " Al
Al=25"5201 —onp(E 10.

which is the BCS gap equation of the last section, for the special case of constant V and A. Hence, the two
approaches are equivalent, as they should be.

Now let us look at the free energy more closely. We consider a parabolic band structure & = k?/2m — p but
the essential results do not depend on this. Our goal is to identify the leading dependence on |A|. Dropping a
|Al-independent term, we obtain from Eq. (10.58),

\A|2 - 2kBTZhlcosh PEx
d3k E
= — \A|2 — 2kgT Nvy, / W In cosh % Vue 1S the volume of the primitive unit cell
0 T
_ N 9 1 9 BEy
=% |A|* = 2kpT Ny 52 /dkk In cosh - (10.64)

Substituting € = k?/2m, we get k = v/2me and thus
N kpT Nvye I
= —|A]? - 2B ue (2m)3/? 7/ de /€ In cosh s (e — )2+ |A?, (10.65)
V() 7T2 2 0 2
where we have made the cutoff A explicit. Now comes a subtle point: while the free energy is dominated by
contributions from energy e far from the chemical potential (for such e the integrand is large), the strongest |A|
dependence results from e close to u. This is plausible: only if (€ — p)? under the root is small can |A|? play a
significant role. Hence in evaluating the leading |A| dependence, we can assume € /= 1 outside of Ex:

kT Nuye(2m)3/?
jagad |A|2 B ";FQ( m) f/ de lncosh — )%+ AP
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kT Nvy.(2m)3
272

N /2 A

= Viap - \f/ de lncosh ENNYNE] (10.66)
The cutoff is large compared to all other energies so that we can replace A — u by A as the upper limit. Now
as assume, in addition, that g > |A|, which is the case for typical superconductors. As noted, |A| only plays a
significant role for |e| < |A] < p. For the leading |A| dependence, we can thus extend the lower limit to some
value that is large in magnitude. For convenience, we use the same cutoff as for the upper limit (using different
cutoffs does not lead to any new insight) and write this as

kpT Nvye(2m)3/?
F~_ \A\Q BTN Vuc(2m) f/ delncosh \/62—|—|A\2

272
kT Nuvye(2m)3/?
== Nap- ke ”“‘;( m) \/p/ de hacosh5 Ve T+ AR (10.67)
0 ™ 0

At low temperatures kT < |A|, the argument of the hyperbolic cosine is large compared to unity and we have

% WS =r-m2g (10.68)

1

Incoshxz = In

and thus

Nvge 2 3/2
pa Njap BNCE g Pl yerEE | u=

Ny (2m)3/2 A2 [AIA]
Noap- v ET;”) it 2' / dur/® 1. (10.69)
0 0

The integral is

A/)A| 1 A/1A|
/ duvu? +1 i{uvzﬂ—ﬁ—l—i—ln(u—i— u2+1)]0
0

1 [ AAZ AR A+ A2+ A2
= ( ap +In A (10.70)
and with A > |A|,
1 [ A2 20N 1 [ A2 1A
=5 (ap ) =2 (ap ) Hom
This gives
Ny (2m)*2 /u |A|
Jay 2 DNl TV (ha A2 12
o~ |A| e (A |Al* In A)
Nvae(2m)*/ /1 | |
_ NV Ay NoucCm) VI o
= |A| + P A7 1 + const, (10.72)

as far as the |A| dependence is concerned. The first term results from the operator-free term (A)(B) in the general
mean-field decoupling, while the second is due to the effect of the gap opening on the quasiparticle density of
states. The term In(JA[/A) is called the “Cooper logarithm.” It is crucial for understanding the low-temperature
behavior, as we discuss next.

Note that the first term, (N/Vp) |A[?, is positive. In the second term, the prefactor and |A|* are positive but
the Cooper logarithm is negative since |A| < A. We write

1 Noye(2m)3/2 A

>~ const + N +M 14] |AJ2. (10.73)
Vo 47T2 A
—_———— —
>0 >0 <0
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For |A| — 0, the logarithm diverges to —oo, though very slowly. Hence, for sufficiently small |A|, it will always
overpower the constant 1/V; so that the free energy initially decreases when |A| is increased starting from zero.
Now we consider the free energy at large |A|. Here, we have

Ex =4/& +|A]? 2 |A] (10.74)

and the free energy of Eq. (10.58) becomes
BlA|

N
F = —2NkpTn2+ — |A]> = 2kpT ) Incosh =—. (10.75)
Vo - 2
Using |A| > kgT, we get
N BIAI/2
F=~ 2NkpTIn2+ — |A]? = 2kpT ) 1
plIn2+ Vo |A B Zk: n
N A
=;muﬁﬂ>1n/f+v|A|2—~z~fﬁ3>:azv>§'2 |} 2k eNE
0
N
= — AP =N Al (10.76)
Vo

Thus the positive, quadratic term is large compared to the negative, linear one and the free energy increases
with increasing gap parameter |A|. In summary, for small |A|, the contribution from the quasiparticle energies
increases towards negative values slightly (logarithmically) faster than the term from the mean-field decoupling
increases towards positive values. On the other hand, at large |A|, the increasing decoupling term dominates over
the quasiparticle contribution.

F ) +(0)

i A

The range of F'(A) — F(0) < 0 is small and restricted to very small |A| since it relies on the logarithm of |A|
being large. Nevertheless, the minimum free energy always occurs at |A| > 0, i.e., there is always superconductivity
at low temperatures when the interacting is attractive. Hence, we have recovered the weak-coupling nature of
the instability discussed in the previous chapter. Note that we have not considered competing intstabilities—the
system might for example order magnetically, preventing the superconducting instability.

10.3 Richardson’s solution of the BCS model

We return to the simplified BCS Hamiltonian of Egs. (9.18) and (9.19), repeated here:
1
H= kz fk CLUCkG + N ; ka/ CLTCLk,¢C*k”~LCk’T7 (1077)

where
for |&x| < wp and |&w| < wp,

Vo
Vi = 10.78
Keke { 0 otherwise. ( )
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The coupling Vi is thus constant within a shell surrounding the Fermi surface and zero outside. Since wp is
typically small compared to the chemical potential this shell is thin and we can expand the normal-state dispersion
to linear order. This implies that in the direction normal to the Fermi surface, the shell extends by wp/vr in
momentum, where vg is the Fermi velocity.

Above, we have solved this interacting model within the mean-field approximation. Would it not be nice to be
able to go beyond this or ideally to solve the model exactly? Amazingly, this is possible, at least in the number
of relevant momenta is finite. The solution goes back to Robert Richardson [R. W. Richardson, Phys. Lett. 3,
277 (1963); see also G. Gorohovsky and E. Bettelheim, Phys. Rev. B 84, 224503 (2011)] for an equivalent model
applied to atomic nuclei. It uses a variant of the so-called Bethe ansatz. We will not present the solution here
but make a few remarks.

The BCS Hamiltonian involves scattering of electron pairs with momenta k and —k. Evidently, there is no
scattering and hence no interaction between electrons with k outside of the thin shell. These electrons are thus
free and the solution of the many-particle problem for them is trivial—the single-particle states are occupied
according to the Fermi distribution. Furthermore, if a pair with momenta k and —k is singly occupied the
interaction gives zero and such electrons are also effectively free. Let us denote the number of empty and doubly
occupied pairs of momenta within the shell by ng. Richardson showed that all eigenvalues of the many-particle
Hamiltonian of these 2ny particles can be obtained by solving a set of n; coupled nonlinear algebraic equations.
While this is not trivial, it is much easier than diagonalizing the many-particle Hamiltonian, which has dimension
27k (not 227k since singly occupied pairs are excluded), corresponding to 2™* coupled linear algebraic equations.

So far, so good. But what does the solution tell us? Fourier transformation onto Wannier modes localized at
lattice sites reads as

1 ik
Cro = — e ko, 10.79
TR o
1 .
Oy = —— Zeﬂk'rcm. (10.80)

First ignoring the momentum cutoff, the interaction in momentum space is
Voo b i
Vint = N Z CrpCli, | C—K/ L CK/ A (10.81)
Kk
The interaction in real space is then

% e _ . /' -
Viw ==z D D eI D M o] o], e

rirorir, k Kk’

:N(SrlrQ :N(Sr r

i
172

v
= 7W0 ZCITCL'C,-%CF/T. (1082)

rr’

This is very strange. The interaction term scatters a localized pair from r’ to r and thus violates the local
conservation of charge. It not even decreases with separation; Vit describes arbitrary-range pair hopping. After
restoring the momentum cutoff, the k and k’ sum are performed over the momentum shell surrounding the Fermi
surface. This can be done explicitly but the result is clear: The Kronecker delta symbols are replaced by decaying
function of r; — ro and rj — ry. The characteristic decay length is the inverse of the smallest characteristic
momentum, which is the thickness 2wp /vF of the momentum shell. Hence, Vi, scatters a pair centered at r’ and
delocalized on a scale of vp/2wp into a pair centered at r and similarly delocalized. Thus the cutoff does not
affect the main unphysical feature of Viy, i.e., the arbitrary-range hopping.

Exactly solving an unphysical model likely leads to unphysical results. The conclusion is that one should
not use the simplified BCS Hamiltonian together with the exact Richardson solution for extended systems. The
model does make a lot of sense within BCS mean-field theory. The restriction of the interaction to Vi,; was mainly
motivated by the well-founded assumption that only the zero-momentum averages <CL¢CT71<, ¢) become nonzero at
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the mean-field transition. The choice of Vi, is in this sense part of the mean-field approximation. It should be
added that the exact Richardson solution is useful when the nonlocality of the hopping is not crucial. This is the
case for small systems such as nuclei and superconducting quantum dots.

10.4 Photoemission

The most direct probe of the quasiparticle dispersion in superconductors is angle-resolved photoemission spec-
troscopy (ARPES). Dropping the constant term from mean-field decoupling, the BCS Hamiltonian reads

Y B Moo Mo — > Bk

ko k

% Z By o + % Z Ex (1 - 'VkU'YlJL(,) - Z Ex
ko ko k

1
3 Z (Ek Moo tko — Ex ’Yka’ﬁ;a) ; (10.83)
ko

Hpcs

with Ex = /& + |A|? or, generalized for a momentum-dependent gap parameter, Ex = /& + |Ak|?. The
final form of Hpcgs exhibits the symmetry of the dispersion relative to zero energy (i.e., the Fermi energy). 'le( -
can be understood as creating a quasiparticle with positive energy Fyx and 7y, can be understood as creating a
quasiparticle with negative energy —Fy. This interpretation double counts the degrees of freedom—there now
appear to be four instead of two per momentum k—which is cured by the prefactor 1/2.

Ey

Ak

visible in ARPES

In this form, the quasiparticle states with negative energies are occupied in the ground state and it is thus
impossible to create an additional quasiparticle here because of the Pauli principle. This is consistent with our
new interpretation: these states would be created by 7k,, which also annihilates quasiparticles with positive
energies, which do not exist in the ground state, hence the process is impossible. At nonzero temperatures, the
occupation is described by the Fermi function so that some negative-energy states are empty and some positive-
energy states are occupied.

In photoemission experiments, light of known frequency is directed at the sample and excites the quasiparticles.
If the frequency and thus the photon energy is sufficiently high, the quasiparticle can be lifted up to the vacuum
energy. Now a Bogoliubov quasiparticle cannot leave the superconductor since such a electron-hole superposition
does not exist in vacuum. However, it does contain a nonzero electron component, which can leave the solid.
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This process requires that the photon energy is large enough to lift a quasiparticle from an occupied state, i.e.,
essentially from below the Fermi energy, to the vacuum energy. Photoemission experiments can thus map out
the density of states of occupied states, up to matrix elements describing the coupling of the quasiparticles to the
light and the probability of high-energy electrons leaving the solid.

ARPES in addition records the momentum of the emitted electron. This allows to reconstruct the momentum
of the quasiparticle before photon absorption, which is very similar since photons of relevant energies have
relatively small momenta. The upshot is that the whole dispersion of occupied states can, in principle, be
mapped out. While ARPES is an extremely powerful method, it does not always work or does not work well, for
a number of reasons:

e ARPES is difficult at low temperatures T' < 10 K since the sample is heated by the light.
e ARPES requires good surface quality.

e ARPES is highly surface sensitive since the penetration length of light into a superconductor is very short.
However, superconductors can have electronic states bound to the surface that might be difficult to disen-
tangle from bulk contributions. In unconventional superconductors one is often interested specifically in the
surface states, in which case ARPES is very useful if it works.

10.5 Isotope effect

How can one check that superconductivity is indeed governed by a phonon-mediated interaction? BCS theory
predicts

kpT., Ay x wp exp ( (10.84)

1 )
Vo D(EF) )"
It would be ideal to compare kgT, or Ag for superconductors that only differ in the Debye frequency wp, not in
Vo of D(EF). This is at least approximately possible by using samples containing different isotopes (or different
mixing ratios of isotopes) of the same elements.
The eigenfrequency of a harmonic oscillator scales with the mass like

W ——. (10.85)

The entire phonon dispersion, and thus in particular the Debye frequency, also scales like

1 1
WA ~ ——, Wp~ —
wmr P T M

with the atomic mass M for an elemental superconductor. The same scaling has been found above for the jellium
model, see Eq. (8.73). Consequently, for elemental BCS weak-coupling superconductors,

(10.86)

1
kTe, Ao~ M™% with o= 3 (10.87)
This is indeed found for simple superconductors. The exponent is found to be smaller or even negative for materials
that are not in the weak-coupling regime VD(Er) < 1 or that are not phonon-mediated superconductors. In
particular, if the relevant interaction has nothing to do with phonons, we expect a = 0. This is observed for
optimally doped (highest T.) cuprate high-temperature superconductors.

10.6 Specific heat

We now discuss further predictions following from BCS theory. We start by revisiting the heat capacity or specific
heat. The BCS Hamiltonian

Hgpcs = Epes + Z B Vo (10.88)
ko
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with

By =/ + Ak (10.89)

U = (Hpcs) = Epcs +2 Y Exnp(Ex). (10.90)
k

leads to the internal energy

However, this is inconvenient for the calculation of the heat capacity C = dU/dT since the condensate energy
Epcs depends on temperature through (c_y jcxt). We better consider the entropy, which has no contribution
from the condensate. It reads

S=—kp Y [(1=np)In(l - ng) +nphng, (10.91)
ko

where np = np(Ex). From the entropy, we obtain the heat capacity

dS
C=Tgr =9 73
dn
=2kgf E [(1—=np)ln(l —np) +nplonng) = 2ks Ek —In(l—np)—1+lnng + 1] dﬁF
=In 125}7 =Ine PPk = —BE,
an(Ek)
=-2 QE E . 10.92
kppB kg (10.92)

Note that ngp(Ex) depends on 8 or temperature both explicitly and through the temperature dependence of
B = /& + [Ax(T)|*:

on onp 1 d|Ax? on 1 d|Ag]

_ 2 F F k _ vy 2 +

C = —2kgp Ek Ek< 95 +8Ek—2Ek 5 ) 2k 5§ ( +58 B ) (10.93)
——

By dngp
B 0By

The first term is due to the explicit § dependence, i.e., to the change of occupation of quasiparticle states with
temperature. The second term results from the temperature dependence of the quasiparticle spectrum and is
absent for T' > T, where |Ag|* = 0 = const. The sum over k contains the factor

onp 0 1 B ePBx B
0B B OBE. P 11 7(66& e —Bnr(Ey)[1 —nr(Ey)) (10.94)
so that
_ 2 d|Ay)?
C=2kpB>Y np(l—np) | EL+ B B (10.95)
k

Here, np(1 — np) is exponentially small for Ey > kgT. This means that for kgT < A, where Ay, is the
minimum superconducting gap, all terms in the sum are exponentially suppressed since kT < Apin < Ex. Thus
the heat capacity is exponentially small at low temperatures. This result is not specific to superconductors—all
systems with an energy gap for excitations show this behavior.

For the simple interaction used above, the heat capacity can be obtained in terms of an integral over energy.

The numerical evaluation gives the following result:
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We find a downward jump at 7., reproducing a result obtained from Landau theory in section 6.1. The jump
occurs for any mean-field theory describing a second-order phase transition for a complex order parameter. Since

BCS theory is such a theory, it recovers the result.

The height of the jump can be found as follows: The EZ term in Eq. (10.95) is continuous for T — T,

(Ag — 0). Thus the jump height is given by

AC = = 3 (60 [1 - ()] o0
=53 F&k) 1 =nr(lk)] —2 .
k2BT03 k dﬁ T—T.
To obtain Ay close to T,., we have to solve the gap equation
wp WD
tanh £/¢2 + A2 tanh 2,/€2 + A2
1:V0D(EF)/d§ anh 5 V¢ OZVOD(EF)/dg anh 5 V& + 84
20/€2 + A] ) VE + A}
—op
for small Ag. Writing
P 1

kpT ~ kp(T. — AT)
and expanding for small AT and small A, we obtain

wp w

tanh o5~  V, D(E Fd
I%VOD(EF)/dg sT; y Yo D(Er) AT/ig

2 I3
o & 2kpT¢ FnTs

cosh?

=1 (gap equation)

Vo D(EFr) .o wD dg 1 2kpT. tanh zkgT
+ —2A 5 - < 1.
cosh

0 2 £
4kBTc 0 § k5T, §

In the weak-coupling limit, wp > kpT., we can extend the integrals to infinity, which yields

~ Yo D(EF) Vo D(Ep) \» "
0= 2% T2 AT 2kpT. 4kpT. A0 2%k 5T,
B AT 7¢(3) A2
=W D(EFr) T Vo D(EF) S (ipT)?
82
A2~ — 2T AT
O M
where ((z) is the Riemann zeta function. Thus
dAZ AT dA2 o2 983 L o8t
df \p_r- dB  dAT |zp_yo Bl dAT ATs0  TC(3) Bre
1 872
AC = —— 1-— kSTS
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=——kgND(E d 1—

o ke VD F)_/ §ne(€) 1 - np(©)
_ s N D(Ep) 3T, et (10.103)
T B e '

where N is the number of unit cells. The specific-heat jump is
AC 82
Ac=— = —— d(Ep) k4 T,, 10.104

where d(Er) = D(Er) N/V is the density of states per volume. Note that the ratio Ac/d(Er)k%T, is another
universal number within BCS theory.

10.7 Density of states and single-particle tunneling

Detailed experimental information on the excitation spectrum in a superconductor can be obtained from single-
particle tunneling between a superconductor and either a normal metal or another superconductor. We discuss
this in the following assuming, for simplicity, that the density of states D(FE) in the normal state is approximately
constant close to the Fermi energy. We restrict ourselves to single-electron tunneling; pair tunneling, which leads
to the Josephson effects, will be discussed later.

Quasiparticle density of states

The density of states per spin of the Bogoliubov quasiparticles created by ' is easily obtained from their disper-

Dy(E) = %Z&(E—Ek) = ]1]25<E— \/§ﬁ+|Ak|2>. (10.105)
k k

The subscript “s” of D4(FE) stands for “superconducting.” For the case of approximately constant normal-state
density of states D,, and constant gap Ag, we find

D.(E) = 7d£Dn(M—€)5 (E— M)
= Duee) [ des (- a0

— 00

= Dy(EF)?2 7d§6 <E —\/e2 4+ Ag) : (10.106)
0

For 0 < E < Ay, the equation E — /&2 + A3 = 0 does not have a real solution for £ and the integral vanishes.
On the other hand, in the case E > A we use a standard result for the ¢ distribution to write

—D(E)2/Ood§ (- VIS
s e v

0
— Du(Er) 2/00d§ o(6- EEQ ~5%)

E
= D (Ep)2 ———— (10.107)
2 Al

‘ note £ >0
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so that

2F
D, (Ep) ———— for E > Ay,
Dy(E) = E? — A2 (10.108)
0 for 0 < E < A.
D, (E) |
D,(E}) |
|
|
|
1
2t -------- e
|
1
0 A E

There are of course no states in the energy gap. Importantly, we find a divergence at the gap edge at £ = Ag.
In the normal-state limit, Ag — 0, we obtain Ds(E)/D,(Er) — 2, deviating from the result of unity given in
Tinkham’s book. The origin is that E is an excitation energy relative to the Fermi sea, i.e., both electron and
hole excitations contribute to the density of states at positive E.

Single-particle tunneling

It is plausible that the density of states Ds(FE) can be mapped out by tunneling experiments, for example using a
normal-metal /insulator /superconductor structure. However, we have to keep in mind that the particles tunneling
out of or into a normal metal are real electrons, whereas the quasiparticles in a superconductor are superpositions
of electrons and holes. To study tunneling effects theoretically, we employ a tunneling Hamiltonian of the form

H=Hp+Hgr+ Hr, (10.109)

where Hj, and Hp describe the materials to the “left” and “right” of the tunneling region. Either can be a normal
metal or a superconductor and is assumed to be unaffected by the presence of the tunneling region. For example,
while translational invariance is necessarily broken in a tunneling device, we nevertheless write H, r in terms of
lattice-momentum states. Hp describes the tunneling between the two materials,

Hp = tiq 0fpdqo + hoc. (10.110)
kqo

Here, c and d are electronic operators referring to the two sides of the tunneling barrier and txq is a tunneling
matrix element, which might depend on the momenta of the incoming and outgoing electron. We assume a
non-magnetic tunneling barrier so that the electron spin is conserved and txq does not depend on it. We treat
the two bulk materials in the mean-field approximation so that Hy, r are effectively non-interacting mean-field
Hamiltonians. We further assume constant normal-state densities of states and momentum-independent tunneling
matrix elements ¢ = txq.

For tunneling between two normal metals, we can calculate the current for an applied voltage V using the
Landauer formula:

L= Iiog — Inop (10.111)
S~ e
left to right  right to left
with
2e T
Inor o+ / dE D} (u+ &) D+ &+ eV) [t np(€) [1 — np(€ +eV)), (10.112)
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Inp Zhe / dE D (14 €) Db+ € + V) [t n (€ + V) [1 = np(€)], (10.113)

— 00

where D7  is the density of states per spin direction in the left /right normal metal. The factors of nF and 1—np
can be understood as the probabilities that the relevant initial states exist and are occupied and the final states
exist and are empty. We get

T ¢ 5[ € Dy(u+€) Do+ €+ V) tf [n(€) — (€ + V)

2e T
2 Dy (Er) DRER) 1 [ delnr(e) ~ nel + V)
262 n n 2
= D} (Er) DE(EFR) |t|” V. (10.114)
We thus find ohmic behaviour,
Lin = Gpn V. (10.115)

We next consider the case that one material is normal while the other (without loss of generality the left) is
superconducting. Now there are additional factors because the quasiparticles in the superconductor are not pure
electrons or holes. Let us say an electron is tunneling out of the superconductor with energy w > 0. First of all,
this is only possible if w > Aj because of the energy gap. Now the electron can either come from an electron-like
quasiparticle (k > kp), which contains an electron portion of

2 _ A2
-1 (1 + M) , (10.116)
w

1
> == [ 1+ _ G
2 V& + Af PR
Ek: w JrAD

or from a hole-like quasiparticle (k' < kr) with an electron portion of

2 _ 2
- % (1 - WAO) . (10.117)

1 IS%
lu|* = - [ 1+ =
2 V& + A

w
§kl = 7\/w2+AS
Ey
\\\\\ k’
® S
AN ’
N ’
N s
~f
0 ky k

On the other hand, an electron tunneling out with energy w < 0 is best described as a hole tunneling in with
energy —w > 0. The relevant factors are

2 _ 2
P = L (1o VR B0 (10.118)
2 ||
and
e? = = (14 Y248 (10.119)
Uk’ = 9 |w| . .
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Thus the current flowing from left to right is
2 oo
I / dw D3 () D1+ w + V) [H2 (@) [1 = nr(w + €V)]
0

L) ()

2 + w

2

=1
0
2e

+ 2 [ Dy (o) D+ 0+ V) 12 0 (@) [~ (o + V)]
2 _ A2 2 _ A2
AL ver—AR) L VR AG
2 @l 2 @l
=1
2 oo
= ﬁe dw D3 (|lw]) DR (1 + w + V) [t np(w) [1 — np(w + eV)], (10.120)

where D3 (w) now is the superconducting density of states, neither containing a spin factor of 2 nor the factor
of 2 due describing both electrons and holes as excitations with positive energy—positive and negative energies
are here treated explicitly and separately. We see that the electron-hole mixing does not lead to any additional
factors beyond the changed density of states. With the analogous expression

2 o0
Ip_p f / dw D3 (lw]) D% (n + w + eV) |t np(w + V) [1 — np(w)] (10.121)
we obtain
2 o0
owox [ dw Dy(l) D+ o+ V) 1 o () = nieo + €V
2 [ D3
= 2 D} (Ep) D (Ep) |t / dw Dilwh [np(w) —np(w+eV)], (10.122)
h D7 (EF)
where
D3 (|w]) el for |w| > Ao,
D’Ii(E - Jo? — A2 (10.123)
LA 0 for |w| < Ao.
Thus -
_Gm Dy (|])
Isp = . / dw D1 (Er) [np(w) —np(w+ eV)]. (10.124)

It is useful to consider the differential conductance

Gon = U2 = G [ DL <_8nF(w+eV>>
E (EF)

v Dy e
= Gpn deBnp(w—i—eV)[l —np(w+eV)]. (10.125)
Di(Er)
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In the limit kgT — 0 this becomes

Di(leV])

— . 10.12

[ Di(lwl)
Gsnann/deiéw—&—eV =G
K D} (Er) ( )

Thus low-temperature tunneling directly measures the superconducting density of states. At non-zero tempera-
tures, the features are smeared out over an energy scale of kgT'. In the band picture we can see that the Fermi
energy in the normal material is used to scan the density of states in the superconductor.

reeess L+ eV

S I N

For a superconductor-insulator-superconductor contact, we only present the result for the current without deriva-
tion. The result is very plausible in view of the previous cases:

_ Gun [ g Dille) Dallotevl),
I, = . _/ dw Di(Er)  Di(Er) [np(w) —np(w+ eV)). (10.127)
u,,,zéé, 2A,
F4---- L+eV
S 1 S

Now we find a large change in the current when the voltage V is chosen such that the lower gap edge at one
side is aligned with the upper gap edge at the other side. This is the case for |eV| = A + Ag. This feature
will remain sharp at non-zero temperatures since the densities of states retain their divergences at the gap edges
as long as superconductivity is not destroyed. Effectively, we are using the density-of-states singularity of one
superconductor to scan the density of states of the other. A numerical evaluation of I, gives the following typical
behavior (here for Ay, = 2kgT, Ar = 3kgT):

T — — — ——— 5
350 J

.

20 -

IS S
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The roughly ohmic transport at small voltages is due to thermal activation over the gaps; note that kT
is not small compared to the gaps in this example. The peak at eV = |Ap — Ag| is due to the coincidence
of the singularities in the densities of states at the upper gap edge on both sides. The nearly constant current
for |Ap — Ag| < eV < Ap + Ap is, at first glance, surprising. More detailed analysis shows that both the
contributions from tunneling below the gap and from tunneling above the gap approach constants as eV increases.
What happens here is that the density-of-states peak at the upper gap edge on the left scans the states above
the gap on the right, where both the density of states (far above the gap) and the occupation (essentially zero
far above the chemical potential) are constant. Analogously, the density-of-states peak at the lower gap edge on
the right scans the occupied states below the gap on the left. At eV = Ap + Ag, these two contributions are
featureless. But now a new transport channel from below the gap on the left to above the gap on the right opens.
Since the product of the densities of states diverges at the gap edges, the current increases with a jump. For
higher applied voltage, additional states become available and the current increases continuously. In the limit
eV > A, Ag, the superconducting gaps should be irrelevant and we expect and observe the ohmic behavior of
a normal-normal contact.

10.8 Ultrasonic attenuation and nuclear relaxation

To conclude the brief survey of experimental consequences of BCS theory, we discuss the effects of time-dependent
perturbations. They will be exemplified by ultrasonic attenuation and nuclear relaxation, which represent two
distinct ways in which quasiparticle interference comes into play. Quite generally, we write the perturbation part
of the Hamiltonian as

H1 = ZZBk/o—/kg CI(,J,Ck[,—7 (10128)
kk’ oo’

where By, are matrix elements of the perturbation between single-electron states of the non-interacting system.
In the superconducting state, we have to express ¢, cl in terms of v, 7,

Cxt = UkVkt + 'Uk’YT,k“L, (10.129)
Ck| = UKVk| — vk’yikﬁ, (10.130)

where we have assumed u_j = wuy, v_x = vx. Thus, with 0,0’ = £1,

H, = Z Z Byioko (uii/%t/a/ + J/Ult”yfk’,fa’) (kayka' + UUk’YT_k_U)

kk’/ oo’
_ B o oo b
k'o'ko | U/ Uk Vo Vho + OUK Vk Vi 00 Vi, — o
kk’ oo’
+ 0 VU YK — 0 VKo Ja’vﬁ,vkw,k/’,gﬁyﬁk_a) ) (10.131)

It is useful to combine the terms containing By/,/kx, and B_x _, _x/,—o since both refer to processes that change
momentum by k’ — k and spin by ¢’ — o. If the perturbation couples to the electron concentration, which is the

case for ultrasound, one finds simply
B—k,—a,—k’,—a’ = Bk’o’ka- (10132)

This is often called case I. Furthermore, spin is conserved by the coupling to ultrasound, thus

Bk’U’kU = 50’0” Bk’ako’- (10133)
Adding the two terms, we obtain
1
Hultra - 5 %{; ZU: Bk/oko (uiﬁ(/ukalt'arYko + o-ult/vk’hi’a’yik,*o'

* * T * T
+ OV UKV K, —oVko T Vi Vk VK, —0V—k,—o T UkUK'V_k _oV—K',—0
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_ Uul*(vk/'yf_k’_a%t,a — CVR UK Vko VK —o T Uf;vk/'ykg'ylt,a) ) (10.134)

Assuming uy, vy, Ak € R for simplicity, we get, up to a constant,

1
Hultra - § Z Z Bk’aka [(uk’uk - rUk’Uk) (’Y]L(,’Yko + ’Yik’,gry—k',—o>
kk/ o
+ 0 (i vx + Vi) (WILUWT_hﬁ + %kf,,ﬂka)} . (10.135)

We thus find effective matrix elements By, (uxux — vivk) for quasiparticle scattering and By ke 0 (Ui vk +
vk ) for creation and annihilation of two quasiparticles. Transition rates calculated from Fermi’s golden rule
contain the absolute values squared of matrix elements. Thus the following two coherence factors will be impor-
tant. The first one is

(uk/uk—vk/vk)z = 1 1+ L 1+£7k

_9 S Sk +l1= Sk 1_ Sk
V& + AL &+ A2 VE + AL V& + A2

_1 14 SRS AVAYY

) E Fyw  FExEw

(10.136)

with Ex = /& + AZ. If the coefficient B and the normal-state density of states are even functions of the
normal-state energy relative to the Fermi energy, £, the second term, which is odd in & and &g/, will drop out
under the sum ), ,,. Hence, this term is usually omitted, giving the coherence factor

1 AkAw
F_(kK):= (1 - E‘;E: ) (10.137)

relevant for quasiparticle scattering in ultrasound experiments. Analogously, we obtain the second coherence

factor
AkAk/

EyEy

\Ui/(uk/vk + vrug)? = (1 + > =: F (k, k) (10.138)
=1
for quasiparticle creation and annihilation.

We can gain insight into the temperature dependence of ultrasound attenuation by making the rather crude
approximation that the matrix element B is independent of k,k’ and thus of energy. Furthermore, typical
ultrasound frequencies € satisfy 72 < Ay and Q) < kgT. Then only scattering of quasiparticles by phonons but
not their creation is important since the phonon energy is not sufficient for quasiparticle creation. The annihilation
of thermally excited quasiparticles is also irrelevant since it only contributes to the equilibrium background of
phonons and directly only affects high-energy phonons in any case.

The rate of ultrasound absorption (attenuation) can be written in a plausible form analogous to the current
in the previous section:

s X / dw Dy(|w|) Dy(|w + Q) |B)? F-(w,w + Q) [np(w) — np(w+ Q)] (10.139)

— 00

where now

F(w,w’):;<1 A ) (10.140)

jwl fw']

With the approximations introduced above we get

[ Dy(wl) Dy(w+Q) 1 ( A3
a, < D2(E Bz/dw (1 =0
n(Er)|B| Dn(Er) D,(Er) 2 |w| |w + €

— 00

> [nr(w) —np(w+ Q)] . (10.141)
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The normal-state attentuation rate is found by letting Ag — 0:

an < D2(Ep) |BJ? / oo ") = ZF(” +0) _ %Di(EF) IB? Q (10.142)

a5 1 [ Dy(wl) Dy(lw+ Q) |wllw+ 0| — A3

—_ = = d — 0)]. 10.143
= an / w D”(EF) ‘w| |w+Q| [TLF(UJ) nF(w+ )] ( 0 )

Since 2 is small, we can expand the integral up to linear order in €2, noting that the term containing the Fermi
functions is of at least first order,

a1 Dy(|w|) 17 w? — AZ onr
an, 9 /dw {Dn(E ) w? (- Ow

—AO oo
/ / “ [ —A;
7A(] o)

([ ]t

= —np(c0) +ﬂF(A0) —np(—=A¢) +np(—00)
———— N——

2
w? — A% onp
w? Oow

=0 =1
= TLF(A(J) +1-— nF(on)
2

Inserting the BCS prediction for Ay (T'), we can plot o/, vs. temperature:
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The suppression of the attenuation below T is clearly due to the opening of the superconducting gap—at low
temperatures, there are exponentially few thermally excited quasiparticles that can scatter phonons. However,
the simplicity of the result is deceptive. The density of states at the gap edge, where most of the quasiparticles
reside, is singular so that one might expect a strong enhancement of as/ay,. The enhancement is canceled by the
coherence factor F_, which is coming from the matrix elements of the perturbation.

We now turn to the relaxation of nuclear spins due to their coupling to the electrons. We note without
derivation that the hyperfine interaction relevant for this process is odd in momentum if the electron spin is not
changed but is even if the electron spin is flipped, i.e.,

Bfk,fa,fk’,fa' = —O’O’I Bklgrkg (10.145)

(recall oo’ = £1). This is called case II. The perturbation Hamiltonian now reads

1 T P
HnMmr = 5 %; Z By/oko (Ukluk’yk/a/’yko + Jui‘(,vkvklgﬁ_k,_a
oo
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+ OV UY K — o Vi + OO VY~V gy — 0T U Yk~
/
+ auf(vkwyf_k’_gfyli,g, + o' v Yo YK/ — 07 — vﬂvk/’ykgfyli,a,) ) (10.146)

Assuming uy, vk, Ax € R, we get, up to a constant,

1
HNMR == 5 Z Z Bk’a/ka' |:(uk’uk + Uk’vk) (’Yltlozp)/ka - O—O—/f}/ik,—g’y_kﬂ—a">
kk’/ oo’
+ 0 (ur vk — Vi uk) (’yli’a’,yik,fa — aa'w_kg_grvka)} ) (10.147)

Compared to ultrasonic attenuation (case I) there is thus a change of sign in both coherence factors. An analogous
derivation now gives the interchanged coherence factors

1 AkAk’
Fikk)==(1 10.14
L) = 5 (14 ) (10.148)
for quasiparticle scattering and
1 AkAk’
F(kk)==(1- 10.14
k) = 5 (1- 55 ) (10.149)

for quasiparticle creation and annihilation. The relevant energy A is the Zeeman energy of a nuclear spin in the
applied uniform magnetic field and is small compared to the gap Ag. Thus we can again restrict ourselves to
the small-Q2 limit. The derivation is initially analogous to case I, but with F_ replaced by F;. The nuclear-spin
relaxation rate is

o, o /de5(|w\)Ds(|w+Q|) BI? Fy (w0 + Q) [np(w) — np(w + Q)] (10.150)
with ) A2
AN 0
Fi(w,o) = 3 (1+ " |w,>. (10.151)
Thus
asch,%(EFﬂBﬁ/ dos 5:&”;)) D}EL“?;?') % (1 wﬁlQ) ew) —new+9Q)]  (10.152)
s _ 1 [ Dy(lwl) Dallw+ Q) |wllw+ Q|+ A3
% ‘n_/ W DnEr) DuEr) |l s e @) e Ol (10:155)

Note that the only difference compared to the corresponding Eq. (10.143) for ultrasound attenuation is the sign
of AZ in the numerator. If we now expand the integral for small Q as above, we encounter a problem:

2 o]

w? + A2 ong w? + A2 Onp

Q)" =2 [ dw "0 10.154
w? (=9) Ow / Yz o (10.154)

asNIQ/d [ w
&8 v 2 '

o, Q 2 _ A2
ke A w Af ke

This integral diverges logarithmically at the lower limit. Keeping a non-zero but realistically small €2 removes the
divergence. However, the calculated o /av, is still too large compared to experiments. The origin of this problem
is the strong singularity in the superconducting density of states. A k-dependent gap Ay removes the problem;
in a realistic theory Ay always has a k dependence since it cannot have higher symmetry than the underlying
normal dispersion £x. Introducing some broadening of the density of states by hand, we numerically find the
following temperature dependence:

117



o
a”l
case II (NMR)
I+-------- -
I
/case |
0 T. T

There is a large maximum below the transition temperature, called the Hebel-Slichter peak. It results from the
factor D2(Jwl|) (for Q — 0) in the integrand,

w2

2 ~ 2
D{(Jw]) = D (EF) m7

(10.155)

which for nuclear relaxation is not canceled by the coherence factor Fy, whereas for ultrasonic attenuation it is
canceled by F_. Physically, the strong enhancement below T, of the density of states of both initial and final
states at w 2 Ag leads to increased nuclear relaxation.

10.9 Ginzburg-Landau-Gor’kov theory

We conclude this chapter by remarking that Lev Gor’kov managed, two years after the publication of BCS theory,
to derive Ginzburg-Landau theory from BCS theory. The correspondence is perfect if the gap is sufficiantly small,
i.e., T is close to T., and the electromagnetic field varies slowly on the scale of the Pippard coherence length &,
(see Sec. 5.4). These are indeed the conditions under which Ginzburg and Landau expected their theory to be
valid.

Gor’kov used equations of motion for electronic Green functions, which he decoupled with a mean-field-like
approximation that allowed for spatial variations of the mean-field decoupling term A(r). The derivation is given
in Schrieffer’s book and we omit it here. A more modern exposition based on the function-integral method is
given by Altland and Simons in Condensed Matter Field Theory. Gor’kov found that in order to obtain the
Ginzburg-Landau equations, he had to take

q= —2e, (10.156)
m* = 2m, (10.157)
as anticipated, and (using our conventions)
€3) 5 Alr)
= — 10.15
o) = Y2 20, (10.158)
where
ndi= . (10.159)
L — 7 lrors

Recall that ng ~ 1 — T/T. close to T, in Ginzburg-Landau theory and thus n? ~ const. The spatially dependent
gap is thus locally proportional to the Ginzburg-Landau “condensate wavefunction” or order parameter ¢ (r).

Since we have already found that London theory is a limiting case of Ginzburg-Landau theory, it is also a
limiting case of BCS theory. But London theory predicts the two central properties of superconductors: Ideal
conduction and flux expulsion. Thus Gor’kov’s derivation also shows that BCS theory indeed describes a super-
conducting state. (Historically, this has been shown by BCS before Gor’kov established the formal relationship
between the various theories.)
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11

Josephson effects

Brian Josephson made two important predictions for the current flowing through a tunneling barrier between two
superconductors. The results have later been extended to various other systems involving two superconducting
electrodes, such as superconductor/normal-metal/superconductor heterostructures and superconducting weak
links. We will first formulate his predictions and then derive them for the case of a weak link.

Rather generally, for vanishing applied voltage, a supercurrent Iy is flowing which is related to the phase
difference A¢ of the two condensates by

I, =1, sin (Aqﬁ - é—w /ds . A) . (11.1)
0

We will discuss the critical current I. presently. Note that the form of the argument of the sine function is
prescribed by gauge invariance. We consider the case without magnetic field so that we can choose the gauge
A = 0. Then the Josephson relation simplifies to

I, = I, sin Aé. (11.2)

It describes the DC Josephson effect. The current continues to flow as long as the phase difference A¢ is
maintained, although no bias voltage is applied.

Secondly, Josephson predicted that in the presence of a bias voltage V', the phase difference would evolve
according to

d 2e
—Ap=——V 11.3
P - (11.3)
(recall that we use the convention e > 0) so that for a constant voltage an alternating current would flow,
2e
Ad(t) = Agy — - Vi, (11.4)
. 2e
= Ii(t) = I, sin <A<Z)0 -5 Vt) . (11.5)
This is called the AC Josephson effect. The frequency
2eV
wy = % (11.6)

of the current is called the Josephson frequency. The AC Josephson effect relates frequencies (or times) to voltages
through the ratio 2e/h of fundamental constants, which makes it important for metrology.

11.1 The Josephson effects in Ginzburg-Landau theory

We consider a weak link between two identical bulk superconductors. The weak link is realized by a short wire
of length L < ¢ and cross section A made from the same material as the bulk superconductors. We choose this
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setup since it is the easiest to treat in Ginzburg-Landau theory since the parameters « and g are uniform, but
the only property that really matters is that the phase ¢ of the order parameter ¢ (r) only changes within the

weak link.
N

W

| |
T

0 L X

We employ the first Ginzburg-Landau equation for A = 0 assuming ¥(r) to depend only on the coordinate x
along the wire,

Ef"(x) + f(x) = @) f(z) =0 (11.7)
with
_ W [
@) = T = =5 va). (118)

We assume the two bulk superconductors to be uniform and to have a relative phase of A¢. This allows us to
write

1 forx <0
)t <0, 11.9
/(@) {emqb for x > L. ( )
For the wire we have to solve Eq. (11.7) with the boundary conditions
F0) =1, f(L)=e"?. (11.10)

Since L < &, the first term in Eq. (11.7) is larger than the other two by a factor of order £2/L?, unless A¢ = 0,
in which case the solution is trivially f = 1. It is thus sufficient to solve f”(z) = 0, which has the solution?

Lox 2 jing, (11.11)

fa)= =T+

which linearly interpolates between f(0) and f(L). Inserting f(x) into the second Ginzburg-Landau equation
(with A = 0), we obtain

o= i (= i) = i (<5 ) (- )

eh 1 1 : L—=x xr L—=x X . 1 1 .
= —i— 2n, - P VAN = L iAp ) =i - = iAg
= 22 n |:( + e ) ( + e + e + e

_ _iehns {_; (eiAqﬁ _ efiAaﬁ) _ ﬂ (eiAqb . eiAqﬁ)}

m L2
hing L-
_ g {; sin A¢ — L2x sinAng]
= oMM G Ag. (11.12)

mL

The current is obviously obtained by integrating over the cross-sectional area,

I — _26hns A
m

I sin A¢ = I.sin A¢ (11.13)

!Note that f”(z) = 0 implies a linear function f(z), which is distinct from a linear dependence of the phase, e?2¢®/L
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so that we get

2ehng A
—. 11.14
—— (11.14)

The negative sign is due to the negative charge —2e of the Cooper pairs. The amplitude of the current-phase
relation is clearly |I.|. Note that the second Ginzburg-Landau equation is essentially the relation for the current
density associated with a wave function in quantum mechanics. Thus the DC Josephson effect only relies on the
presence of a macroscopic wave function of electrically charged entities, namely the Cooper pairs, or, in other
words, on the presence of a charge condensate.

Ginzburg-Landau theory also gives us the free energy of the wire. Since we have neglected the a and S terms
when solving the Ginzburg-Landau equation, we must for consistency do the same here,

I.=—

2

L L
1.1 ing EQL/ _
F= A/ x |¢ / ( )‘ L—i-Le =A -7 dx 2 (1 — cos Ag)
0 0
2
- % h s (1 - cosAg). (11.15)
F
n 0 T Ab

The free energy is minimal when the phases of the two superconductors coincide. Thus if there existed any
mechanism by which the phases could relax, they would approach a state with uniform phase along the wire, a
highly plausible result.

We can now also derive the AC Josephson effect. Assuming that the free energy of the junction is only changed

by the supercurrent, we have
d

— F =1V, 11.16
o (11.16)
i.e., the electrical power. This relation implies that
oF d
A I 11.1
0N dt ¢=1LV (11.17)
A RPng . d 2¢ehns A .
= 7 sin A¢ T Ap=— —— 7 sin AoV (11.18)
d 2e
—Ap=——YV, 11.19
= wrr= Y (11.19)

as stated above. Physically, if a supercurrent is flowing in the presence of a bias voltage, it generates power. Since
energy is conserved, this power must equal the change of (free) energy per unit time of the junction.

11.2 Dynamics of Josephson junctions

For a discussion of the dynamical current-voltage characteristics of a Josephson junction, it is crucial to realize
that a real junction also

1. permits single-particle tunneling (see Sec. 10.7), which we model by an ohmic resistance R in parallel to the
junction,

2. has a non-zero capacitance C.

This leads to the resistively and capacitively shunted junction (RCSJ) model represented by the following circuit
diagram:
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_— junction

12

The current through the device is the sum of currents through the three branches,

|4 av :
I= = +C g 1. sin A¢, (11.20)

where we take I. > 0 and have made the sign explicit. With

d 2e
—Ap=——1YV, 11.21
Sas=-2v, (1n.21)
we obtain 54 .
I=—— —A¢p— — —A¢— I. sin A¢. 11.22
2eR dt ¢ 2e dt? ¢ sin ¢ ( )
We introduce the plasma frequency
2el,
wp =1/ 75 (11.23)
and the quality factor
Q = wpRC (11.24)
of the junction. This leads to
1 1 d? 1 d
—=—-—— —A¢p— — —A¢p—sinA 11.25
L= w2 a0 Quy a0 TR0 (11.25)
and with 7 := wyt finally to
d? 1 d 1
—A — —A inAgp=——. 11.2
72 o+ Qdr ¢ +sin Ag 7. (11.26)

Compare this equation to the Newton equation for a particle moving in one dimension in a potential Vyoi () with
friction (Stokes drag),

av;
mi + ot = —ﬁ (11.27)
1
I (1129
m m dx
This Newton equation has the same form as the equation of motion of A¢ if we identify
t T, (11.29)
x < Ag, (11.30)
« 1
— — 11.31
m o (11.31)
lV ()<—>£A¢— Ao (11.32)
m pot (T IC (¢0)] . .

Thus the time dependence of A¢(7) corresponds to the damped motion of a particle in a “tilted-washboard”
potential
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Equation (11.26) can be used to study a Josephson junction in various regimes. First, note that a stationary
solution exists as long as the effective potential V},o; has local minima or at least points with vanishing derivative,
which is the case for |I| < I.. Then the stationary solution satisfies

sin A¢ = const = 7I£ and V =0. (11.33)

C

This solution does not exist for |I| > I.. What happens if we impose a time-independent current that is larger
than the critical current? We first consider a strongly damped junction, @ <« 1. Then we can neglect the
acceleration (inertial) term and write

1 d 1

gar A¢+sin Ap = I (11.34)
% di Ap = *1% — sinAg¢ (11.35)
dA
L (11.36)
T + sin A¢
' 1+ L tan 22
- 1n I I
o .70 ()" -1 ()" =1,

We are interested in periodic solutions for €% or A¢ mod 27 since we expect the motion to approach a periodic
function of time after a transient. One period T is the time it takes for A¢ to change from 0 to —27 (note that
dA¢/dr < 0). For one period, we obtain

—27
dA¢ 2
Qu, T = LAY T (11.38)
*+SIHA(Z5/ (L)2,1
IC
= T3 [ 7 R T (11.39)
IL 1 LR % 1 e vf — 1
The voltage V o« —dA¢/dt is of course time-dependent but the time-averaged voltage is simply
1 r h 1 ’ d h 1 h1
_ 7r
_ = __ ZAD = —— — [AHNT) — A = ?2-712 11.4
Ve v = -t [ ae =~ 180 - a00)] = T L = Ry (11.40)
0 0 =27

for I > I.. By symmetry, V = —R\/I? — I2 for I < —I... The current-voltage characteristics for imposed direct
current (DC) I thus look like this:

123



For |I| < I., the current flows without resistance. At I., non-zero DC and AC voltages set in gradually. For
|I| > I., the DC voltage approaches the ohmic result for a normal contact.

The solution for general ) requires numerical calculation but we can analyze the opposite case of weak
damping, @ > 1. The stationary solution A¢ = const, V' = 0 still exists for I < I.. The mechanical analogy
suggests that the time-dependent solution with periodic €**? will be a very rapid slide down the washboard,

overlaid by a small-amplitude oscillation,
AP = —wt+ 69, (11.41)

where w > w), and d¢ is periodic in time and small. Inserting this ansatz into the equation of motion we find

I

w= Qj—wp > wp, (11.42)
w2

6p = — —& sinwt. (11.43)
<~
<1

Thus
w oW w
Ap= ——71— — sin—7. (11.44)

2
wWp w wWp

We convince ourselves that this is a good solution for @ > 1: Inserting it into Eq. (11.26), we obtain for the
left-hand side

2
Wp wWp w wp

LW I 1 1. w w w 1 /1, 2 w 1
:smpr—I—c T OST%Z)/T (COSWPT>QQ(I) COSwT+O(Q4) (11.45)

To leading order in 1/Q this is just —I/I., which agrees with the right-hand side. We thus find an averaged

voltage of
y hw h 1 ho2el. 1
Vii/ ( 2e dt ¢)2e26Q[c“”26 no T = RL (11.46)

2
LW 1w, w . w wy w
sm—T————a—cos—T—sm — 74+ Lsin—r7
w

i.e., the ohmic behavior of the normal junction. Note that the time-dependent solution exists for all currents, not
just for |I| > I.. Thus for |I| < I, there are now two solutions, with V' =0 and with V' = RI. If we change the
imposed current we expect hysteretic behavior. This is indeed observed.
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ICV — >
0 %
“ i
If we instead impose a constant voltage we obtain, for any @,
d 2e d?
and thus
1 2e . 2e I(t)
— —V ——Vi+ A =— 11.48
Qo T +sm( Vit ¢>o) T (11.48)
I, 2e 2e
It)= ="V 4L sin|=Vt—A . 11.49
= 1) =g 3V losin (V- An) (11.49)
The averaged current is just
- I. 2 hC I, 2 |4
I= T ‘=2 (11.50)

Qu, h = 2I.RC h R’
i.e., it is ohmic. We emphasize that this result holds for any damping. It is evidently important to carefully
specify whether a constant current or a constant voltage is imposed.

11.3 The Bogoliubov-de Gennes Hamiltonian

It is often necessary to describe inhomogeneous systems, Josephson junctions are typical examples. So far, the only
theory we know that is able to treat inhomogeneity is the Ginzburg-Landau theory, which has the disadvantage
that the quasiparticles are not explicitly included. It is in this sense not a microscopic theory. We will now discuss
a microscopic description that allows us to treat inhomogeneous systems. The essential idea is to make the BCS
mean-field Hamiltonian spatially dependent. This leads to the Bogoliubov-de Gennes Hamiltonian. It is useful to
revert to a first-quantized description. To this end, we introduce the condensate state |¢)gcs) as the ground state
of the BCS Hamiltonian

Hpcs = Z &x c;rmckg — Z Ay ek |kt — Z Ay CLTCT—k,J, + const. (11.51)
ko Kk k

[¥Bos) agrees with the BCS ground state defined in Sec. 9.2 in the limit 7" — 0 (recall that Ay and thus Hpcs
is temperature-dependent). We have

Hgpces [YBes) = Epcs |¥Bes) (11.52)

where Epcg is the temperature-dependent energy of the condensate.

Since Hpcg is bilinear, it is sufficient to consider single-particle excitations. Many-particle excitations are
simply product states, or more precisely Slater determinants, of single-particle excitations. We first define a
two-component spinor, also called Nambu spinor,

o= () = (5) = (55, oo w9
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describing the single-particle excitations. The |¥y 1) and [Pk o) are not eigenstates of the BCS Hamiltonian,
though. It is easy to show that

[HBCS, CchT] =&k CLT — A]*( C_k, |, (11.54)
[H}gcs, C—k,i] = —&x C_k,| — Ak CLT. (11.55)

With these relations we obtain

Hycs [Wi) = Hics oy [pes) = (§k Chr — A coiey + ol HBCS) lvBCs)
= (Epcs +6k) Vi) — A [Vie) (11.56)

and

Hpcs |Yk2) = Hpes ¢k, [¥Bcs) = (—§k c—k,] — Ak CJI[{T +c i,y HBCS) [YBCs)
= (EBos — &) [Pke) — Ak [Yia) - (11.57)

Thus for the basis {|¥x1),|Vka)}, the Hamiltonian has the matrix form

<EBCS + &k —Ax ) '

11.58
—Ag Epcs — & ( )

This is the desired Hamiltonian in first-quantized form, except that we want to measure excitation energies relative
to the condensate energy. Thus we write as the first-quantized Hamiltonian in k space

e —ADk
Hpac (k) = (—Aii _£k> : (11.59)
This is the Bogoliubov-de Gennes Hamiltonian for non-magnetic superconductors. The upper left (lower right)
component describes spin-up electrons (spin-down holes). The electron-hole transformation performed for the
spin-down particles allows one to implement superpositions of spin-up electrons and spin-down holes by nonzero
off-diagonal components —Ay, —Aj.

The eigenvalues of the Bogoliubov-de Gennes Hamiltonian are

+1/E2 + |Ak]? = +Ey (11.60)

with corresponding eigenstates
el W) = i [Wiee) = (wneely = vice st ) [mes) =y lncs) (11.61)
and

Vi [Wkr) + ug [Pio) = (’UkCLT + uiic—k,i) lvBes) = Y-k [¥BCS) (11.62)

with wuy, vk defined as above. (A lengthy but straightforward calculation has been omitted.) We can now un-
derstand why the second eigenvalue comes out negative: The corresponding eigenstate contains a quasiparticle
annihilation operator, not a creation operator. The excitation energies are the positive energies that we already
know.

The next step is to Fourier-transform the Hamiltonian to obtain its real-space representation, which we write

" ) N7 giker _ ( Ho(r)  —A(r)
Hpac(r) : N zk: Hpac (k) (—A*(r) —Ho(r)> ; (11.63)
where )
Ho(r) = _2% V2 —u+V(r) (11.64)
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is the noninteracting-electron Hamiltonian. One often uses effective lattice models of the form of tight-binding
models for both Hy(r) and A(r). It is now easy to include spatially inhomogeneous situations: Both V(r) and
A(r) can be chosen spatially dependent. The relevant case is when they are not just lattice periodic. The
corresponding Schrédinger equation

Hpac(r) ¥(r) = E¥(r) (11.65)
with

U(r) = (g;gg) (11.66)

is called the Bogoliubov-de Gennes equation. Note that in this context the gap A(r) is usually defined with the
opposite sign, which is just a phase change, so that the explicit minus signs in the off-diagonal components of
Hpac are removed. Furthermore, in Bogoliubov-de Gennes theory, the gap function is typically not evaluated
selfconsistantly from the averages (c_x jckt+). Rather, A(r) is treated as a given function characterizing the
strength of superconducting pairing. It is often called the “pairing potential.” But if required it is certainly
possible to evaluate A(r) selfconsistently by solving a BCS gap equation in real space.

11.4 Andreev reflection

As an application of the Bogoliubov-de Gennes approach, we study what happens to an electron that impinges on
a normal-superconducting interface from the normal side. We model this situation by the Bogoliubov-de Gennes

Hamiltonian
—REg2 ) AO(2)
H = 2m 2 11.67
BdG ( AoO(z) V24 ( )

2m
(note the changed sign of A(r)) appearing in
HBdG \IJ(I‘) =F \I’(I‘) (1168)

In the normal region, = < 0, the component ¥y (r) (¥s(r)) is just a superposition of plane waves with wave vectors
ki (ko) which must satisfy

k3 =2m(u+ E) = k¥ + 2mE, (11.69)
k2 =2m(p— E) = k% — 2mE, (11.70)
where A = 1. In the superconductor, z > 0, we have
1
(QmVQ - u) Ty (r) + Ao Uy(r) = BTy (1), (11.71)
1
(2mV2 + /.L) \IJQ(I‘) + AO \I'I(r) =F \IJQ(I‘) (1172)
E+ 5=V +
= Uyr)= e Ty g (11.73)
Ag
1 2
= (2mV2 + u) Uy (r) = (B? — A2) Uy (r) (11.74)
and analogously
2
1 _ (2 A2
2mV +p ) Uy(r) = (B — Af) Pa(r). (11.75)
If the energy is above the gap, |E| > Ay, the solutions are plane wave vectors qi, q2, where now
4 ’
1,2 2 2
—= — =FE"—A 11.
<2m u) 2> 0 (11.76)
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= ¢i,=2m (u +4/E? — A%) ) (11.77)
and amplitudes coupled by Eq. (11.73).

We are here interested in the more surprising case |E| < Ag. Since the solution must be continuous across
the interface and is plane-wave-like in the normal region, we make the ansatz

Uy (r) = eflhvthi2) ) (z), (11.78)
from which, for z > 0,
Ky 1 2
Il 2 2
—_—t —— ) =(E*—A;)® 11.
( Ly L bn) ®aa) = (B - ) B (a) (11.79)
with kq| := (k1y, k1.). Since this equation is linear with constant coefficients, we make an exponential ansatz
P (z) = errian (11.80)
with k,q € R. This leads to
k2 2\’
I, (x+ig) 2 A2
- — =F—-A 11.81
( 2m * 2m Tt H/—g ( )
<0
N L”Jrq2+ I SRt W ing)
2m a m om ) 2m a 2m m
2
k,% + q2 2 2 9 . k,? + q2 2
I K k~q g [ Ml K 2 2
=l ——pu——] - —2—————pu—— | =FE° - A;. 11.82
< 2m b om m2 m 2m b om 0 (11.82)

Since the right-hand side is real, we require

k3 +q? 2
Il K
—— —pu——=0 11.83
2m 2m ( )
= K=k + ¢ —2mp =k — ki + ¢ (11.84)
For the real part it follows that
K2q2
- = E? - A2 (11.85)
2 2 2
K2q2 (le +q° — 2mu) q ) )
= 3= — =AZ-E>>0 (11.86)
= ¢+ (kf” — 2m,u> ¢ —m*(A - E*) =0 (11.87)
2mu — k? 2mp — k2, \ 2
= =g CI \/(2 1') +m2(A% — E2)

1 2
= [k% e \/(k% - k;f“) +4m2(A2 — B2)| . (11.88)

Both solutions are clearly real but the one with the minus sign is negative so that ¢ would be imaginary, contrary
to our assumption. Thus the relevant solutions are

1 2
0=tn =t \/k% — k2 + \/(kl% - kfu) +4m2(A2 — E?). (11.89)
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It also follows that

1 2
K= k) — k4 k%—kf|+\/(k§—k‘f‘|) +4m2 (A% — E?)

1 2
=5 [kfl — ki + \/(k} - kfu) +4m? (A% — E?) (11.90)

and

1 2
e \/kfl — k% + \/(kl% - k:fH) + 4m2(A% — E?). (11.91)

The positive root exists but would lead to a solution that grows exponentially for  — co. For ¥(r) the derivation
is completely analogous. However, ¥y (r) and Uy(r) are related be Eq. (11.73), which for exponential functions
becomes a simple proportionality. Therefore, we must have ko = ky, which already implies g2 = g1 and k2 = k.
Then we have

E+4+ AV24+pu 1 (—r1 +iq)? ki
)\ =__2m° Ty — B4~y ]
2(r) Ay 1(r) ol 5 5, T H| Y1(r)
1 k’%u +q° K3 K11
=——|F——— — F1 v . 11.92
Aq o + ot o T 1(r) ( )
=0
Since we already know that
GV 11.93
m2 - 20 ( . )
and k1, q; have been defined as positive, we get
E Fi/AZ - E?
Us(r) = A—OO Uy (r), (11.94)

where the signs F correspond to ¢ = +¢;. We now write down an ansatz as a linear combination of solutions
and show that it satisfies the Bogoliubov-de Gennes equation and the continuity conditions at the interface. The
ansatz reads

iky-r ikir
W(r) = (e oA re ) for = < 0, (11.95)

a ezk2~r

with k := (—k1z, K1y, k12) and ko = (kag, k1y, k1) with ko, > 0, where k3, + szH = k% + 2mkE and k3, + k%\l =
k% —2mE, and

i(qre+kiyy+ki-z) i(—qrx+kiyy+ki-2)
[ e AN +a_e
U(r)=e <g+ ilmathiyythiez) 4 g ei(—(I1$+k1yy+k1zz)> for 2 > 0. (11.96)

Note that k; is the wave vector of a specularly reflected electron. From Eq. (11.94) we get
Exi\/AZ - E2
Bo=—TNV0 T2 v . (11.97)
0

From the continuity of ¥y, ¥y, and their z-derivatives we obtain

l+4r=ay+a_, (11.98)
a=py+p_, (11.99)

ik1y — rikiy = ap(—Kk1 +iq1) + a—(—k1 — iq1), (11.100)
aikoy = Py (—k1 +iq1) + B (—K1 —iq1). (11.101)
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We thus have six coupled linear equations for the six unknown coefficients r,a,ay,a_, B4, 5—. The equations
are linearly independent so that they have a unique solution, which we can obtain by standard methods. The
six coefficients are generally non-zero and complex. We do not give the lengthy expressions here but discuss the
results physically.

e The solution in the superconductors decays exponentially, which is reasonable since the energy lies in the
superconducting gap.

e In the normal region there is a specularly reflected electron wave (coefficient ), which is also expected. So
far, the same results would be obtained for a simple potential step. However, explicit evaluation shows that
generally |r\2 < 1, i.e., not all electrons are reflected.

e There is also a term

Uy (r) = ae™T for x < 0. (11.102)

Recall that the second spinor component was defined by
|Wi2) = c—ky [¥BCS) - (11.103)
Hence, the above term represents a spin-down hole with wave vector —ks. Now we have ky| = ky,

k3, = k% — ka —2mE, and k%, = k% — kf” + 2m£E. But the last terms +£2mFE are small since

kQ
|E| < Ag < pu= ﬁ (11.104)

in conventional superconductors. Thus |ka, — k1| is small and the hole is traveling nearly in the opposite
direction compared to the incoming electron wave. This phenomenon is called Andreev refiection.

N VZp . S

~.  electron

. ~ . "electron-like
NN \//// quasiparticle

(evanescent)

~
~
~
~

k S
electron /1 . \\ holelike
7 K, . quasiparticle
hole >« (evanescent)

~

X

Since not all electrons are reflected and in addition some holes are generated, where does the missing charge go?
The quasiparticle states in the superconductor are evanescent and thus cannot accommodate the missing charge.
The only possible explanation is that the charge is added to the superconducting condensate, i.e., that additional
Cooper pairs are formed. (The whole process can also run backwards, in which case Cooper pairs are removed.)
Recall that the condensate does not have a sharp electron number and can therefore absorb or emit electrons
without changing the state. But it can only absorb or emit electrons in pairs. The emerging picture is that if
an incoming electron is not specularly reflected, a Cooper pair is created, which requires a second electron. This
second electron is taken from the normal region, creating a hole, which, as we have seen, travels in the direction
the original electron was coming from.

N [~ S
/e'/ —> ee
/O/ Cooper

h pair
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Andreev bound states

An interesting situation arises if a normal region is delimited by superconductors on two sides. We here only
qualitatively consider a superconductor-normal-superconductor (SNS) hetero structure. Similar effects can also
occur for example in the normal core of a vortex.

If no voltage is applied between the two superconductors an electron in the normal region, with energy within
the gap, is Andreev reflected as a hole at one interface. It is then Andreev reflected as an electron at the other
interface. It is plausible that multiple reflections can lead to the formation of bound states. The real physics is
somewhat more complicated since the electron is also partially specularly reflected as an electron. It is conceptually
clear, though, how to describe Andreev bound states within the Bogoliubov-de Gennes formalism: We just have
to satisfy continuity conditions for both interfaces. We expect a discrete set of bound states to exist, in analogy
to the finite square well in elementary quantum mechanics.

E S N \ S
electron
®
2A, 00— 2A,
hole
— ~
X

If Andreev reflection dominates, as assumed for the sketch above, a Cooper pair is emitted into the right su-
perconductor for every reflection at the right interface. Conversely, a Cooper pair is absorbed from the left
superconductor for every reflection at the left interface. This corresponds to a supercurrent through the device.
Andreev bound states thus contribute to the Josephson effect in superconductor-normal-superconductor junctions.

If we apply a voltage V, the situation changes dramatically. The main insight was formulated by Klapwijk,
Blonder, and Tinkham (1982). If an electron moving, say, to the right, increases its kinetic energy by eV due
to the bias voltage, an Andreev reflected hole traveling to the left also increases its kinetic energy by eV since
it carries the opposite charge. An electron/hole Andreev-reflected multiple times can thus gain arbitrarily high
energies for any non-vanishing bias voltage.

E S N . S
=
24, P
2eV eV

N

_—
X

In particular, an electron-like quasiparticle from an occupied state below the gap in, say, the left superconductor
can after multiple reflections emerge in a previously unoccupied state above the gap in the right superconductor.
A new transport channel becomes available whenever the full gap 24 is an odd integer multiple of eV:

20g=(2n+1)eV, n=0,1,... (11.105)
Ao

= eV= T
2

n=01,... (11.106)

If 2A¢ is an even multiple of eV a hole emerges above the gap in the left superconductor. At the gap edge, the
Bogoliubov quasiparticles consist of equal parts electrons and holes. Hence, an incoming hole can just as easily
be absorbed as an incoming electron. Thus, new transport channels actually open at all multiples of eV, i.e., at

20g =neV, n=12,... (11.107)
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24

)

n

=1,2,...

(11.108)

The case n = 0 corresponds to direct quasiparticle transfer from one superconductor to the other, similar to
quasiparticle tunneling in a superconductor-insulator-superconductor junction.
The opening of new transport channels leads to structures in the current-voltage characteristics below the gap,

specifically to peaks in the differential conductance dI/dV:

dl

dv
1
74

132



12

Unconventional pairing

In this chapter we first discuss why interactions different from the phonon-mediated one might lead to unconven-
tional pairing, that is to a gap function Ay with non-trivial symmetry. Then we will briefly consider the origin
of such interactions.

12.1 The gap equation for unconventional pairing

We will still use the BCS gap equation even when discussing unconventional superconductors. While the BCS
mean-field theory might not be quantitatively correct in such cases, it will give a clear understanding of why
the gap Ak can have non-trivial symmetry. To get started, we briefly review results from BCS theory. The
phonon-mediated interaction was derived in Sec. 8.4,

(ivn)?

VRPA : i) — RPA , . ,
eff (q ZVH) C (q ZV’rL) (Y:Vn)Q — W(%(Zyn)

(12.1)

where VCBP A is the screened Coulomb interaction and wq is the renormalized phonon dispersion. The retarded
interaction at small frequencies is

e? v?

VE(q,iv,) =24 ,
ot (s ivn) 7Tq2+,£3 2 _wéz(y)z + 90+ sgn v

(12.2)

where kg is the inverse screening length. The behavior at small distances r and small but non-zero frequency
v is determined by V& at large ¢, where wq can by approximated by the Debye frequency. The interaction is
thus attractive at low but nonzero frequencies (because of the last factor) and decays like 1/r for small r. The
interaction is strongest at the same site in a tight-binding model (the pole of 1/r is cut off by the finite extend of
the atomic orbitals). In order to understand the physics, it makes sense to replace the interaction by a simplified
one that is completely local (attractive Hubbard model) or, equivalently, constant in k space, as we have done
above. However, the BCS gap equation

1 Ak/
A = —— [/ ;) — |1 — FEh 12.
k N Ek/ kk 2B [ nF( k )} ( 3)

is in fact far more general. In the gap equation, Vi describes the amplitude for scattering of two electrons with
momenta k' and —k’ and opposite spins into states with momenta k and —k.

Let us first consider the case that the interaction is local in real space (flat in k space) but repulsive. This
would apply if the phonons were for some reason ineffective in overscreening the Coulomb interaction. Then we
obtain

1 A
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with Vy > 0. The right-hand side is clearly independent of k so that we have Ay = A and can cancel a factor

of Ay if it is non-zero:
1-— nF Ek/
. 12.
Nl (12:5)

But now the right-hand side is always negative. Consequently, there is no solution with Ag # 0 and thus no
superconductivity for a k-independent repulsion.

Now let us look at a strong interaction between nearest-neighbor sites. We consider a two-dimensional square
lattice for simplicity and since it is thought to be a good model for the cuprates. In momentum space, a nearest-
neighbor interaction is written as

Viae = 2Vi [cos (ko — ki )a + cos (ky, — K )a], (12.6)

where V1 > 0 (V1 < 0) for a repulsive (attractive) interaction.

It is now important to realize which terms in the momentum sum in the gap equation (12.3) are dominant.
The factor 1 —np(Ey/) is on the order of unity since Ex > |Ay/| and |Ax/|/kgT = O(1). On the other hand, the
factor 1/Fy is largest on the normal-state Fermi surface, where Ey = |Ay/|. We therefore concentrate on these
states. The coupling to states away from the Fermi surface is additionally suppressed by the factor Ay:/Eys. This
is a relatively weak, power-law suppression.

Let us first consider the repulsive case V3 > 0. Then Vi is most strongly repulsive (positive) for momentum
transfer k —k’ — 0. But Ay should be a smooth function of k, thus for k and k’ close together, Ay and Ay are
also similar. In particular, Ax will rarely change its sign between k and k’. Consequently, the right-hand side
of the gap equation always contains a large contribution with sign opposite to that of Ay, coming from the sum
over k’/ close to k. Hence, a repulsive nearest-neighbor interaction is unlikely to lead to superconductivity.

For the attractive case, V1 < 0, Vi is most strongly attractive for k — k/ — 0 and most strongly repulsive
for k — k' — (7/a,7/a) and other vectors related by lattice symmetries. The attraction at small q = k — kK’ is
always favorable for superconductivity. However, we also have an equally strong repulsion around q =~ (7/a, 7/a).
A critical situation thus arises if both k and k’ lie close to the Fermi surface and their difference is close to
(w/a,m/a). The central insight is that this can still help superconductivity if the gaps Ax and Ay at k and
k' = k + (7/a,m/a), respectively, have opposite sign. In this case the contribution to the right-hand side of the
gap equation from such k’ has the same sign as Ay since Vi > 0 and there is an explicit minus sign. Note that
superconductivity can even be stabilized by a purely repulsive interaction around q ~ (7w /a, /a) if the interaction
around q = 0 is not too strongly repulsive. We will get back to this point shortly.

This effect is crucial for the cuprates, which do have an effective attractive nearest-neighbor interaction and
have a large normal-state Fermi surface shown here for a two-dimensional model:

The vector Q in the sketch is Q = (7/a,7/a). Following the previous discussion, Ay close to the Fermi surface
should have different sign between points separated by Q. On the other hand, the small-q attraction favors gaps
Ay that change sign “as little as possible.” By inspection, these conditions are met by a gap changing sign on the
diagonals:
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This type of gap is called a d,2_,2-wave (or just d-wave) gap since it has the symmetry of a d,2_,2-orbital
(though in k-space, not in real space). The simplest gap function with this symmetry and consistent with the
lattice structure is

Ax = Ay (cos kga — cos kya). (12.7)

Recall that the gap function away from the Fermi surface is of limited importance because there Ey 2 |€x|. The
d-wave gap Ay also differs from the conventional, approximately constant s-wave gap in that it has zeros on the
normal-state Fermi surface. These zeros are called (gap) nodes. In the present case, they appear in the (11) and
equivalent directions. The quasiparticle dispersion in the vicinity of such a node is

Ey = \/{i + Ak = \/(ek — )% + A2 (cos kya — cos kya)?. (12.8)

ko = ];g G) . (12.9)

Note that kr depends on the direction in momentum space. Evidently, the dg2_,2-wave gap has point nodes for

our two-dimensional model. For a three-dimensional system of layers with negligible coupling, the normal-state

Fermi surface becomes a cylinder along the &, direction and the nodes become straight lines in the same direction.

If the dispersion along k. is not negligible but still small the Fermi surface is deformed but retains the topology of

a cylinder and the nodes remain lines where the Fermi surface intersect with the high-symmetry planes k, = ££,.
Writing k = kg 4+ q and expanding for small g, we obtain

One node is at

BEyxytq = \/(VF -q)? + Af [~ (sinkQa)gza + (sin kYa)q,al?, (12.10)

where

8ek

k=ko - L\/}; G) (12.11)

is the normal-state Fermi velocity at the node. Thus

_k K 2
Fryra ™ \/ (v a2 +0f [ (osin T 2 o] < v @ (v, (1212)

where

k _
Vap 1= Aoasin% <11) L ve. (12.13)

Thus the quasiparticle dispersion close to the node is a cone like for massless relativistic particles, but with
different velocities in the directions normal and tangential to the Fermi surface. Usually one finds vq, < vp since
vqp is controlled by Ag < p. The following sketch shows equipotential lines of Ej.
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X

The fact that the gap closes at some k points implies that the quasiparticle density of states does not have a gap.
At low energies we can estimate it from our expansion of the quasiparticle energy,

D,(B) =+ 37 8(8 - By)
k
= Jizq:é (E_ \/(VF'Q)2 + (qu'q)2>
— 4auc/ (;i‘)]z 5 (E — \/(vF ~q)? + (Vgp - q)z)
-5 ol
20y 20y

= /OO duuwd(E —u) = E, (12.14)
0

TUFVqp TUFVgp

where a,. is the area of the two-dimensional unit cell. We see that the density of states starts linearly at small
energies. The full dependence is sketched in the following figure, where A,.x is the maximum of Ay for k on the
Fermi surface.
D, (E)
Dn(EF)

0 A E

The linear instead of exponential temperature dependence at low T obviously leads to distinct thermodynamic
properties. For example, the electronic contribution to the specific heat is not exponentially suppressed but a
power law ¢ ~ T2,

An additional nice feature of the d-wave gap is the following: The interaction considered above is presumably
not of BCS (Coulomb + phonons) type. However, there is also a strong short-range (local) Coulomb repulsion,
which we here assume not to be overscreened by phonon exchange. This repulsion can again be modeled by a
constant Vj > 0 in k-space. This additional interaction adds the term

_E l—nF(Ek/)

Ay 12.15
N 4= 2B k (12.15)

to the gap equation. But since Ej does not change sign under rotation of k/ by /2 (i.e., 90°), while Ay, does
change sign under this rotation, the sum over k’ vanishes. d-wave pairing is thus robust against on-site Coulomb
repulsion.
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12.2 Cuprates

Estimates of the critical temperature T, of cuprates based on phonon-exchange and using experimentally known
values of the Debye frequency, the electron-phonon coupling, and the normal-state density of states are much
lower than the observed critical temperatures. Also, as we have seen, such an interaction tends to be flat in
k-space, which favors an s-wave gap. An s-wave gap is inconsistent with nearly all pertinent experiments on the
cuprates. The last section has shown that d,2_,2-wave pairing in the cuprates is plausible if there is a repulsive
interaction for momentum transfers q = (7/a, 7/a). We will now discuss the possible origin of this attraction.

T

AFM
Mott SC

0 hole doping x

A glance at typical phase diagrams shows that the undoped cuprates tend to be antiferromagnetic. Weak hole
doping or slightly stronger electron doping destroy the antiferromagnetic order, and at larger doping, supercon-
ductivity emerges. At even larger doping (the “overdoped” regime), superconductivity is again suppressed. Also
in many other unconventional superconductors superconductivity is found in the vicinity of, but rarely coexist-
ing with, magnetic order. This is true for most pnictide and heavy-fermion superconductors. The vicinity of a
magnetically ordered phase makes itself felt by strong magnetic fluctuations and strong, but short-range, spin
correlations. These are reflected by an enhanced spin susceptibility.

At a magnetic second-order phase transition, the static spin susceptibility xq(v = 0) diverges at q = Q, where
Q is the ordering vector. It is Q = 0 for ferromagnetic order and Q = (7 /a, 7/a) for checkerboard (Néel) order
on a square lattice. Even some distance from the transition or at non-zero frequencies v, the susceptibility xq(v)
tends to have a maximum close to Q. Far away from the magnetic phase or at high frequencies this remnant of
magnetic order becomes small. This discussion suggests that the exchange of spin fluctuations, which are strong
close to Q, could provide the attractive interaction needed for Cooper pairing.

The Hubbard model

The two-dimensional, single-band, repulsive Hubbard model is thought (by many experts but not by everyone) to
be the simplest model that captures the principal physics of the cuprates. The Hamiltonian reads, in real space,

H=- Z tijcl cjo+U Z CI¢CiTCZ¢Cii (12.16)
i

ijo
with U > 0 and, in momentum space,
U
H = Z &x C]T“,Cka + N Z cL+q,Tchr<’7q,¢cklickT’ (1217)
ko kk’q

where the chemical potential was absorbed into the dispersion &k = ex — . The Hubbard (U) term approximates
the screened Coulomb repulsion, assuming that screening makes the non-local repulsion negligibly small. The
underlying lattice in real space is a two-dimensional square lattice with each site ¢ corresponding to a Cu™ ion.
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Cu® O~

The undoped cuprate parent compounds have, from simple counting, an odd number of electrons per unit cell.
Thus for them the single band must be half-filled, while for doped cuprates it is still close to half filling. The anti-
ferromagnetic parent compounds are nevertheless insulators. This is attributed to the strong Hubbard interaction
U, i.e., they are Mott insulators.

The transverse spin susceptibility is defined by

X" (a,7) = —(T> $T(q,7) S7(~q,0)), (12.18)
where 7 is the imaginary time, T is the time-ordering directive, and
S*(aq,7) := S*(q,7) £i5Y(q,T) (12.19)

with

S%(q,7): \FZ f oo "Zﬂ’ (7) (12.20)

koo’

are electron-spin operators. o = (0%, 0%, 07) is the vector of Pauli matrices. The susceptibility can be rewritten
as

@) = = 3 (T g aa)(7) (g c0)(0)). (12:21)

Kk
In the non-interacting limit of U — 0, the average of four fermionic operators can be written in terms of products
of averages of two operators (Wick’s theorem). The resulting bare susceptibility reads

(@) = —% (T el () ecsar ) (Tr e (7))

= Z <T cierat(0) g (7 )>0 <TT il (7) CL¢(0)>0

Z Gieraqr(=7) Gy (7). (12.22)

0

The Fourier transform as a function of the bosonic Matsubara frequency iv,, is

Xg(a,ivn) = [ dre™ " xg (q,7)

Tt —=

TeWnT Z Z e~ 1wn (=) gk+q * (iwy,) Z eTnT gki(lw")

W

Z B v, +w!, wn gﬂ+q,¢(iwil)gﬁ¢(iwn = NZ ng+qT iwp — Wn)gu(wn)

W ,iW], W

Z. = L (12.23)

iWn, — W — Ektq twWn — &k

= \

= \
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!
;
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This expression can be written in a more symmetric form concerning the appearing momenta and frequencies by
making use of the identity & = £_x and replacing the summation variables k by —k — q and iw,, by iw, + iv,.

The result is 1
+
_ ) 12.24
Xo qa ZVFL N : : Z Wy, — fk Wy, + 1y — §k+q ( )

The Matsubara frequency sum can be evaluated using methods from complex analysis (contour integration, residue
theorem). We here give the result without proof,

i i) np(&k) — nF(§k+q)' 12.25
Xo (@ iwn NZ Wy + &k — kiq ( )

Note that the same result is found for the bare charge susceptibility except for a spin factor of 2. Diagrammatically,
the result can be represented by the bubble diagram, introduced in Sec. 8.2,

) k,t, io,
Xo (@ ivn) = =5 Mo(a, ivn) = = : (12.26)
k+q.!, io,+iv,

What changes when we switch on the Hubbard interaction U7 In analogy to the RPA theory for the screened
Coulomb interaction we might guess that the RPA spin susceptibility is given by

t t t
— XA = @ + @UQ + o (12.27)
} ) }

but the second and higher terms vanish since they contain vertices at which the Hubbard interaction supposedly
flips the spin,
?
U_. (12.28)

¥
which it cannot do. On the other hand, the following ladder diagrams do not vanish and represent the RPA

susceptibility:
! ( 1
—xgpA:©+@+®+m (12.29)
\ \ \

Since the Hubbard interaction does not depend on momentum, this series has a rather simple mathematical form,
Xtea (@) = X5~ (@ ivn) + X5 (@) Uxg ~ (@ ivn) + X0~ (@) Uxg ™~ (ivn) Uxg (@ ivn) + -
=Xo (@ ivn)[1+Uxg ™ (a,ivn) + Uxg (@, ivn) Uxg (@ ivn) + -]

_ X0 (@ive) (12.30)
1—Uxg~(a,ivn)

[the signs in the first line follow from the Feynman rules, in particular each term contains a single fermionic loop,
which gives a minus sign, which cancels the explicit one in Eq. (12.29)]. The RPA spin susceptibility can be
evaluated numerically for given dispersion £x. It is clear that it predicts an instability of the Fermi liquid if the
static RPA spin susceptibility

x¢ "(q,0)
1-Uxg"(q,0)

Xapal (@, 0) = Xfipa (@ ivn — v 407, 0 = (12.31)

diverges at some q = Q, i.e., if
7 H(Q.0) =1. (12.32)
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Since the spin susceptibility diverges, this would be a magnetic ordering transition with ordering vector Q. Note
that the RPA is not a good theory for the antiferromagnetic transition of the cuprates since it is a resummation
of a perturbative series in U/¢, which is not small in cuprates. ¢ is the typical hopping amplitude. Nevertheless
it gives qualitatively reasonable results in the paramagnetic phase, which is of interest for superconductivity.

The numerical evaluation in the paramagnetic phase at intermediate doping and not too low temperatures
gives a broad and high peak in x;{; AR(q, 0) centered at Q = (7/a,w/a). This is consistent with the ordering at
the same Q observed at weak doping.

Xron (4, 9),0)

jl q
a

o
SRS

At lower temperatures, details become resolved that are obscured by thermal broadening at high 7. The RPA
and also more advanced approaches are very sensitive to the electronic bands close to the Fermi energy; states
with || > kpT have exponentially small effect on the susceptibility. Therefore, the detailed susceptibility at low
T strongly depends on details of the model Hamiltonian. Choosing nearest-neighbor and next-nearest-neighbor
hopping in such a way that a realistic Fermi surface emerges, one obtains a spin susceptiblity with incommensurate
peaks at 7 (1,14 ) and Z(1£0,1).

qx

These peaks are due to nesting: Scattering is enhanced between parallel portions of the Fermi surface, which in
turn enhances the susceptibility [see M. Norman, Phys. Rev. B 75, 184514 (2007)].
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The results for the spin susceptibility are in qualitative agreement with neutron-scattering experiments. However,
the RPA overestimates the tendency toward magnetic order, which is rectified by more advanced approaches.
Spin-fluctuation exchange

The next step is to construct an effective electron-electron interaction mediated by the exchange of spin fluctua-
tions. The following diagrammatic series represents the simplest way of doing this, though certainly not the only

one:
ro L 2 AR 2 SR
U _ -
Vign = +Ez+ . S (12.33)
1l
Vot Vot ol b

Veg flips the electron spins, indicating that it is indeed due to magnetic fluctuations. (As a technical remark,
note that the external legs do not represent electronic Green functions but only indicate the states of incoming
and outgoing electrons.) The series is very similar to the one for the RPA susceptibility. Indeed, the effective
interaction is

Vet(q,ivn) = U + Uxg ™ (q,ivn) U + Uxg ~(Q,ivn) Uxg ~ (quivn) U + -+ -
=U+ U2 [X(_)‘—_(qv iVn) + Xg__ (q7 iVn) UX(T_(qa iVn) + - }
= U+ U? xfipa (a, ivy). (12.34)

Typically, one goes beyond the RPA at this point by including additional diagrams. In particular, also charge
fluctuations are included through the charge susceptibility and the bare Green function G° is replaced by a
selfconsistent one incorporating the effect of spin and charge fluctuations on the electronic self-energy. This
leads to the fluctuation-exchange approzimation (FLEX). One could now obtain the Cooper instability due to
the RPA or FLEX effective interaction in analogy to Sec. 9.1 and use a BCS mean-field theory to describe the
superconducting state. However, since the effective interaction has a nontrivial frequency dependence, one usually
employs an extension of BCS theory that includes the full frequency dependence, known as FEliashberg theory. It
is typically more successful than BCS theory if the interaction is not weak (i.e., the typical interaction times the
electronic density of states is not small). Since the effective interaction is, like the spin susceptibility, strongly
peaked close to (7/a,7/a) and repulsive, it favors d,2_,2-wave pairing, as we have seen.
The numerical result of the FLEX for T, and for the superfluid density ns are sketched here:
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0 doping x

The increase of T, toward low doping is reasonable, in principle: Superconductivity is driven by spin fluctuations,
which are enhanced as one approaches the antiferromagnetic phase transition. However, the monotonous increase
of T, for decreasing doping does not agree with the experimentally observed dome. There are several aspects that
make the region of low doping (underdoping) difficult to treat theoretically. One is indicated in the sketch: ng is
strongly reduced, which indicates that superconductivity may be in some sense fragile in this regime. Furthermore,
the cuprates are nearly two-dimensional solids. In fact we have used a two-dimensional model so far. If we take
this seriously, we know from chapter 7 that any mean-field theory, which Eliashberg theory with FLEX effective
interaction still is, fails even qualitatively. Instead, we expect a BKT transition at a reduced critical temperature.
We now interpret the FLEX critical termperature as the mean-field termperature Tyjp and the FLEX superfluid
density as the unrenormalized superfluid density n?. We have seen in chapter 7 that the bare stiffness K, is
proportional to nY. The BKT transition temperature T is defined by K (I — co) = 2/7. It is thus reduced by
small n?, corresponding to a small initial value K(0) = Ky. This is physically clear: a small stiffness makes it
easy to create vortex-antivortex pairs. The real cuprates are three-dimensional materials, although the hopping
in the direction normal to the CuOs planes is small. For this reason, and also because of the coupling to the
electromagnetic field discussed in Sec. 7.2, the behavior close to the transition is not described by BKT theory.
However, BKT theory does give a reasonable estimate for the doping dependence of the critical temperature T,
in the underdoped regime.

T, is of course also limited by Typ—it can never be larger than Typ—which is most important in the overdoped
regime. A BKT theory on top of the FLEX gives the following phase diagram, which is in qualitative agreement
with experiments:

vortex
fluctuations

0 X

This scenario is consistent with the Nernst effect (an electric field measured normal to both an applied magnetic
field and a temperature gradient) in underdoped cuprates, which is interpreted in terms of free vortices in a broad
temperature range, which we would understand as the range from T, to Tyip.

Also note that spin fluctuations strongly affect the electronic properties in underdoped cuprates up to a
temperature T* significantly higher than Tyr. For example, below T the electronic density of states close to
the Fermi energy is suppressed compared to the result of band-structure calculations. The FLEX describes this
effect qualitatively correctly. This suppression is the well-known but not well-understood pseudogap.

Quantum critical point

The previously discussed approach relies on a resummation of a perturbative series in U/¢. This is questionable
for cuprates, where U/t is on the order of 3. Many different approaches have been put forward that supposedly
work in this strong-coupling regime. They emphasize different aspects of the cuprates, showing that it is not even
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clear which ingredients are the most important for understanding the phase diagram. Here we will review a lign
of thought represented by Chandra Varma and Subir Sachdev, among others. Its starting point is an analysis of

the normal region of the phase diagram.

T
T -
s . ’strange metal”’ L7
Noop~T -
N s
\ , .
pseudo— / Fermi
gap \ / liquid
2 \
LT-<
< superconductor
0 X

Roughly speaking, there are three regimes in the normal-conducting state:

e a pseudo-gap regime below T* at underdoping, in which the electronic density of states at low energies is

suppressed,

e a “strange-metal” regime above the superconducting dome, without a clear suppression of the density of
states but with unusual temperature and energy dependencies of various observables, for example a resistivity

linear in temperature, p o< 7T,

e an apparently ordinary normal-metal (Fermi-liquid) regime at overdoping, with standard p o< const + T2

dependence.

The two crossover lines look very much like what one expects to find for a quantum critical point (QCP), i.e., a

phase transition at zero temperature.

T ~ s
R quantum et
v critical /
affected \ , affected
by phase I \ /by phase Il
phase I \\.// phase II
QCP tuning parameter o
)

c

The regions to the left and right have a characteristic energy scale €(d) inherited from the respective ground
state (at T = 0), which dominates the thermal fluctuations. The energy scales go to zero at the QCP, i.e., for
0 — §. from both sides. Right at the QCP there then is no energy scale and energy or temperature-dependent
quantities have to be power laws. The emerging idea is that the superconducting dome hides a QCP between
antiferromagnetic (spin-density-wave) and paramagnetic order at T' = 0. The spin fluctuations associated with
this QCP become stronger as it is approached. Consequently, the superconductivity caused by them is strongest
and has the highest T, right above the QCP. However, it is not immediately clear why antiferromagnetic long-
range order appears to be suppressed already at very weak doping, while the QCP is located in the middle of
the superconducting dome. Compare the previous argument: There, the spin fluctuations are assumed to be
strongest close to the (finite-temperature) antiferromagnetic phase and one needs to envoke small n; and vortex
fluctuations to argue why the maximum T is not close to the antiferromagnetic phase.
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12.3 Pnictides

The iron pnictide superconductors are a more heterogeneous group than the cuprates. However, for most of
them the phase diagram is roughly similar to the one of a typical cuprate in that superconductivity emerges at
finite doping in the vicinity of an antiferromagnetic phase. This antiferromagnetic phase is metallic, not a Mott
insulator, though, suggesting that interactions are generally weaker in the pnictides.

CeFeAsO,_.F,

superconductor

0 doping x

The crystal structure is quasi-two-dimensional, though probably less so than in the cuprates. The common
structural motif is an iron-pnictogen, in particular Fe?t As3~, layer with Fe?* forming a square lattice and As®~
sitting alternatingly above and below the Fe?* plaquettes.

° TS TS °
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[ 2 L L L ]
T //‘\
Co Q O
N N
As®”

° 'S 'S 'y

2

Fe **

While the correct unit cell contains two As and two Fe ions, the glide-mirror symmetry with respect to the Fe
plane allows to formulate two-dimensional (but not three-dimensional) models using a single-iron unit cell. The
fact that different unit cells are used leads to some confusion in the field. Note that since the single-iron unit
cell is half as large as the two-iron unit cell, the corresponding single-iron Brillouin zone is twice as large as the
two-iron Brillouin zone.

A look at band-structure calculations or ARPES data shows that the Fermi surface of pnictides is much more
complicated than the one of cuprates. The k, = 0 cut typically shows four or five Fermi pockets; the small pocket
at the M point may be absent.
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The (probably outer) hole pocket at " and the electron pockets at X and X’ are well nested with nesting vectors
Q1 = (7/a,0) and Q2 = (0, 7/a), respectively. Not surprisingly, the spin susceptibility is peaked at Q; and Qs in
the paramagnetic phase and in the antiferromagnetic phase the system orders antiferromagnetically at either of
three vectors, i.e., stripe like. Incidentally, the antiferromagnet emerges through the formation and condensation
of electron-hole pairs (excitons), described by a BCS-type theory. The same excitonic instability is for example
responsible for the magnetism of chromium.

Assuming that the exchange of spin fulctuations in the paramagnetic phase is the main pairing interaction,
the gap equation

- 1 1-— TLF(E](/)
A= -~ kz View S A, (12.35)

with Vi large and positive for k —k’ = +Q; or +Q5, favors a gap function Ay that changes sign between k and
k + Q; and between k and k + Qs, following the general discussion in Sec. 12.1. This is most easily accomodated
by a nodeless gap changing sign between the electron and hole pockets:

This gap has s-wave symmetry since it does not show lower symmetry than the lattice, unlike d-wave. To

145



emphasize the sign change, it is often called an si-wave (or s; _-wave) gap. The simplest realization reads

Ay = Ag cos kga cos kya. (12.36)

12.4 Triplet superconductors and He-3

So far, we have assumed that Cooper pairs are formed by two electrons with opposite spin so that the total
spin of the pair vanishes (spin-singlet pairing). This assumption becomes questionable in the presence of strong
ferromagnetic interactions, which favor parallel spin alignment. If superconductivity is possible at all in such a
situation, we could expect to find spin-1 Cooper pairs. Since they would be spin triplets, one is talking of ¢riplet
superconductors. This scenario is likely realized for a few organic salts and certain heavy-fermion compounds
such as UPt3. Furthermore, it has long been favored for SroRuQOy4, which is, interestingly, isostructural to
the prototypical cuprate LasCuQO,4. Recent experiments indicate, however, that the situation might be more
complicated. A triplet pairing state is more certain to be responsible for the superfluidity of He-3, where neutral
He-3 atoms instead of charged electrons form Cooper pairs, see Sec. 2.2.

Formally, we restrict ourselves to a BCS-type mean-field theory. We generalize the effective interaction to
allow for an arbitrary spin dependence,

1
H=3 byt + 52 D Vorom (6 K) el i rere o, (12:37)
ko

kk’/ oro’T’

where o,7,0', 7" =1, | are spin indices. In decomposing the interaction, we now allow the averages (c_k rCko) tO
be non-zero for all 7, 0. Thus the mean-field Hamiltonian reads

HMF = ng CxoCko + = Z Z Vo"ra’ 1! k k/) (<ckac k 'r> C_x’ 7' Ck’ o’ + ClJr(O_CT_kJ_ <ka’,'r’ck’0">) + const.
ko kk’ oto!T!
(12.38)
We define )
R !
Agr(k) == N Z Z Vororr (k, k') <C—k’,7'ck’a’> (12.39)

k/ O.IT/
so that

A (k) = ZZVU,T,UT (k' k <ck, o > (12.40)

k! o'1!

Here, we have used that

[VUTU'T'(ka k/)] i = VUIT'UT (k/7 k)7 (1241)
which follows from hermiticity of the Hamiltonian H. Then
Hyr = Z €k Ckgcka Z A% (k) ek rCko — Z Asr(k Cka _k .~ 1 const. (12.42)
kot kot

The gap functions A, (k) now form a matrix in spin space,

A — [ Ark) Apy(k)
Al = ( Apr(k)  Ayk) ) (12.43)

The function A(k) has an important symmetry property that follows from the symmetry of averages (c_k,+Cko):
It is clear that
(ckac_k77> = —<C_k7TCkg>. (12.44)

Furthermore, by relabeling o <+ 7, ¢/ < 7/, k — —k, k’ — —k’ in the interaction term of H, we see that the
interaction strength must satisfy the relation

Vororr (K, K') = Vigrio(—k, —K'). (12.45)
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Thus

1 ! 1 /
ATU(—k) = _N %: OZT:/ ‘/7_0.7_/0./(—1{7 -k ) <Ck/o"c—k’,7"> = +N ; o; VO’TO"T’ (k7 k ) <c—k’77"ck’o"> = —AUT(k)
(12.46)
or, equivalently,

A(—=k) = —AT(k), (12.47)

where the superscript T denotes the matrix transposition. We now want to write A(k) in terms of singlet and
triplet components. From elementary quantum theory, a spin-singlet pair is created by

f ot it
. kil T kot

sl = 7 : (12.48)
while the m = 1,0, —1 components of a spin-triplet pair are created by
thy = el 1 (12.49)
T

. Gl TGSk
th= , 12.50
kO \/i ( )
th_y=chycl (12.51)

respectively. Alternatively, we can transform onto states aligned with the z, y, and z axes. This is analogous to
the mapping from (I = 1, m) eigenstates onto p, py, and p, orbitals for the hydrogen atom. The new components
are created by

t ot
o et TGOk (12.52)
kx ﬁ )
t ot t 1
t COepCoip T O iy
th =i , 12.53
ky \/i ( )
ot it
Cy 1C + ¢, C
t kol T %kt i
= =t 12.54
kz \/5 kO ( )

which form a vector tL. The term in Hyp involving A, (k) can now be expressed in terms of the new operators,

i oy gt T
ey — 0t s+t —s t+t bew — Ui
=D A (el == lAﬁ(k)kky + Aq (k)2 4 Ay (k) K== L A (k)=
kot k \/g \/é \/é \/i
!

=-> V2 [Ak +d(k) - tH (12.55)
k

(the factor v/2 is conventional), which requires

A = 21K) — Apr(k)

. , (12.56)
d. (k) = _ATT(k); A (12.57)
dy (k) = —i 211 ; Sull), (12.58)
d. (k) = 21 ;r Ao (12.59)

The term in Hyp involving A% _(k) is just the hermitian conjugate of the one considered. We have now identified
the singlet component of the gap, Ak, and the triplet components, k(k). Since

. —d (k) +idy(K)  Ax+ d. (k)
All) = ( A (k) do) 4 idy (0 ) (12.60)
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we can write the gap matrix in a compact form as
A(k) = (Axl +d(k) - o) io?, (12.61)

where o is the vector of Pauli matrices. The appearance of the factor

io¥ — ( g ) (12.62)

should not be misinterpreted as showing that the y-component of the Cooper-pair spin is in some way singled out.
Rather, the factor stems from the anticommutativity of fermionic operators and is only expressed in terms of the
Pauli matrix ¢¥ for convenience. It can also be understood as the unitary part of the antiunitary time-reversal
operator.

The mean-field Hamiltonian Hyr is diagonalized by a Bogoliubov transformation and the gap function A(k)
is obtained selfconsistently from a gap equation in complete analogy to the singlet case discussed in Sec. 10.1,
except that A(k) is now a matrix and that we require four coefficients wuyr, Uiy, vict, vk, We do not show this
here explicitly.

A few remarks on the physics are in order, though. The symmetry A(—k) = —AT (k) implies

(A_kl +d(-k) - o) io? = —i (0¥)" (Axl +d(k) - o7) (12.63)
oY
= A_xl+d(-k)-o=0Y (Axl+d(k) -o") 0¥
a¥(o®) oy

= Akl +d(k)- | o¥(c¥)To¥

a¥(o*) oY
logdondond
=Axl +d(k)- [ —oYo¥o?
loadondend
=Axl —d(k) - o. (12.64)
Thus we conclude that Ay is even,
A_x = Ay, (12.65)
whereas d(k) is odd,
d(—k) = —d(k). (12.66)

Hence, the d-vector can never be constant, unlike the singlet gap in Sec. 10.1. Furthermore, we can expand Ay
into even basis functions of irreducible representations of the point group of the system (which contains rotations,
inversion, and mirror reflections that leave the crystal structure invariant), e.g.,

Ax = At (k) + Adzz,y2 1/)d12,y2 (k) + Adgzz,TQ wdgzz,rz (k) + Admy ¢dwy (k) + Adyz wdyz (k) + Adzm wdzm (k) +o
(12.67)
and expand (the components of) d(k) into odd basis functions,

d(k) = dpz Z/Jm (k) + dpy ¢py (k) + dpz 1/’172 (k) +... (1268)

For the singlet case, we have already considered the basis functions (k) = 1 for conventional superconductors,
¥s(k) = coskgacoskya for the pnictides, and ¢q , ,(k) = coskya — coskya for the cuprates. Typical basis
functions for a triplet superconductor would be v,, = sink;a, i = z,y, 2. He-3 in the so-called B phase realized
at not too high pressures and temperatures (see the phase diagram in Sec. 2.2) has the d-vector

d(k) = Ay [x ¥y, (k) +§ ¥, (k) + 21, (K)], (12.69)

where the basis functions are that standard expressions for p,, p,, and p, orbitals (note that there is no Brillouin
zone since He-3 is a liquid),

Uy, (k) = \/E sin O cos ¢, (12.70)
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P, (k) = \/E sin Oy sin P, (12.71)

¥y, (k) = \/g cos Oy (12.72)
dk) = \/E A k. (12.73)

Hence, He-3 shows p-wave spin-triplet pairing. This is the so-called Balian- Werthamer state. Note that it has

the property that
/3
|[d(k)| = 1/ — |A1] = const (12.74)
4

so that A(k) is nonzero everywhere. What is important here is that the superconducting gap is nonzero everywhere
on the normal-state Fermi surface. The Balian-Werthamer state does not have nodes.
The A phase covers a smaller part of the phase diagram. Here, the d-vector reads

d(k) = Ay d [¢y, (k) + itsy, (k)] | (12.75)

so that

where d is a fixed unit vector. By symmetry, all states obtained by rotating d or the “orbitals” p, and Dy are
degenerate. This is called the Anderson-Brinkman-Morel state. Unlike the Balian-Werthamer state, it has point
nodes. For the d vector above, these appear at k, = k, = 0 since then ¢, (k) = v, (k) = 0.

There are not many pure spin-triplet superconductors as opposed to the superfluid He-3. Triplet pairing is
favored for the superconductor UPt3. As discussed above, fermionic anticommutation implies that the order
parameter must have the form

Ak) = d(k) - oio? (12.76)

with an odd function d(k). The correct way to classify pairing states uses irreducible representations of the point
group of the crystal. We will not explain this type of analysis but only note that the favored d-vectors belong
to the irreducible representation Es,, of the point group Dgp of UPts [see R. Joynt and L. Taillefer, Rev. Mod.
Phys. 74, 235 (2002)]. They are thought to be linear combinations of two basis vectors d; (k) and da(k), which
under point-group operations transform like

d; (k) = (k? - k;)kz Z, (12.77)

do(k) = kokyk, 2. (12.78)
These basis functions are of third order in momentum, meaning that they describe a form of f-wave pairing.
It should be noted that d;(k) and da(k) cannot be correct d-vectors for all momenta since they violate the

periodicity of momentum space. It is, however, common practice to write down basis functions obtained by
group-theoretical analysis in terms of lowest-order polynomials.

12.5 Noncentrosymmetric superconductors

In crystals lacking inversion symmetry, i.e., noncentrosymmetric crystals, a term of the form

Hasoc = /\ZCL gk) - o ck, (12.79)
K

with the spinor operator

o = <CkT> (12.80)

Ck|

and an odd function g(k) is allowed by symmetry. This terms represents antisymmetric spin-orbit coupling
(ASOC). It is forbidden in the presence of inversion symmetry since under inversion g(k) (being odd in k)
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changes sign but the spin o (being a pseudovector) does not. The ASOC splits the bands for the normal state,
except at high-symmetry points with g(k) = 0.

Due to the ASOC, spin is not conserved. This means that also the spin of a Cooper pair is not a good quantum
number. We can still write the pairing matrix as

Ak) = (Agl + d(k) - o) io? (12.81)

with even Ay and odd d(k) since this is the most general 2 x 2 matrix satisfying the condition A(—k) = —A7 (k)
imposed by fermionic anticommutation. But since the spin is not conserved, generically both the singlet amplitude
Ay and the triplet amplitudes d, (k), d, (k), d,(k) are nonzero. In other words, noncentrosymmetric crystals show
a superposition of singlet and triplet pairs, called singlet-triplet mizing. It was shown by Frigeri et al. [Phys. Rev.
Lett. 92, 097001 (2004)] that pairing states with d(k) || g(k) are energetically favorable. This is plausible
since the Cooper pairs are then “compatible” with the ASOC in the normal-state Hamiltonian. Examples for
noncentrosymmetric superconductors are YPtBi, CePt3Si, CeRhSi3, and Y,Cj.

As an example, let us consider a cubic crystal with point group T, which does not include inversion symmetry.
Then, the lowest-order polynomial form for the g-vector reads

g(k) =k (k2 — k2) % + ky (k2 — k2) § + k. (k2 — k2) 2. (12.82)

The d-vector should be parallel to g(k). On the other hand, the singlet amplitude Ay is not constrained by
symmetry, beyond being even. This leads to the simplest ansatz

Ak) = (AL + Ay [ky (k2 — k2) 00 + by (k2 — k2) 0y + k2 (K2 — k) 02]) oY, (12.83)

with a singlet amplitude Ag and a triplet amplitude A; (with some dimensionfull factors absorbed). The eigen-
values of the factor in large parentheses are

Ao Ay a2 — B2)]7 + [y (k2 — K21 + [k (2 — k2)]7. (12.84)

Evidently, one of the eigenvalues crosses zero if |A;/Ag| is sufficiently large. This happens on a surface in
momentum space since there is one constraint on (k;, ky, k.). This surface generically intersects with the normal-
state Fermi surface along a line. Hence, we expect line nodes if the triplet component is sufficiently large. Recall
that for the cuprates the line nodes occur in the high-symmetry (mirror) planes k, = +k,. Here, the situation is
very different: the vanishing eigenvalue and thus the line nodes are not tight to high-symmetry planes.
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