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Abstract

We investigate systems with a mixed phase space, where regular and chaotic dynamics coexist.

Classically, regions with regular motion, the regular islands, are dynamically not connected to

regions with chaotic motion, the chaotic sea. Typically, this is also reflected in the quantum

properties, where eigenstates either concentrate on the regular or the chaotic regions. However,

it was shown that quantum mechanically, due to the tunneling process, a coupling is induced

and flooding of regular islands may occur. This happens when the Heisenberg time, the time

needed to resolve the discrete spectrum, is larger than the tunneling time from the regular region

to the chaotic sea. In this case the regular eigenstates disappear. We study this effect by the

time evolution of wave packets initially started in the chaotic sea and find increasing probability

in the regular island. Using random matrix models a quantitative prediction is derived. We find

excellent agreement with numerical data obtained for quantum maps and billiards systems. For

open systems we investigate the phenomenon of flooding and disappearance of regular states,

where the escape time occurs as an additional time scale. We discuss the reappearance of regular

states in the case of strongly opened systems. This is demonstrated numerically for quantum

maps and experimentally for a mushroom shaped microwave resonator. The reappearance of

regular states is explained qualitatively by a matrix model.

Zusammenfassung

Untersucht werden Systeme mit gemischtem Phasenraum, in denen sowohl reguläre als auch

chaotische Dynamik auftritt. In der klassischen Mechanik sind Gebiete regulärer Bewegung,

die sogenannten regulären Inseln, dynamisch nicht mit den Gebieten chaotischer Bewegung,

der chaotischen See, verbunden. Dieses Verhalten spiegelt sich typischerweise auch in den

quantenmechanischen Eigenschaften wider, so dass Eigenfunktionen entweder auf chaotischen

oder regulären Gebieten konzentriert sind. Es wurde jedoch gezeigt, dass aufgrund des Tun-

neleffektes eine Kopplung auftritt und reguläre Inseln geflutet werden können. Dies geschieht

wenn die Heisenbergzeit, das heißt die Zeit die das System benötigt, um das diskrete Spek-

trum aufzulösen, größer als die Tunnelzeit vom Regulären ins Chaotische ist, wobei reguläre

Eigenzustände verschwinden. Dieser Effekt wird über eine Zeitentwicklung von Wellenpaketen,

die in der chaotischen See gestartet werden, untersucht. Es kommt zu einer ansteigenden

Wahrscheinlichkeit in der regulären Insel. Mithilfe von Zufallsmatrixmodellen wird eine quan-

titative Vorhersage abgeleitet, welche die numerischen Daten von Quantenabbildungen und Bil-

lardsystemen hervorragend beschreibt. Der Effekt des Flutens und das Verschwinden regulärer

Zustände wird ebenfalls mit offenen Systemen untersucht. Hier tritt die Fluchtzeit als zusätz-

liche Zeitskala auf. Das Wiederkehren regulärer Zustände im Falle stark geöffneter Systeme

wird qualitativ mithilfe eines Matrixmodells erklärt und numerisch für Quantenabbildungen

sowie experimentell für einen pilzförmigen Mikrowellenresonator belegt.
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1 Introduction

In this thesis we investigate quantum systems for which the corresponding classical dynamics

shows a mixed phase space. In such systems regular and chaotic motion coexist. The regular

motion is stable under small variations of the initial conditions, whereas in chaotic regions

even tiny changes of initial conditions lead to an exponential separation in phase space. The

understanding of quantum mechanical properties of systems with a mixed phase space is an

important topic of current research in quantum chaos [1–3]. In the past decades many impor-

tant results have been obtained considering systems, which are either completely regular or

completely chaotic [4–6]. Typical Hamiltonian systems, however, have a mixed phase space [7].

An example of such a system is presented in Fig. 1.1(a). Regular trajectories (red) show an el-

liptical shape and together they form the so-called regular island, while the chaotic trajectories

(blue) are distributed over two-dimensional regions in phase space, the so-called chaotic sea.

One aim in the field of quantum chaos is to understand the quantum mechanical properties of

such systems by means of classical trajectories. For this purpose typical actions S of the system

have to be large in comparison with Planck’s constant h. The corresponding limit S
h
→ ∞ can

be described by an effective Planck constant heff = h
S
, which goes to zero in the semiclassical

limit. In this limit quantum mechanical eigenfunctions localize on classical structures in phase

space and thus they can be classified as regular or chaotic. This behavior is predicted by the

semiclassical eigenfunction hypothesis [8–10]. Even in the quantum regime for finite heff 6= 0

one often finds regular states as shown in Fig. 1.1(b) and chaotic states shown in Fig. 1.1(c),

which is also verified in the literature [11–16].

Semiclassically one can construct by the WKB-quantization [17] purely regular states, which

concentrate on classical regular tori Cm, fulfilling the quantization condition

∮

Cm

p dq =

(

m+
1

2

)

heff . (1.1)

These tori are shown as red ellipses in Fig. 1.1(a). This yields a fixed number of regular states,

which only depends on the area of the regular island. For chaotic states no such construction

exits, yet their statistical properties can be described by random matrix models [11, 18, 19].

However, due to the so-called dynamical tunneling [20], regular and chaotic states are coupled,

in a way that no eigenfunction is purely regular or purely chaotic and a regular state decays

to the chaotic sea with a characteristic rate, the tunneling rate γm. Usually this coupling is
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Figure 1.1: Flooding in a system with a mixed phase space: (a) classical phase space.
The regular island consists of regular trajectories in red, whereas a chaotic trajectory is
shown in blue. The Husimi function of a regular (b) and a chaotic (c) eigenfunction of the
corresponding quantum system are shown in comparison. A flooded state (d) ignores the
classical phase space structure and extents over chaotic and regular regions.

exponentially small and for each eigenfunction either chaotic or regular behavior dominates. In

Ref. [21] the authors found eigenstates, which completely ignore classical phase space structures.

These so-called flooded states, see Fig. 1.1(c), extent over both chaotic and regular regions in

phase space. In systems with flooded states the effective coupling of regular and chaotic states

is very strong, such that some regular states no longer exist, and an additional condition for

the existence of regular states was found [22, 23]

γm <
1

τH,ch

. (1.2)

The tunneling rate γm of the regular state with quantum number m has to be smaller than the

Heisenberg time τH,ch = heff

∆ch
of the chaotic sea with mean level spacing ∆ch. The knowledge

about the flooding of regular states was used for example to explain the conductance behavior

of nano wires with one-sided surface roughness [24, 25].

In this work we study the flooding of regular phase space islands by the time evolution of

wave packets, which are initially localized within the chaotic sea. In contrast to the classical

analog, where a trajectory remains in the chaotic sea for all times, the quantum mechanical

probability in the regular island increases with time until a saturation plateau is reached. The

height of this plateau is a measure for the amount of flooding in the system. A quantitative

flooding criterion, based on the properties of eigenfunctions, is derived and numerical results
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are compared to predictions obtained by numerically evaluated random matrix models. We find

a universal behavior, which can be predicted by the analytic solution of a 2 × 2 matrix model.

With the mushroom billiard we show, that also two dimensional systems can be described by

this model.

So far all investigations of flooding have considered closed systems, which are difficult to

access experimentally. Hence, we also study flooding in open quantum systems by introducing

absorbing regions in phase space. In analogy to the analysis of eigenfunctions in closed systems

we study the resonance states of open systems. When opening a system with flooded regular

states, we find the reappearance of the corresponding regular states. Each resonance state de-

cays, due to absorption, with a characteristic rate, the escape rate. With increasing absorption

also the decay rates increase until a critical opening is reached. The coupling of regular and

chaotic states, which leads to flooded states, vanishes at this point and a regular resonance

reappears. The corresponding decay rate saturates or even decreases with further increasing

absorption. Such a behavior is also called resonance trapping [26–28]. Using a matrix model

the reappearance of regular states can be explained qualitatively.

We discusses the first experimental investigations of flooding using microwave billiards. Here,

the similarity of Maxwells equations to the Schrödinger equation in two dimensions allows to

study quantum systems with a mixed phase space via an analog macroscopic setup [29–32].

By measurement of the transmission properties in mushroom shaped microwave resonator we

experimentally observe the reappearance of regular states.

This thesis is organized as follows: After the introductory Chapter 2, which discusses the

properties of systems with a mixed phase space, we study flooding in closed quantum systems

in Chapter 3. The reappearance of flooded regular states is investigated for quantum maps and

in mushroom billiard experiments in Chapter 4. Finally, the thesis is concluded in Chapter 5

with a summary and outlook.





2 Systems with a mixed phase space

In this chapter we introduce the main concepts and properties of systems with a mixed phase

space. We concentrate on area preserving maps and define the classical kicked maps used in

this thesis in Sec. 2.1. The quantization of maps on the torus is discussed in Sec. 2.2. In

Sec. 2.3 we introduce the two-dimensional mushroom billiard as another example with a mixed

phase space. Unless explicitly stated we use system-adapted units. These are introduced for

the kicked rotor in App. A.1.

2.1 Kicked maps

Classical kicked maps allow for a very easy modeling and understanding of systems with a

mixed phase space, see Refs. [33, 34] for a detailed introduction. These systems are described

by the explicitly time-dependent Hamiltonian

H(q, p, t) = T (p) + V (q)
∑

n∈Z

δ(t− n) . (2.1)

The kinetic energy T depends on the momentum p and the potential energy V on the position

variable q.

Hamilton’s equations of motion yield

q̇ =
∂H(q, p, t)

∂p
= T ′(p) , (2.2a)

ṗ = −∂H(q, p, t)

∂q
= −V ′(q)

∑

n∈Z

δ(t− n) . (2.2b)

We get a stroboscopic view of the solution of these equations by evaluating q(t) and p(t) just

after the n-th kick

qn = lim
εց0

q (n+ ε) , (2.3a)

pn = lim
εց0

p (n + ε) . (2.3b)

The sequence of successive phase space points (qn, pn) is called orbit. We define the mapping
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M via

M : (qn, pn) 7→ (qn+1, pn+1) . (2.4)

By construction the momentum is constant between the kicks and thus the position changes

linearly. The change in momentum is instant at each kick and the mapping yields by use of

Eq. (2.2)

M :
qn+1 = qn + T ′(pn)

pn+1 = pn − V ′(qn+1) = pn − V ′(qn + T ′(pn)) .
(2.5)

In the following we introduce several kicked maps, which are used in this work.

2.1.1 Standard map

The first example is the Chirikov standard map [35]. The corresponding Hamiltonian describes

the dynamics of a kicked rotor

H(q, p) =
p2

2
+

k

(2π)2
cos(2πq)

∑

n∈Z

δ(t− n) , (2.6)

with kicking strength k. The transformation from metric units to the system-adapted units is

shown in App. A.1 for the standard map. With Eq. (2.5) one obtains

M̃standard :
qn+1 = qn + pn

pn+1 = pn + k
2π

sin (2π[qn + pn]) .
(2.7)

The Hamiltonian is invariant to translations in position space

H(q + 1, p) = H(q, p) . (2.8)

The mapping in phase space is also invariant under integer translations in momentum direction

pn+1 = pn +
k

2π
sin (2π[qn + pn]) ⇔ pn+1 + 1 = pn + 1 +

k

2π
sin (2π[qn + pn + 1]) . (2.9)

Although the total number of full rotations of the kicked rotor between the kicks is changed

by this translation, one defines the mapping Mstandard by use of the modulo operation in both

coordinates q and p

Mstandard :
qn+1 = (qn + pn) mod 1

pn+1 =
[(

pn + k
2π

sin 2πqn+1 + 1
2

)

mod 1
]

− 1
2
.

(2.10)

This reduces the mapping to the torus [0, 1] × [−1
2
, 1

2
]. The application of this mapping is

shown in Fig. 2.1 for various kicking strengths k. For k = 0 the system is integrable because

of momentum conservation as shown in (a) and the horizontal lines are regular tori. For small



2.1.1 Standard map 7

q

p

(a)

−0.5

0.0

0.5

0.0 0.5 1.0

k = 0

q

p

(b)

−0.5

0.0

0.5

0.0 0.5 1.0

k = 0.1

q

p

(c)

−0.5

0.0

0.5

0.0 0.5 1.0

k = 2.5

q

p

(d)

−0.5

0.0

0.5

0.0 0.5 1.0

k = 10

Figure 2.1: Orbits of the standard map for various kicking strength.

perturbations almost all tori persist and are deformed as stated by the KAM-theorem [36].

This is illustrated for k = 0.1 in (b). In the center at qs = 0.5, ps = 0 is a stable fix point and at

qu = 0, pu = 0 one has an unstable fix point. For k = 2.5 (c) the mixed phase space structure

is clearly visible with regular motion around stable fixed or periodic points and chaotic motion

that fills whole phase space areas and forms the chaotic sea. Whereas there are no visible

regular islands for k = 10 (d). The mapping defined with the standard map shows very rich

and complicated structures with a mixed phase space, resonance chains, which influence the

tunneling in the quantum mechanics [37–40], and partial barriers, which limit the classical

transport [41–43].

To investigate the flooding effect in systems with a mixed phase space we want to study

systems as simple as possible. Therefore we choose designed maps, which allow to control the

various properties of the phase space structure at a much finer scale.



8 2.1 Kicked maps

2.1.2 Designed kicked maps

For most of the investigations in this thesis we use designed kicked maps. They are constructed

such that the phase space shows a large regular island without visible island chains in the

transition region to the chaotic sea [21]. Although generally there are always small island

chains we choose maps for which they are not relevant for the quantum mechanics in the

considered heff-regime. The phase space in Fig. 2.2(a) shows the structure of one regular island,

which is surrounded by the chaotic sea. The potential and kinetic energy are defined as

V (q) = −kb
(

k(q)

2
+ x(q)

)

− rx(q)2

2
(2.11a)

T (p) =

{

sp
4
− p+ sp2

2
− s

32
− a

4
(p ≤ 0)

sp
4

+ ap− sp2

2
− s

32
− a

4
(p > 0)

. (2.11b)

where s, r, a, and b are free parameters. To extend the potential to many unit-cells in phase

space we use the cell index k and inter-cell position variable x as auxiliary variables

k(q) =

⌊

q +
1

2

⌋

(2.12a)

x(q) = q − k = q −
⌊

q +
1

2

⌋

, (2.12b)

where ⌊·⌋ is the integer part of a number. Both functions are continuous and the kinetic energy

in the center of the regular island at p = 0.25 is set to zero. For the mapping the first derivative

is needed

V ′(q) = −rx(q) − bk(q) (2.13a)

T ′(p) =

{

sp+ s
4
− 1 (p ≤ 0)

−sp+ s
4

+ a (p > 0)
. (2.13b)

The phase space for three unit-cells in phase space in shown in Fig. 2.2(b). For analytic

(a)

−0.5

0.0

0.5

−0.5 0.0 0.5q

p

(b)

−0.5 0.0 0.5 1.0 1.5 2.0 2.5q

Figure 2.2: Classical phase space of the designed kicked map with one (a) and with three
unit-cells (b) in phase space.
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parameter M1 M2

s 2 2
r 0.65 0.65
a 1 0
b 1 0

Table 2.1: Parameters used for the mappings M1 and M2.

computations of tunneling rates and to control the transition region between regular and chaotic

motion a smoothing of the discontinuous mapping with a Gaussian of width ǫ = 0.015 is used.

The resulting equations are shown in App. A.2. In this thesis we use two sets of parameters,

which are listed in Tab. 2.1 and define the maps M1 and M2

M1,2 :
qn+1 =

(

qn + T ′(pn) + 1
2

)

mod Mq − 1
2

pn+1 =
(

pn − V ′(qn + T ′(pn)) + 1
2

)

mod 1 − 1
2
,

(2.14)

where Mq is the number of unit-cells in q-direction and the phase space is restricted to the

torus [−1
2
,Mq − 1

2
] × [−1

2
, 1

2
]. The functions for the potential and kinetic energy are visualized

in Fig. 2.3. The average value of T ′(p) defines the transport behavior along the q-axis of the

mapping. In the case of M1 the averaged T ′(p) is −1 in the lower part of the phase space with

p < 0 and 1 in the upper part p > 0. This leads to transport of the regular islands to the right

and in the chaotic sea the diffusive transport is biased to the left. The mapping of a phase

space point inside the first regular island yields a point inside the second when Mq > 1. For

M2 the upper part of the phase space and thus the regular island shows no transport. Thus

each regular orbit is restricted to one of the Mq regular islands.

2.2 Quantized torus maps

We want to investigate the quantum mechanics of the systems introduced in the previous

section. Several approaches on the quantization of area preserving maps can be found in

Refs. [17, 44–47]. The periodic boundary conditions imply that the wave functions in position

and momentum representation have to fulfill the Bloch condition

〈q +Mq |ψ〉 = e2πiθq 〈q |ψ〉 (2.15a)

〈p+Mp |ψ〉 = e−2πiθp 〈p |ψ〉 , (2.15b)

where θq and θp are Bloch phases. The number of unit-cells Mp in p-direction is set to one

for all cases considered in this thesis. We use the de-Broglie relation for plane waves with
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Figure 2.3: Potential and kinetic energy and their derivatives for the mappings M1 (left) and
M2 (right). The discontinuous functions are plotted in blue in comparison to the Gaussian
smoothed ones used for the quantum mechanics in black.
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momentum pl

pl =
heff

λ
(2.16)

where heff is the effective Planck constant, see App. A.1, and λ is the wave length. With

Eq. (2.15) one obtains

e
i

~eff
plq (2.15)

= e
i

~eff
pl(q+Mq)

e−2πiθq (2.17)

e2πi q
λ = e2πi

q+Mq
λ e−2πiθq (2.18)

= e2πi q
λ e

2πi
“

Mq
λ

−θq

”

(2.19)

a quantization condition for the wave length λ

λ =
Mq

l + θq
, (2.20)

where l is an integer number. Thus also the momentum is quantized

pl =
heff

Mq
(l + θq) . (2.21)

Suppose the number of momentum values that fit in the interval [−1
2
,Mp − 1

2
] is N . Then the

difference of neighboring discrete momentum values is

pl+1 − pl =
Mp

N
. (2.22)

The same difference evaluated using Eq. (2.21) gives

pl+1 − pl =
heff

Mq

l+1+θq

− heff

Mq

l+θq

=
heff

Mq

. (2.23)

By comparison of Eqs. (2.22) and (2.23) we obtain a relation for the effective Planck constant

heff =
MqMp

N
. (2.24)

The units of momentum and position fix the Hilbert space dimension N such that exactly N

Planck cells cover the available phase space volume on the torus. With Eqs. (2.24) and (2.21)

one obtains the possible values for p

pn = Mp
θq + n

(0)
p + n

N
with n = 0, ..., N − 1 , (2.25)
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where n
(0)
p is used to shift the momentum lattice such that pmin = −0.5. In a similar way we

find for the position lattice

qk = Mq
θp + n

(0)
q + k

N
with k = 0, ..., N − 1 . (2.26)

The lattice shifts are computed as follows

n(0)
q =

⌈

N

Mq
qmin − θp

⌉

, (2.27)

n(0)
p =

⌈

N

Mp

pmin − θq

⌉

, (2.28)

where ⌈x⌉ denotes the smallest integer larger or equal to x. For the maps M1 and M2 we choose

the beginning of the lattice in analogy to the modulo operation for the classical mapping as

qmin = −0.5 and pmin = −0.5.

2.2.1 Time evolution operator

The time evolution operator corresponds to the classical kicked map and one studies the eigen-

value equation of the time evolution operator

U |ψn〉 = e2πiϕn |ψn〉 , (2.29)

where |ψn〉 are the eigenstates and ϕn the eigenphases of the time evolution operator U . It is

evaluated over one period of the kicking just after the kick

U ≡ lim
ǫց0

U(t+ 1 + ǫ, t+ ǫ) . (2.30)

This operator separates in two parts K and F

U = e
− i

~eff
V (q)

e
− i

~eff
T (q) ≡: K ◦ F . (2.31)

In order to fulfill periodic boundary conditions in the Eq. (2.15) the potential and kinetic

energy functions V (q) and T (p) both have to be either strictly periodic or the Bloch phases

are restricted by further conditions as will be discussed in the following section. The matrix

representation of K is diagonal in position space

〈qk|K |ql〉 = e
− i

~eff
V (ql)δkl (2.32)
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and F is diagonal in momentum representation

〈pk|F |pl〉 = e
− i

~eff
T (pl)δkl . (2.33)

In position representation F is given by

〈qk|F |ql〉 =
∑

m,n

〈qk | pm〉 〈pm|F |pn〉 〈pn | ql〉 . (2.34)

Using

〈qk | pn〉 =
1√
N

e
i

~eff
qkpn , (2.35)

one obtains with Eq. (2.25) and Eq. (2.26)

〈qk|F |ql〉 =
∑

m

〈qk | pm〉 〈pm | ql〉 e
− i

~eff
T (pm)

(2.36)

=
1

N

∑

m

e
2πi
N

“

θq+n
(0)
p +m

”

(k−l)
e
− i

~eff
T (pm)

. (2.37)

This leads to U = K ◦ F in position representation

〈qk|K ◦ F |ql〉 =
∑

m

〈qk|K |qm〉 〈qm|F |ql〉 (2.38)

=
1

N
e−i/~effV (qk)

∑

m

e
2πi
N

“

θq+n
(0)
p +m

”

(k−l)
e
− i

~eff
T (pm)

. (2.39)

Remarks on the numerical implementation of the time evolution of wave packets can be found

in App. B.1.

2.2.2 Quasi-periodic potential and kinetic energy functions

As already mentioned the quantization on the torus relies strongly on the periodicity, which is

given for example using a periodic Hamiltonian. However the kinetic energy of the standard

map and the potential of the designed maps are not periodic, which can lead to discontinuities

on the torus. They have a strong and unwanted influence on the quantum mechanical system.

For example for the standard map the kinetic energy is quadratic

T (pn) =
p2
n

2
. (2.40)

Obviously this function is not periodic, though the part of the time evolution operator, which

depends on T , the operator F , can be made periodic for certain lattices pn. The diagonal

matrix in momentum representation, Eq. (2.33), contains only exponential functions, which are
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periodic if the argument is an integer multiple of 2π

2πi

heff
T (pn +Mp) = 2πi

(

1

heff
T (pn) + k

)

with k ∈ Z . (2.41)

This condition is equivalent to

1

heff
(T (pn +Mp) − T (pn)) = k (2.42)

(2.40)
=

1

2heff

[

(pn +Mp)
2 − p2

n

]

(2.43)

=
N

2Mp
[2Mppn +Mp] (2.44)

(2.25)
=

N

2Mp

[

2Mp

N

(

θq + n(0)
p + n

)

+Mp

]

(2.45)

=
N

2
+ θq + n(0)

p + n . (2.46)

The periodicity of F is valid if the resonance condition for θq is fulfilled

θq =
N

2
mod 1 . (2.47)

In a similar way we obtain a restriction for θp in the case of M1 by using the potential energy

V and the operator K in position representation

θp =
N

2
mod 1 . (2.48)

Thus, the only Bloch phase to choose freely is θq for the map M1 and for the standard map it

is θp.

2.3 Mushroom billiard

A billiard system is given by a freely moving point-like particle confined by hard wall boundaries

∂Ω, which are perfectly reflecting, such that the angle of incidence equals the angle of reflection,

see Fig. 2.4. Depending on the shape of the billiard one obtains integrable dynamics like in the

rectangular, circular, and elliptical billiard [48] or ergodic motion like in the Sinai [49, 50] and

the stadium billiard [51,52]. The mushroom billiard [53] gives an example of a mixed system. It

consists of a rectangular stem of length l and width a and a half circular cap with radius R. In

Fig. 2.4 the shape of the boundary of the desymmetrized mushroom billiard is shown. Since the

system has two degrees of freedom the phase space is four dimensional. The energy and thus

the modulus of the momentum are conserved. Therefore we fix both quantities by demanding

|~p| = 1, which restricts the dynamics to a three dimensional hyper-surface. In order to further
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reduce the dimensionality we use the Birkhoff coordinates [54] (s, pt) with the arc-length along

the boundary s and the tangential momentum pt at the moment when the particle is reflected

on the blue wall in Fig. 2.4. One obtains a Poincaré section of the phase space, which contains

almost all possible trajectories except a set of measure zero e.g. bouncing ball orbits in the

stem. In Fig. 2.5(a) the structure of the Poincaré section is shown. The blue dots indicate a

chaotic orbit and the motion extends over the whole mushroom area, see Fig. 2.5(c), whereas

the motion in the regular part of the phase space, marked in red, is limited to the cap with

conserved modulus of the angular momentum with respect to the center of the circle, shown in

Fig. 2.5(b).

The quantum mechanics of the mushroom billiard is described by the time-independent

Schrödinger equation in two dimensions

− ~2

2m

(

∂2

∂x2
+

∂2

∂y2

)

ψn = Enψn (2.49)

with Dirichlet boundary conditions, i.e. ψn(x, y) = 0 for (x, y) ∈ ∂Ω. There is no analytic

solution of this eigenvalue problem and we use for the numerical computation of wave functions

the improved method of particular solutions [55, 56].

Rl

a sΩ

∂Ω

Figure 2.4: Desymmetrized mushroom billiard with stem length l, stem width a, and radius
R. The arc length s is measured along the boundary starting at the corner to the right.
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pt
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Figure 2.5: Phase space of the mushroom billiard in Birkhoff coordinates (a). Regular tori
are marked in red and a chaotic orbit is shown in blue, whereas the corresponding trajectories
are shown in position space (b) and (c).





3 Flooding of regular states

In this chapter we study the flooding of regular states. For this we mainly consider the time

evolution of wave packets started in the chaotic sea for quantum maps, which leads to linearly

increasing probability within the regular island in a first time regime, explained in Sec. 3.2.

Afterwards the full time-dependent solution is modeled in Sec. 3.4. We also find adaptive

solutions for the case of the standard map in Sec. 3.5 and show in Sec. 3.6 that the theoretical

results are applicable to two dimensional billiards, particularly discussing the mushroom billiard

here.

3.1 Numerical time evolution in quantum maps

The first class of systems for which we study the flooding phenomenon are quantum maps. The

time evolution of wave packets gives an intuitive understanding of the nature of flooding. We

analyze a sequence of wave functions |φ(n)〉 generated by the iterative application of the time

evolution operator

|φ(n+ 1)〉 = U |φ(n)〉 . (3.1)

Remarks on the numerics of the time evolution can be found in App. B.1. The initial wave

packet |φ(0)〉 is chosen such that it is located in the chaotic sea. To measure the amount

of flooding we use two different measures. The first is the probability in the regular part of

the phase space expressed in terms of the Husimi function, see Sec. 3.1.1. A second measure is

based on the projection of the time-evolved wave packet onto states localized within the regular

island, see Sec. 3.1.2.

3.1.1 Husimi weight

Using the Husimi function [57] allows to study the probability of a wave function within the

classical regular island as was demonstrated in Ref. [22]. To define the Husimi function, one

starts with a coherent state |α(q̃0, p̃0)〉, which is localized around the phase space point (q̃0, p̃0)

and embodies the minimal uncertainty of position and momentum width. The position repre-
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sentation of a coherent state |α(q̃0, p̃0)〉 respecting the periodic boundary conditions is

α(qn, q̃0, p̃0) =

(

2heffRe c

M2
p

)
1
4

∞
∑

l=−∞
exp

(

− c

2~eff
(qn − (q̃0 + lMq))

2 + i
p̃0qn
~eff

+ 2πiθql

)

. (3.2)

The Husimi function is then given by

H|φ〉(q̃0, p̃0) =
1

heff
|〈α(q̃0, p̃0) |φ〉|2 . (3.3)

Numerically this quantity is evaluated on an equidistant grid in phase space and the result is

usually illustrated in a two dimensional color plot. Details on the implementation can be found

in App. B.2.

We consider an eigenstate |pi〉 of the momentum operator as initial state |φ(0)〉

〈pi |φ(0)〉 = δij , (3.4)

where pj is chosen randomly in the chaotic sea pj ∈ [−0.4,−0.1]. The Husimi function of the

time-evolved wave packet |φ(t)〉 is shown in Fig. 3.1 for the first time steps. By the use of the

Husimi function H|φ(t)〉 we define a regular weight w(t) by integration over the classical regular

part of the phase space

w(t) =

Mq−1
∑

k=0

∫

Ik

H|φ(t)〉(q, p) dq dp . (3.5)

The boundary of the integration area Ik is determined by a regular torus at the border of

regular island in the corresponding classical map around the fixed point (qc, pc) = (k, 0.25) in

the k-th unit-cell. Since the Husimi function resembles the Heisenberg uncertainty relation it

is not necessary to determine this border with a very high accuracy if we restrict our numerical

experiments to parameters not far in the semi-classical limit (heff ≥ 1
50

). In Fig. 3.2(a) the

weight w(t) is shown on a logarithmic timescale for the time evolution of the same wave packet

|φ〉 that is shown in Fig. 3.1. The different curves are computed with varying numbers of unit-

p

q

−0.5

0.0

0.5

−0.5 0.0 0.5

t = 0 t = 1 t = 2 t = 3 t = 4

0

max

Figure 3.1: A wave packet is started in the chaotic sea for t = 0. The Husimi function of
the wave packet is shown together with the classical phase space structure. High probability
is marked in red whereas low probability corresponds to yellow.
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cells Mq and the area of the Planck cell heff is fixed at 1
30

. In all cases w(t) increases with time

until a saturation plateau is reached. However, especially for Mq = 1 the weight w(t) is strongly

fluctuating, whereas for Mq = 1597 the integration area in Eq. (3.5) is much larger and thus

the amplitude of the fluctuations is small. The final probability distribution in phase space is

shown in the insets on the right hand side. For the cases where Mq 6= 1 the Husimi functions

of every unit-cell is computed separately and the result is averaged. To reduce the fluctuations

we use an additional average over Bloch phases θq. For each value of θq the time evolution is

evaluated and the Husimi weight is computed. With respect to the different integration areas

we use much more Bloch phase values for Mq = 1 than for Mq = 1597 as is listed in Tab. 3.1.

The results are shown in the graph of Fig. 3.2(b) and the two different regimes of increasing

weight and saturation plateaus are clearly visible in all cases. The Husimi functions in the

inset show, that a higher saturation plateau for larger Mq corresponds to an effectively smaller

regular island, because the wave packet extends uniformly over the chaotic sea and a part of the

regular island, which grows with increasing Mq. The regular island is flooded for large numbers

of unit-cells Mq in phase space. In the following we are going to find a quantitative description

in dependence of the parameters Mq and heff.

3.1.2 Projection onto regular states

As a second measure for the flooding of regular islands we use the projection onto regular states.

As discussed in the introduction the semi-classical eigenfunction hypothesis [8–10] states that

eigenfunctions are either chaotic or regular in the semi-classical limit. For finite heff Fig. 3.3

shows the Husimi functions of some eigenfunctions of the kicked map M1. The left one is a

typical example of a chaotic state whereas the following sequence is concentrated mostly on

classical regular tori. They are ordered with respect to the area those tori enclose and labeled

by the quantum number m. The outer tori with m = 4 and m = 5 show already significant

probability in the chaotic part of phase space. Thus they are neither purely regular nor purely

chaotic. To characterize the eigenfunctions of such a system quantitatively we want to compare

them to purely regular states. These are eigenstates of a system, which does not contain

regular to chaotic coupling. It was shown for example in Ref. [58] that purely regular states

Mq number of Bloch phases θq for average
1 20000
13 2000
144 200
1597 20

Table 3.1: The number of Bloch phase averages used for the realizations of the quantum
map M1 for the different values of Mq.
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Figure 3.2: Time-dependent Husimi weight w(t) inside the classical regular island for a wave
packet which initially is a momentum eigenstate at p = −0.25 (a). The number Mq of unit
cells in q-direction is varied, while the effective Planck constant is fixed at heff ≈ 1

30 . The
averaged Husimi weight 〈w〉θq is shown in (b).

m = 0 m = 1 m = 2 m = 3 m = 4 m = 5
0

max

Figure 3.3: Eigenfunctions of the quantum map M1. The left picture shows a typical chaotic
state. The following sequence are eigenstates that live mostly on classical regular tori. They
are sorted by the quantum number m.
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can be constructed as eigenstates of a fictitious integrable system. These states fulfill the WKB

quantization rule

Am =

∮

Cm

p dq =

(

m+
1

2

)

heff . (3.6)

Each state concentrates along a classical regular torus Cm that encloses the area Am. For

the designed maps M1,2 with Mq = 1 due to their elliptical island an analytic expression

was found for the regular states. The eigenfunctions of the fictitious integrable system are

harmonic oscillator states that are squeezed in p-direction, rotated around the origin, and

shifted to q = 0, p = 0.25. Neglecting the periodic boundary conditions on torus their position

representation is given by [23]

〈

q
∣

∣

∣
χregm,k

〉

=

√

Mq

2mm!N

(

Re c

π~eff

)1/4

Hm

(

√

Re c

~eff
(q − k)

)

× exp

(

− c

2~eff
(q − k)2 +

i

4~eff
(q − k/2)

)

. (3.7)

This result depends on the quantum number m and the index k of the unit cell in phase space.

The function Hm is the m-th Hermite polynomial and the complex tilting factor c describes the

orientation of the ellipse that can be derived from the linearized map. The numerical value of

c is given for the designed maps M1,2 by c = (
√

351− 13 i)/40 [23]. Although the |χregm,k〉 are

constructed for Mq = 1, the index k allows for purely regular states in every unit-cell in phase

space. By construction those states form an orthogonal basis

〈

χregm,k

∣

∣

∣
χregn,k

〉

= δmn (3.8)

with the exception of quasi modes centered in different unit-cells k and l. But the overlap
〈

χregm,k

∣

∣

∣
χregm,l

〉

is exponentially small as long as we only consider states that live inside the

regular island
〈

χregm,k

∣

∣

∣
χregn,l

〉

≈ 0 k 6= l, n,m < mmax . (3.9)

The number of regular states mmax in each island is given by the island area Areg and Eq. (3.6)

Areg ≥
(

m+
1

2

)

heff (3.10)

Such that

⇒ mmax =

⌊

Areg

heff
− 1

2

⌋

+ 1 . (3.11)

We find for the maps M1,2 numerically that Areg ≈ 0.2126. The Husimi functions of all regular

states m = 0, . . . , mmax − 1 for heff = 1
30

and Mq = 1 are shown in Fig. 3.4. These states

form an orthogonal subspace in the Hilbert space of the system and we study the occupation
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m = 0 m = 1 m = 2 m = 3 m = 4 m = 5
0

max

Figure 3.4: Husimi representation of semi-classically constructed regular states. Those
states fulfill the WKB quantization rule with the quantum numbers m. The number of states
is limited by the area inside the classical regular island.

probability preg
m (t) in every regular state by

preg
m (t) =

Mq−1
∑

k=0

∣

∣

∣

〈

χregm,k

∣

∣

∣
φ(t)

〉∣

∣

∣

2

. (3.12)

Note, that the sum runs over all unit-cells in phase space. Without transport from one island

to another (M2) regular states in different unit-cells are independent and the |χregm,k〉 are a

good approximation for the purely regular states even for Mq 6= 1. But due to the classical

hopping in the island chain for M1 the Mq purely regular states with quantum number m

extend over all cells. As long as the Mq states |χregm,k〉 with constant m in different cells are

non-overlapping they form a basis in the same subspace as the regular states with the same

quantum number. For the quantum maps M1,2 the relevant properties, given by the tunneling

rates and the Heisenberg time, are equal for all regular states with constant quantum number

m. Thus the summation represents an average in the Mq-dimensional subspace.

In Fig. 3.5 the probability preg
m of the regular torus m = 1 is shown. Since the wave packet

is started in the chaotic sea all regular probabilities are zero at t = 0 and we observe Rabi

oscillations for t > 0. In the following we are interested in the long-time behavior and therefore

the data is also shown on logarithmic scale where the initial quadratic increase and the averaged

regular probability is pronounced. Under variation of the Bloch phase θq the amplitude and

frequency of the Rabi oscillations change drastically, because preg
m is very sensitive to spectral

fluctuations especially if there is only one unit-cell and no averaging. A discussion of numerical

errors for the regular weights is presented in App. B.3.

In order to understand the fluctuations we investigate the spectrum of eigenphases ϕ, that

are shown in Fig 3.6(a) as a function of the Bloch phase θq. One observes many phases θq

where the eigenphases of regular states with negative slope seem to cross with the eigenphases

of chaotic states, which show mostly positive slope. These different slopes are caused by the

underlying transport of the classical mapping [17, 59]. A magnification in (b) reveals that the

regular and chaotic states actually perform a so-called avoided crossing due to the tunneling

coupling of these states. Away from the center of the avoided crossing, see the insets on the

left or right hand side, one of the two corresponding eigenfunctions is very close to a purely

regular state, while the other eigenfunction is chaotic. At the center both eigenfunctions show



3.1.2 Projection onto regular states 23

0.0000

0.0001

0.0002

0 250 500 750 1000t

preg
m

(a) (b)

0.0000

0.0001

0.0002

100 102 104 106

10−8

10−6

10−4

100 102 104 106
t

preg
m

(c)

Figure 3.5: Occupation probability preg
m on the regular torus m = 1 (a). The phase θq was

varied (θq = 0 black, θq = 0.15 blue, θq = 0.8 red, θq = 0.95 green). There are N = 30 states
in the system and only Mq = 1 unit-cell in phase space. The same data is shown with a
logarithmic time axis (b), and in a double log-plot (c).
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Figure 3.6: Spectrum of eigenphases ϕ of the quantum map M1 with N = 30 and Mq = 1
under variation of the Bloch phase θq. The straight lines with negative slope mark the
position of regular states. A magnification of a very small avoided crossing is shown in (b).
Additionally the Husimi functions of the corresponding eigenfunctions are shown as insets.

a mixing of chaotic and regular components, as the insets in the middle illustrate. For strong

regular to chaotic coupling the avoided crossing is extended and we find such a strong mixing

of both components for most of the Bloch phases θq. Also for small couplings the amplitude of

the oscillation of preg
m (t) is very large for θq-values in the narrow region of the avoided crossing.
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The oscillation frequency depends on the width of the level splitting.

We use the average over many phases θq

preg
m = 〈preg

m 〉θq (3.13)

to get information about the average flooding for each regular torus. At small times the

oscillations are in phase and highly correlated, because we start with preg
m (t = 0) ≈ 0. Whereas

for large times the correlations are lost due to different frequencies and only the mean value of

the oscillations are important. The resulting graph in Fig 3.7 shows on a logarithmic timescale

that the initial increase is preserved and that a plateau is obtained at large times due to the

averaging. In between one observes a transition regime with oscillations, which are strongly

damped with increasing t. As one would expect, the tori closer to the chaotic sea are flooded

earlier and more strongly than the tori in the center of the island. The probability that is

initially only in the chaotic sea distributes with time over all regular states in different amounts.

Due to probability conservation the preg
m of one regular state cannot be independent from all

others. The flooding of one regular state decreases the probability in the chaotic sea and

therefore leads to smaller values of preg
m for other tori. To get a measure which compensates this

effect we define the flooding value f by

fm(t) =
Nch +Mq

Mq

preg
m

1 −
mmax−1
∑

i=0,i6=m
preg
i

. (3.14)
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Figure 3.7: The averaged regular weights for a wave packet started in the chaotic sea using
the map M1 with Mq = 144 unit-cells and N = 2825. The outer regular states are flooded
faster and reach a higher saturation plateau than the inner ones.
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The additional factor Nch+Mq

Mq
ensures a flooding value f = 1 for a uniform distribution of

probability over all states. This is obtained for the case of complete flooding, for which the

regular probability is preg
m = Mq

Nch+Mq
because there are Mq regular states on the m-th torus and

since we can disregard the other regular states. Due to the renormalization the total number

of states is Nch +Mq. This allows to treat exclusively one regular torus even for large regular

islands, that contain many regular states. The influence of the renormalization is usually very

small for weakly flooded systems with many chaotic states. Fig. 3.8 shows the same data as

Fig. 3.7 renormalized and rescaled according to Eq. (3.14). We find that the outermost torus is

almost completely flooded with f(t) being close to one at large times. The second graph shows

the same data on a double-logarithmic scale and we observe a linear slope at small times, which
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Figure 3.8: The flooding values for a wave packet stated in the chaotic sea using the map
M1 with Mq = 144 unit-cells and N = 2825. Both graphs show the same data: in a
semilogarithmic plot (a) and in a double-logarithmic plot (b). As a guide to the eye a linear
slope of the form f = const · t is shown (dashed black line).
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indicates a linear increase with time as is shown by the dashed black curve in comparison. In the

following sections we will discuss the two regimes of the linear increase and the saturation regime

in more detail. In Sec. 3.4 we introduce a simple matrix model which allows to understand the

height of the saturation plateaus and qualitatively the transient behavior from the linear to the

saturation regime.

3.2 Dynamical tunneling

The tunneling phenomenon is one of the fundamental quantum properties. If there are two

potential wells separated by a barrier a wave packet passes through the barrier from one well to

the other. This process is characterized by a timescale which is the inverse of the tunneling rate

and depends on the shape of the barrier. Although there is no potential barrier between the

regular and chaotic part of the mixed phase space, one finds tunneling through this dynamical

barrier. For kicked maps the tunneling rates can be predicted analytically as described in

Refs. [58–60] or numerically, see Ref. [61]. Although the analytic results agree in general very

well with the numerical tunneling rates, occasionally there are errors up to a factor of two. Due

to the large impact of such an error on flooding we use the numerical results for the tunneling

rates whenever possible. We find that the linear regime (Sec. 3.2.1) of the flooding values is

governed by the tunneling process and in Sec. 3.2.2 we will see that tunneling alone is sufficient

to describe the the process of complete flooding.

3.2.1 Linear regime

We now want to study the linear flooding regime using the tunneling rates. Therefore we have

to distinguish between tunneling in systems with a discrete spectrum where we usually observe

Rabi-oscillations and systems with a continuous spectrum with an exponential decay. In the

latter case Fermi’s golden rule relates the tunneling rates with the coupling matrix elements

Vreg,ch of the involved states [62]

γreg→ch
m =

1

heff

〈

V 2
reg,ch

〉

ρch , (3.15)

where ρch is the density of chaotic states ρch. Although we consider systems with a finite

Hilbert-space dimension and thus discrete spectra, we will see that to some extent the decay

rate can be described by Fermi’s golden rule. In Sec. 3.3.3 a derivation of the same formula is

given for a two-by-two matrix model where the average over many Rabi-oscillations leads to a

linear increase. For now we will use Fermi’s golden rule to relate the tunneling rates with the

density of states and the coupling matrix elements. Due to the symmetry of the matrix element

〈V 2
reg,ch〉 = 〈V 2

ch,reg〉 in Eq. (3.15) the opposite tunneling direction can also be expressed using

Fermi’s golden rule. It is almost the same compared to Eq. (3.15) except that the density of
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states is that of the regular states

γch→reg
m =

1

heff

〈

V 2
reg,ch

〉

ρreg . (3.16)

Using both Eqs. (3.15) and (3.16) one obtains the tunneling rate from the chaotic sea to the

regular island

γch→reg
m = γreg→ch

m

ρmreg
ρch

= γreg→ch
m

Mq

Nch
. (3.17)

The regular-to-chaotic tunneling rates are determined numerically and we use Eq. (3.17) to

compute the tunneling rate for the opposite direction. The decay of a chaotic wave packet into

the different regular states is given for t = 0 by the first derivative

d

dt
preg
m (t)

∣

∣

∣

∣

t=0

= γch→reg
m . (3.18)

Thus we obtain at small times the approximation for the regular weights

preg
m (t) ≈ γch→reg

m t (3.19)

≈ Mq

Nch
γreg→ch
m t (3.20)

and the flooding values

fm(t) ≈ Nch +Mq

Mq
γch→reg
m t (3.21)

≈ Nch +Mq

Nch
γreg→ch
m t . (3.22)

In Fig. 3.9 we see that this linear approximation is valid for unexpectedly long times. A heuristic

explanation for the applicability of Fermi’s golden rule is given by the energy time uncertainty

relation

∆E∆t ≥ heff . (3.23)

The system cannot resolve the mean energy level spacing in the chaotic sea ∆ch before the

Heisenberg time τH,ch

τH,ch =
heff

∆ch
. (3.24)

Thus one observes the decay of the system roughly up to the Heisenberg time τH,ch, which is

marked by the dotted line in Fig. 3.9. If the discreteness of the spectrum is resolved, the regular

torus is either completely flooded with flooding value almost one or a plateau lower than one is

formed. This argumentation is strongly related to existence criterion for regular states derived

in Ref. [63]

γreg→ch
m <

1

τH,ch

. (3.25)
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Figure 3.9: Flooding values (the same data as shown in Fig. 3.8) in double-logarithmic plot
with the approximation of Eq. (3.22) as solid lines. The dotted line marks the Heisenberg
time τH,ch.

This criterion can be rephrased in terms of the tunneling time τt

τt =
1

γreg→ch
m

. (3.26)

The flooding value derived from the linear approximation at the time t = τt is roughly one

flinear(τt)
(3.22)
=

Nch +Mq

Nch
≈ 1 . (3.27)

Thus the tunneling time yields the time a regular state needs to flood completely. But once

the Heisenberg time has passed the tunneling stops and Eq. (3.22) is no longer valid. A regular

state only exists if it is not flooded, which is the case when the tunneling time is larger than

the Heisenberg time

τt > τH,ch (3.28)

such that the linear increase stops with a flooding value smaller than one. This is a qualitative

characterization and not at all quantitative as can be seen in Fig. 3.9 in which the Heisenberg

time is marked by the dashed line. The tunneling time for m = 3 is very short and therefore

the value of the plateau is one, whereas for m = 0 the Heisenberg time is much smaller than

the tunneling time and the flooding values remain small for all times. This existence criterion

is a very simple way to estimate the relevance of flooding in a system.
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3.2.2 Complete flooding

Up to now we considered the tunneling from the chaotic sea to the regular island. This is

sufficient to describe the short time behavior if the regular weights are small and thus almost

all probability of the wave packet is still in the chaotic sea. For larger times the opposite

tunneling direction becomes important, because the probability in the regular island is larger.

We formulate a master equation, which models both tunneling directions and consider several

regular states and one chaotic reservoir containing all chaotic states

d

dt
preg
m (t) = γch→reg

m pch(t) − γreg→ch
m preg

m (t) (3.29)

d

dt
pch(t) =

∑

m

(

γreg→ch
m preg

m (t) − γch→reg
m pch(t)

)

, (3.30)

where pch stands for the probability in the chaotic sea. We assume that all probabilities preg
m

and pch are independent. This leads to the relation

pch +
∑

m

preg
m = 1 (3.31)

as the probability to find the wave packet somewhere in the whole phase space is one. We

rephrase Eq. (3.30) in matrix notation

d

dt













preg
0 (t)

...

preg
mmax

(t)

pch(t)













= A













preg
0 (0)

...

preg
mmax

(0)

pch(0)













(3.32)

with

A =













−γreg→ch
0 0 γch→reg

0

. . .
...

0 −γreg→ch
mmax

γch→reg
mmax

γreg→ch
0 . . . γreg→ch

mmax
−∑m γ

ch→reg
m













. (3.33)

The solution of this system is given by













preg
0 (t)

...

preg
mmax

(t)

pch(t)













= exp(At)













preg
0 (0)

...

preg
mmax

(0)

pch(0)













, (3.34)

which can be evaluated numerically using either routines to solve linear differential equations

(Eq. (3.30)), evaluating the exponential in Eq. (3.34) by Padé approximation, or by diagonal-
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ization of the matrix A. The result is shown in the upper graph of Fig. 3.10 as solid lines

compared to the numerical time evolution data.

The same type of rate equations can be obtained for the flooding values. Instead of one set

of differential equations for all quantities fm(t) we use one independent set for every regular

torus. Due to the rescaling and renormalization in Eq. (3.14) we cannot interpret fm(t) as a

probability. We use a model of two reservoirs, the m-th regular torus fm(t) and the chaotic sea

fchm(t). We also use the index m for the chaotic sea to indicate that there is a different chaotic

reservoir for different regular tori, because of the renormalization in Eq. (3.14). As the flooding

values are rescaled probabilities, it is ensured, that the sum of the flooding values is constant
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Figure 3.10: Regular weights of a completely flooded system (kicked map M1 with
N = 170345,Mq = 17711) in semi-logarithmic plot in comparison to the solution of the
master equation system in Eq. (3.30) are shown in the upper plot. The lower one shows the
corresponding flooding values together with the analytic solution of Eq. (3.42).
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at all times

fchm(t) + fm(t) = const . (3.35)

In case of a uniform distribution of the wave packet in phase space, which is the case of complete

flooding, we demand

fm = fchm = 1 , (3.36)

because the flooding values are scaled to one in that case. At t = 0 the flooding value of the

m-th regular torus is zero fm(t = 0) = 0. With Eq. (3.35) we deduce that fchm(t = 0) = 2. The

symmetry of the definition in Eq. (3.35) leads to equal rates in both directions for the flooding

values in contrast to the regular and chaotic weights. We arrive at a set of rate equation pairs

d

dt
fm(t) =

Nch +Mq

2Nch

γreg→ch
m (fchm(t) − fm(t)) (3.37)

d

dt
fchm(t) =

Nch +Mq

2Nch
γreg→ch
m (fm(t) − fchm(t)) . (3.38)

At t = 0 this equations reproduce the linear approximation of Eq. (3.22) using fchm(t = 0) = 2

as initial condition. The analytic solution is given by

fm(t) =
1

2
[(1 + exp (−rt)) fm(0) + (1 − exp (−rt)) fchm(0)] (3.39)

fchm(t) =
1

2
[(1 − exp (−rt)) fm(0) + (1 + exp (−rt)) fchm(0)] , (3.40)

with

r =
Nch +Mq

Nch
γreg→ch
m . (3.41)

With respect to the chosen initial conditions, mentioned above, one gets

fm(t) = 1 − exp (−rt) . (3.42)

The lower graph in Fig. 3.10 shows that this simple model is enough to fully describe the

flooding values in the case of complete flooding, where the Heisenberg time is much larger than

the tunneling time. The definition of the flooding values is appropriate to treat regular tori

individually. But we have to emphasize that every model derived using Fermi’s golden rule can

only work for times much smaller than the Heisenberg time. The only exception is the case

of complete flooding, where also the saturation plateaus are well reproduced. The plateaus

represent the equilibrium where regular to chaotic and chaotic to regular tunneling exactly

cancel each other and the occupation probabilities are equal. In the next section we search for

a suitable model to predict all saturation plateaus even for weakly flooded systems.
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3.3 Saturation regime

Since we were able to explain the behavior of the flooding values at small times due to the

tunneling process and even the saturation plateaus in the complete flooding case, we are now

going to give a quantitative prediction for all plateaus.

3.3.1 Saturation value and effective coupling

The flooding values saturate on plateaus of different heights shown in Fig. 3.8. We define the

saturation value as the height of those plateaus from the numerical data by an average over the

flooding values

s = 〈f(t)〉t>tplateau
, (3.43)

which is determined at times larger than the beginning of the plateau tplateau that is chosen

for each plateau individually. Alternatively one can deduce the saturation values in terms of

eigenstates of the system as shown in the following.

For simplicity let us assume a model with just one regular state |χreg〉 in the system. A more

general derivation with Mq regular states can be found in App. C.1. The initial wave packet

|φ(t)〉 at t = 0 is assumed to be a random superposition of chaotic states |χchj〉

|φ(0)〉 =

Nch
∑

j=1

aje
iξj |χchj〉 , ξj ∈ [0, 2π] , aj ∈ [0, 1] , (3.44)

where ξj and aj are random real values under the constraint of normalization. Within this

model neither the regular nor the chaotic states are eigenstates of the system. Together they

form a complete orthogonal basis. The expansion coefficients in the basis of eigenstates of the

system |ψi〉 are

ci = 〈ψi |φ(0)〉 =

Nch
∑

j=1

aje
iξj
〈

ψi
∣

∣χchj

〉

, i = 1, . . . , N . (3.45)

The regular weight of |φ(t)〉 is given by the modulus squared of the projection on the single

regular state |χreg〉 (see Eq. (3.12))

preg = |〈χreg |φ(t)〉|2 =

N
∑

i,j=1

cic
∗
je

2πi(Ei−Ej)t 〈χreg |ψi〉 〈ψj |χreg〉 (3.46)

=
N
∑

i=1

|ci|2 |〈χreg |ψi〉|2

+2Re

(

∑

i>j

cic
∗
je

2πi(Ei−Ej)t 〈χreg |ψi〉 〈ψj |χreg〉
)

. (3.47)
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Assuming no degeneracies the second sum only yields rapid oscillations that are uncorrelated

at large times. Especially if we account for the ensemble average used in the following, spectral

variations eliminate this term. Thus, for the saturation value only the first term is important.

Since s is defined as the height of the saturation plateaus of the flooding values we rescale

the regular weight just like in the definition of the flooding values in Eq. (3.14) with the total

number of states in the subsystem N = Nch + 1

s = N

N
∑

i=1

〈〈|ci|2〉initial |〈χreg |ψi〉|2〉ensemble . (3.48)

This equation contains two averages. One is an ensemble average 〈·〉ensemble that affects both

the |ψi〉 and the |ci|2. The other is over initial conditions 〈·〉initial which affects only the |ci|2.
We evaluate the latter as

〈

|ci|2
〉

initial
=

〈

Nch
∑

j,k=1

〈

ψi
∣

∣χchj

〉

〈χchk |ψi〉 ei(ξj−ξk)ajak

〉

initial

(3.49)

=

〈

Nch
∑

j=1

∣

∣

〈

ψi
∣

∣χchj

〉∣

∣

2
a2
j

〉

initial

+

〈

Nch
∑

j 6=k

〈

ψi
∣

∣χchj

〉

〈χchk |ψi〉 ei(ξj−ξk)ajak

〉

initial

.(3.50)

The second term vanishes because of the statistical independence of the random phases. The

average over different initial conditions gives for 〈a2
j〉initial = 1

Nch
and we get

〈

|ci|2
〉

initial
=

1

Nch

Nch
∑

j=1

∣

∣

〈

ψi
∣

∣χchj

〉∣

∣

2
(3.51)

=
1

Nch

(

1 − |〈χreg |ψi〉|2
)

. (3.52)

In the second step the completeness and orthogonality of the basis of purely regular and chaotic

states has been used. Thus, Eq. (3.48) yields with Eq. (3.48)

s =
Nch + 1

Nch

(

1 −
N
∑

i=1

〈

|〈χreg |ψi〉|4
〉

ensemble

)

. (3.53)

For the more general case with more than one regular state on the same regular torus (Mq 6= 1)

we obtain with a similar approach the mean saturation value (App. C.1)

s =
Nch +Mq

Nch

(

1 − 1

Mq

Mq
∑

i,j=1

Nch+Mq
∑

k=1

〈

∣

∣

∣

〈

ψk

∣

∣

∣
χregi

〉∣

∣

∣

2 ∣
∣

∣

〈

ψk

∣

∣

∣
χregj

〉∣

∣

∣

2
〉

ensemble

)

. (3.54)

Please note, that the ensemble average still occurs in Eq. (3.53) and Eq. (3.54). The quantity s
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has zero and one as extremal values. If an eigenstate of the system is equal to a purely regular

state it is not flooded at all and the saturation value yields zero. In contrast for a completely

flooded state we get a saturation value equal to one as shown in App. C.1.

The height of the saturation plateaus varies from torus to torus. Tori with larger tunneling

rates usually also have larger saturation values s. If one increases the number of unit-cells in

phase space while keeping the effective Planck constant fixed, the tunneling rates are unchanged,

but the saturation values increase. Fig. 3.11 shows the saturation values in dependence of the

tunneling rate γ and the number of chaotic states Nch

Nch = N −mmaxMq = Mq

(

1

heff
−mmax

)

, (3.55)

which is proportional to the Heisenberg time τH,ch = Nch. We observe that large tunneling rates

and a large number of chaotic states lead to saturation values near one and show that both

parameters can be combined such that a universal behavior for the saturation values is found.

As a starting point we consider the coupling matrix elements Vreg,ch. They are related to the
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Figure 3.11: Saturation values under variation of the number of chaotic states Nch and the
tunneling rate γ. The data points marked in red are numerically computed for the quantum
map M1. The surface plot is a guide to the eye and scales from white for s = 0 to blue for
s = 1. High saturation values are found at large tunneling rates and large number of chaotic
states.
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tunneling rates γ via Fermi’s golden rule

γ = (2π)2Nch

〈

V 2
reg,ch

〉

. (3.56)

A universal scaling parameter should not depend on the mean level spacing and we rescale the

spectrum with the total number of states Nch + Mq in the considered subsystem (due to the

renormalization, we neglect Mq(mmax − 1) states) and define an effective coupling v

v = (Nch +Mq)
√

〈V 2
reg,ch〉 =

Nch +Mq

2π

√

γ

Nch
. (3.57)

The quantity is similar to the effective coupling in Ref. [23], where the authors used Nch instead

of Nch +Mq for the rescaling. In most of the considered cases the difference is very small, but

for Nch = Mq large differences are found, see for example Sec. 3.3.2.

The effective coupling allows to handle the flooding independent of the number of involved

states. Both parameters, the tunneling rate and the number of chaotic states shown Fig. 3.11

are combined in the definition of the effective coupling and if Mq is small compared to Nch one

obtains

v ∝
√

Nchγ . (3.58)

We indeed observe in Fig. 3.12 that there is a universal dependence of the saturation values

as a function of the effective coupling. Next we want to develop a model to predict the behavior

of the saturation values. Therefore we are going to evaluate Eqs. (3.53) and (3.54) by means

of a random matrix Hamiltonian.
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Figure 3.12: Saturation values versus the effective coupling. Every cross marks the height of
a saturation plateau of the flooding values deduced from the time evolution in the quantum
map M1 as are also shown in Fig. 3.11.
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3.3.2 Random matrix model

The kicked systems we investigated so far are explicitly time-dependent and characterized by

the eigenvalues and eigenstates of the time evolution operator. Thus the spectrum is compact

and periodic. In order to describe systems with a mixed phase space one often uses a random

matrix model with the time-independent Hamiltonian

H =

(

Hreg V

V T Hch

)

(3.59)

which was introduced in Refs. [11, 64, 65]. Here Hreg is the Hamiltonian of a purely regular

system with the eigenstates |χregi〉, Hch represents a circular orthogonal ensemble with chaotic

eigenstates |χchj〉 and eigenvalues in [−1
2
, 1

2
] (see [5]). The coupling matrix V usually is assumed

to contain random variables, which are Gaussian distributed with mean value zero. As long as

the coupling effects on the spectrum are small such a model can be used to describe kicked sys-

tems although the model spectrum is non-periodic. The spectrum of the regular states usually

is modeled by Poissonian distributed eigenvalues. Since we are dealing with one-dimensional

systems this only holds far in the semi-classical limit. Especially for the elliptic island of the

phase-space designed maps M1,2 we find equidistant spacing of eigenphases [59]. As we treat

all regular states corresponding to a single quantized torus m separately, we also assume this in

the context of the random matrix model and account for Mq regular states in Hreg. In the case

of more than one unit-cell in phase space Mq > 1 there are two possibilities how energy levels

of different regular states of the same torus arrange. In Fig. 3.13 the qualitative difference of

the uncoupled spectra is shown. If we have a transporting island, as typically used throughout

this thesis (M1), the classical transport behavior induces a strong coupling of states in different

islands and the resulting regular states are far apart in the spectrum (a). Each regular state

couples individually to the chaotic states. The case of non-transporting islands (b), e.g. map

M2, is quite different and will be discussed in Sec. 3.3.4. We choose the variance of the coupling

v∆ch

∆ch

∆reg

(a) Spectrum of transporting islands.

v∆ch

∆ch

(b) Spectrum of non-transporting islands.

Figure 3.13: The regular spectrum of transporting islands is equidistant and chaotic states
usually couple only to one regular state (a). For non-transporting islands we find almost
degenerate regular spectra (b). The chaotic states couple to all regular states at once.
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matrix elements as

〈V 2
reg,ch〉 =

v2

N − 1
. (3.60)

In contrast to Eq. (3.57) the rescaling is done with the factor of N − 1 instead of just N .

The difference is due to the compact but not periodic spectrum in the model system. We find

N − 1 level spacings in the interval of length one instead of one more with periodic boundary

conditions.

The easiest approach to compute the saturation values is to diagonalize the Hamiltonian in

Eq. (3.59) numerically and analyze the eigenfunctions with Eq. (3.54). Since the Hamiltonian

matrix is written in the basis of the uncoupled regular and chaotic states χreg is a vector with

elements

(χregi)j = δij . (3.61)

We are free to choose the number of regular and chaotic state, since we expect universal results

independent of the choice we made. In our example systems typically there are more chaotic

than regular states due to a regular island that is smaller than the chaotic sea and we consider

only one quantized torus with Mq regular states.

The numerical analysis of the corresponding matrix model reveals an effect for strong cou-

plings that is not found for kicked maps due to the periodicity of the corresponding spectrum. If

the variance of the matrix elements in V is not small compared to one, the resulting saturation

values are much smaller than expected and even decrease with increasing coupling strength.

The spectral coupling width is comparable or even larger than the width of the total spectrum

in this case. The effect can be explained by a coupling model of one regular state coupled to

Nch degenerate chaotic states, which is the reversed situation of the model discussed for sys-

tems with non-transporting islands in Sec. 3.3.4. We find an enhanced coupling of two states,

whereas all other states retain their spectral position.

Such large individual coupling matrix elements can be avoided with fixed effective coupling

v by increasing the number of states N (Eq. (3.60)). In the limit N going to infinity the

saturation values converge as is shown in Fig. 3.14 for the two ratios of chaotic to regular states
Nch

Nreg
= 10 as dashed lines and Nch

Nreg
= 1 as solid lines. For small N = Nch + Nreg each regular

state couples only to one chaotic state. This leads especially in the case Nch

Nreg
= 10 to very low

saturation values. This effect is enhanced with stronger effective coupling and thus there are

cases where smaller couplings lead to higher saturation values. The convergence for large N

restores the proper monotony of effective coupling and saturation values. We can use lower N

in the symmetric case, where it is sufficient to use 400×400 matrices for coupling strength up to

v = 10 in contrast to Nch

Nreg
= 10 where at least 10000× 10000 matrices have to be evaluated for

a good convergence. The numerical solution of the random matrix model is in good agreement

with the saturation values of the quantum map M1 as shown in Fig. 3.15. If we consider only

matrices, which are large enough, such that the saturation values are sufficiently near to the
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Figure 3.14: Convergence of the saturation value in dependence of the total number of states
N in the system. The ratio of regular and chaotic states is fixed to Nch

Nreg
= 1 for the solid

lines and Nch

Nreg
= 10 for the dashed lines. The different colors show calculations for different

effective coupling v. The convergence is much slower for larger coupling strengths and larger
ratios of chaotic to regular states.
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Figure 3.15: Saturation values of the quantum map M1 in black compared to the numerical
simulation of the random matrix model in blue and the analytic solution of Eq. (3.64) in
red. For the RMT model we used 200 regular and 200 chaotic states and averaged over 10
realizations of the system.

limiting value, the saturation values are independent of the ratio of regular to chaotic states.

3.3.3 Simplified RMT model

The very good agreement of the RMT model with the saturation values obtained for the kicked

map M1 independent of the total number of states, Fig. 3.15, suggests that the matrix model
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with only two states may already yield good results. This system is completely solvable ana-

lytically. The Hamiltonian is

H =

(

κ v

v −κ

)

, κ ∈
[

−1

2
,
1

2

]

, v > 0 . (3.62)

In this case the effective coupling v appears directly in the matrix because the rescaling factor

N − 1 = 1. Usually one would assume random variables for v and κ and average using the

corresponding ensemble. But for simplicity we fix the coupling matrix element v and average

over a uniform distribution in κ. The behavior of the eigenvalues is sketched in Fig. 3.16(a).

The saturation values can be obtained from Eq. (3.53), see App. C.2 for the derivation,

s = 2

(

1 −
〈

κ2 + v2

2

κ2 + v2

〉

ensemble

)

= 2






1 −

1
2
∫

− 1
2

dκ
κ2 + v2

2

κ2 + v2






(3.63)

= 2v arctan
1

2v
. (3.64)

Here the integration over κ represents a spectral (ensemble) average. The limits for small and

strong coupling are

s
v≪1
= πv (3.65)

s
v≫1
= 1 . (3.66)

The exact result can be seen in Fig. 3.15 together with the numerical calculations. The agree-

ment of the simple 2× 2 model is surprisingly good even for strong coupling where many level

2v

λ

κ

κ = 0

(a) 2 × 2 matrix model.

2
√

MqV

λ

κ

κ = 0

(b) Matrix model of non-transporting islands.

Figure 3.16: Avoided crossing for two different matrix models. The eigenvalues are plotted
against the matrix parameter κ. Regular states are marked in red and chaotic states in blue.
The Model of non-transporting islands is discussed in Sec. 3.3.4.
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couplings are relevant in systems with more than one chaotic state. To obtain a saturation value

of one, every regular state has to be coupled to all chaotic states equally. This demonstrates the

effect of the rescaling in the saturation values with the factor Nch+Mq

Nch
and the effective coupling

that is the variance of the coupling matrix elements in an unfolded matrix. Using the effective

coupling the description of the saturation values is independent of the number of states and

even the ratio of regular to chaotic states. The prediction is universal.

3.3.4 Non-transporting islands

The transporting behavior between islands in all unit-cells of phase space implies that usually

all regular states corresponding to the same quantum number m are far apart in the spectrum

due to their equidistant distribution ( [59]). If such a transport is not present (using M2,

introduced in Sec. 2.1.2) the coupling between states of different islands is exponentially small

resulting in a very small splitting that we can neglect to model the coupling to chaotic states.

We treat all these states as degenerate, as shown in Fig. 3.13(b). In Fig. 3.17 such a spectrum

is illustrated around the regular states corresponding to the regular torus m = 0 as a function

of the Bloch-phase θq. Two chaotic states cross the group of three regular states. Each chaotic

state couples to only one state, which results in just one avoided crossing each. We model such

a crossing by a simple matrix with one chaotic state of energy −κ and Mq exactly degenerate

regular states with energy κ. As a further simplification we assume that all coupling matrix
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0.00 0.05 0.10 0.15 0.20 0.25 0.30θq

ϕ

Figure 3.17: Spectrum of a non-transporting quantum map M2 with N = 29 and Mq = 3.
Two chaotic states with positive slope cross the group of three regular states with m = 0.
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elements V are equal

H =













−κ V · · · V

V κ 0
...

. . .

V 0 κ













. (3.67)

The eigenvalues of this matrix are derived in App. C.3 and a sketch is shown in Fig. 3.16(b).

We find

λ0,1 = ±
√

κ2 +MqV 2 , λ2..Mq+1 = κ . (3.68)

This model gives the same behavior as observed in Fig. 3.17. There is only one avoided crossing

and most of the regular states are unchanged. The splitting of this crossing

(λ1 − λ0) |κ=0 = 2
√

MqV (3.69)

is enhanced by the factor of
√

Mq compared to a 2×2 model. We have to take this into account

when we define the effective coupling that reflects both, the width and the density of avoided

crossings. As the width is larger and the density is smaller by a factor of Mq we get

vnontrans = (Nch +Mq)

√

〈V 2〉
Mq

(3.56)
=

Nch +Mq

2π

√

γ

MqNch

. (3.70)

This equation gives the relation to the tunneling rates and is used to compute the effective

coupling for the map M2. To check the scaling of vnontrans we compare the numerical evaluation

of the corresponding random matrix model with the analytic result of Eq. (3.64) and the

numerics of the quantum map M2. For the random matrix model Mq = 5 regular states and at

least Nch = 1000 chaotic states were used. For strong coupling we are forced to use Nch = 3000

states due to the slow convergence. The results are shown in Fig. 3.18 (blue crosses). The

analytic prediction (red line) is the same as before and only because of the rescaling by the

factor of
√

Mq in Eq. (3.70) of the effective coupling the good agreement is found. Also the

saturation values of the quantum map M2 with parameters marked as black crosses are well

described by this model. Unfortunately the behavior of vnontrans prevents the possibility to

reach high coupling strengths by increasing Mq. This can be seen by introducing the number

of chaotic states per unit-cell

nch = Nch/Mq , (3.71)

which depends only on the area of the chaotic sea per unit-cell and the Planck constant heff.

With Eq. (3.70) one obtains

vnontrans =
nch + 1

2π

√

γ

nch
. (3.72)
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Thus, there are no high saturation values near one for the numerical results of the quantum

map M2. The effect of increasing the density of chaotic states, by increasing the number of

unit-cells in phase space Mq, is exactly canceled by the rescaling of the effective coupling.

3.4 Full time-dependent solution

The simple two-by-two matrix model gives very good results for the prediction of the universal

scaling of the saturation values. Now we want to discuss the circumstances in which this model

can also describe the full time-dependence.

In the matrix model, Eq. (3.62), we directly use the effective coupling in the off-diagonal

elements. Both parameters κ and v have the dimension of an energy. Although the rescaling

with the mean density of states N gives the right saturation values in all cases we have to keep

in mind, that this kind of rescaling of energies also changes the dimension of time measurements

Ẽ = NE → t̃ =
1

N
t , N = Nch +Mq . (3.73)

The full solution of the 2 × 2 matrix model in Eq. (3.62), derived in App. C.2, gives for the

flooding values f(t) the expression

f(t) = 2v

1
2v
∫

0

dδ
1 − cos

(

4πvt
√
δ2 + 1

)

δ2 + 1
, with δ =

κ

v
. (3.74)
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Figure 3.18: Saturation values of non-transporting islands plotted against the rescaled ef-
fective coupling. The blue crosses show the random matrix model results with 5 degenerate
regular states. The solid red line represents the analytic prediction. The black points mark
the saturation values of the non-transporting quantum map M2.
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To solve the integral we approximate the upper limit for small coupling strength v and extend

the integration up to infinity

f(t)
v≪1≈ 2v

∞
∫

0

dδ
1 − cos

(

4πvt
√
δ2 + 1

)

δ2 + 1
. (3.75)

This yields after some manipulations (see App. C.2) the expression

f(t)
v≪1≈ 4π2v2t

(

J0(4πvt) −
π

2
[J0(4πvt)H1(4πvt) − J1(4πvt)H0(4πvt)]

)

. (3.76)

Here Jn are the Bessel functions and Hn the Struve functions of integer order n. The first

derivative of f(t) is

ḟ(t) = 4π2v2
J0(4πvt) . (3.77)

As J0(x) ≈ 1 − x2

4
for small x, we find for small times t a linear time-dependence

f

(

t≪ 1

4πv

)

= 4π2v2t . (3.78)

If we replace the time t by t/N , where N = Nch +Mq is the number of states in the system we

want to compare with, and the effective coupling with Eq. (3.57) we arrive at

f

(

t≪ Nch +Mq

4πv

)

≈ Nch +Mq

Nch
γreg→ch
m t . (3.79)

Thus we get a theoretical explanation of the relation Eq. (3.22). The integrand of Eq. (3.74)

is a rapidly oscillating function, similar to the Rabi oscillations observed earlier in Sec. 3.1.2.

By averaging we find a short time behavior that is equivalent to the Fermi golden rule result

of Eq. (3.22) in Sec. 3.2.1. The black curve in Fig. 3.19 shows Eq. (3.76) compared to the

numerical data of the quantum map M1. The agreement is very good especially at short times.

The saturation plateau, however, is too high, because we overestimated it by approximation of

the upper bound of the integral.

If we evaluate the integral in Eq. (3.74) numerically (e.g. with the Romberg algorithm)

we obtain the red curve in Fig. 3.19. The saturation plateau is much better approximated,

but the behavior at small times is quadratic instead of linear, which can be understood by

approximating the integrand in Eq. (3.74) for small times (t is again substituted by t
N

)

f(t) = 2v

1
2v
∫

0

dδ
(4πv)2t2

2N2
= 16v2π2 t

2

N2
. (3.80)

Here the time has to be smaller than the period of the Rabi oscillation t ≪ N
2v

√
δ2+1

. The
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Figure 3.19: The flooding values with m = 1 for the quantum map M1 with Mq = 144 and
N = 2825 as blue dots. The black curve shows the analytic approximation of the 2×2 model
in Eq. (3.76). The red curve shows the numerical integration of Eq. (3.74) (using t̃ = 1

N t) and
the blue curve demonstrates the numerical integration of Eq. (3.81) with shifted integration
boundary and a Gaussian average over the coupling matrix elements. The flooding values
are shown on a linear scale in (a) and on a logarithmic scale in (b).

smallest periodic time is given by the upper limit of the integration t ≪ N√
4v2+1

. Thus we find

a quadratic increase at small times as long as we consider a finite upper integration limit. This

demonstrates that the linear increase is due to the Rabi oscillations far away from the center

of the avoided crossings δ ≫ 1. The modulus of these oscillations is very small such that they

are irrelevant for the saturation plateau, but they dominate the small flooding values at short

times. Whenever there is a crossing with one state, the saturation value at this parameter is

dominated by both states involved in the crossing, but the coupling to other states, although

far away in the spectrum, is causing the linear increase. The rescaling of the energies and

coupling matrix elements allows to consider only a single avoided crossing of two neighboring
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states (regular and chaotic), that is well described by the 2×2 model. With this approximation,

however, we neglect couplings to all other chaotic states in the spectrum that are farther away

from the regular state.

The overshooting effect in the intermediate regime from linear increase to saturation is much

stronger for both analytical solutions than in the numerical data (M1). This can be understood

as follows: If there is only one avoided crossing, the width of that crossing sets the smallest

frequency of Rabi oscillations in the system. This leads to very strong oscillations even at large

times. In a typical system the coupling matrix elements and thus the width of avoided crossings

are Gaussian distributed. If we do an additional ensemble average over different values of v of

the solution in Eq. (3.76) we can account for this distribution

f(t) =

√

8

πv2

∞
∫

0

dṽ exp

(

− ṽ2

2v2

)

f(ṽ, t) . (3.81)

The blue curve in Fig. 3.74 is computed by a numerical evaluation of Eq. (3.81). The overshoot-

ing effect now is well reproduced. The predicted saturation plateau is too low, while without

the average it was overestimated. Using the approximation for small couplings in Eq. (3.65)

f(v, t→ ∞) ≈ πv in Eq. (3.81) gives

√

2

πv2

∞
∫

0

dṽ exp

(

− ṽ2

2v2

)

πṽ =

√

2

π
πv ≈ 0.8πv . (3.82)

Thus, the Gaussian average decreases the plateaus by a factor of 0.8.

To summarize the discussion: the two-by-two matrix model is capable to predict the sat-

uration plateaus in systems where a sufficiently large spectral average is possible. The full

time-dependence and especially the linear increase can only be reproduced if also couplings to

chaotic states far away in the spectrum are considered. Although the corresponding flooding

amplitudes are very small, they dominate the behavior at small times. The overshooting ef-

fect, a remnant of Rabi oscillations, can be explained qualitatively by a superposition of Rabi

oscillations with different frequencies. A single avoided crossing leads to strongly correlated

frequencies at the center of the crossing, which leads to a pronounced overshooting effect. The

right behavior is reproduced if additionally an average over different coupling strengths v is

considered. Hence, the flooding effect in the quantum map M1 can be well understood. All

results rely strongly on averaging. In the following section we discuss a system, namely the

standard map, where the possibility of spectral averaging is limited.
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3.5 Flooding in the standard map

In contrast to the phase space designed maps M1,2, discussed in the previous sections, the

standard map (see Eq. (2.10) Page 6) shows no transport behavior neither in the chaotic sea

nor in the regular island. The Bloch phase θq is fixed due to the quasi periodicity condition

Eq. (2.47) (Page (2.47)) and thus we can only vary the Bloch phase θp. Here we consider the

case of just one unit-cell, Mq = 1. Therefore every quantized torus contains one regular state.

As illustrated in Fig. 3.20 the occurrence of avoided crossings is very rare in this case. Around

θp = 0.5 where the position lattice is exactly centered in the interval [0, 1] and the evaluation of

the potential of the standard map is anti-symmetric in respect to q = 0.5, we find that almost

every regular state is crossed or rather touched by a chaotic state. The only exception is the

state m = 0, which should have the smallest coupling and thus the smallest splitting at the

crossing. Later we will see that this state is not crossed at all. Due to the lack of substantial

spectral averaging in this example the resulting flooding values in Fig. 3.21 do not show the

same qualitative behavior as the previously considered systems. The linear increase is not

formed clearly and the height of the saturation plateaus is not well reproduced by the analytic

prediction. The usual fluctuations in the coupling matrix elements are directly reflected in the

saturation values, because there is just one or two crossings with only one chaotic state. The

regular state with quantum number m = 0 is not crossed at all by a chaotic state and shows a

significantly lower saturation plateau as expected. It is almost two orders of magnitude smaller

than the prediction.

The distinctive time-dependence of the flooding value for m = 1 suggests that this curve

m = 0

m = 1

m = 2
0.4

0.6

0.8

1.0

0.0 0.2 0.4 0.6 0.8 1.0θp
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Figure 3.20: Spectrum of the standard map with k = 2.9 and θq = 0.5 under variation of θp.
The number of states is N = 29 with only one unit-cell in phase space Mp = Mq = 1. Regular
states form horizontal lines marked in red. There are very few symmetry related avoided
crossings around θp = 0.5. The two states with the highest regular weight |

〈

χreg1

∣

∣ψi
〉

|2
with quantum number m = 1 are marked with blue dots for several phases θp.
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Figure 3.21: Flooding values of the standard map for N = 29 and Mq = Mp = 1. The
linear slope derived from the tunneling rate, Eq. (3.22), and the theoretical prediction for the
saturation values, Eq. (3.64), is shown for each quantum number m as solid lines to compare
with the data of the time evolution.

is not just one flooding value with linear increase, overshooting, and saturation plateau, but

actually two superimposed flooding curves with different time scales

f(t) = f1(t) + f2(t) . (3.83)

We want to understand this behavior. As already shown in Fig. 3.20 there are at least three

different eigenstates in the system which show strong couplings to the regular state with m = 1.

The first follows the regular eigenphase and the second actually crosses this line and forms a

small avoided crossing around θp ≈ 0.23. The modulus of the coupling matrix element |V | can

be computed from that splitting ∆ϕ = |ϕ1 − ϕ2|θp≈0.23

|V | =
∆ϕ

2
(3.84)

and the value is in good agreement with the value derived from the tunneling rates γ, Eq. (3.56),

|V | = 5.972 · 10−4 ≈
√

γ

Nch

= 7.027 · 10−4 . (3.85)

To compare with a 2 × 2 matrix model we have to make adaptations to the coupling matrix

element. Usually we scale the averaged coupling matrix element with the number of states

in the system or the inverse density of states as defined in Eq. (3.57). This determines the

influence region of the avoided crossing and tells how far apart the two particular states can be

in the spectrum. Without sufficient averaging in the system this scaling factor can only be of
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the order of magnitude of Nch + 1 and the effective coupling v1 is given by

v1 = r(Nch + 1)|V | , (3.86)

where r is a free parameter. As we use this factor in the rescaling of time t̃ = t/(r(Nch + 1)),

the timescale of oscillations is already fixed by the exact splitting of the avoided crossing as

long as the effective coupling is small compared to one, v ≪ 1. The only drastic effect of the

scaling factor is the height of the saturation plateau. Assuming that only the coupling to the

first state is relevant for the height of the plateau one gets

〈fMstandard
(t)〉t>tplateau

(3.64)
= 2v1 arctan

(

1

2v

)

≈ πv1 . (3.87)

Thus we obtain the coupling v1 from the saturation plateau and with Eq. (3.86) the scaling

factor is evaluated r ≈ 0.752,

v1 = 1.121 · 10−2 = 0.752(Nch + 1)|V | . (3.88)

We derive the first part of the flooding value

f1(t) = 2v1

1
2v1
∫

0

dδ
1 − cos

(

4πv1t
√
δ2 + 1

)

δ2 + 1
. (3.89)

The third state involved in the coupling process is a bit more difficult to handle. Actually there

are two states that qualify for this third state as shown in Fig. 3.20 marked with the lowest

blue dot for every phase θp. But the relevant distance from the regular state in the spectrum

is comparable. In this case we cannot derive the coupling matrix element via the splitting of

avoided crossings because there is no crossing. We will model the influence of this state by

a two-by-two matrix far away from the center of the avoided crossing. To do that we choose

a smaller integration region in the interval δ ∈ [δ0, δ1]. There seems to be no obvious way to

determine this interval accurately. Hence, we choose a rough estimate around the splitting of

both involved states ∆ for θp = 0 and with the usual rescaling with the number of states in the

considered subsystem Nch + 1 we use

δ0 =
0.8(Nch + 1)∆

v2

δ1 =
1.2(Nch + 1)∆

v2

. (3.90)

Slight changes to that interval are partially nullified by the following least square fit to obtain

the coupling matrix element v2. Therefore the first part of the solution is subtracted from the
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numerical data

fMstandard
(t) − f1(t) = f2(t) =

v2

(1.2 − 0.8)(Nch + 1)∆

δ1
∫

δ0

dδ
1 − cos

(

4πv2t
√
δ2 + 1

)

δ2 + 1
(3.91)

and we obtain

v2 = 2.8551
Nch + 1

2π

√

γ

Nch

. (3.92)

The coupling matrix element is much larger than the average coupling matrix element computed

from the tunneling rates. This might be expected since those levels are far from the regular

state, but the coupling seems to be stronger than the nearer level with the small crossing.

Now we can put both terms together as in Eq. (3.83). The result is shown in Fig. 3.22. The

agreement is very good, but the gain is rather qualitative since quantitative information of the

quantum map result is used. The saturation plateau is slightly too high, because the coupling

to the third state also has a small impact on the saturation value, which was neglected. This

demonstrates the strong effect of spectral fluctuations in systems with no possible average over

many avoided crossings. Usually the effect of strongly coupled states far apart in the spectrum

leads to a linear increase by averaging, but the spectral distance is almost constant in this case

and this results in visible Rabi oscillations at short times.
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Figure 3.22: Flooding value of the torus m = 1 for the standard map with N = 29 and
Mq = Mp = 1. The numerical time evolution is marked in blue and the combined model of
two separate two-by-two matrix models is shown as a solid black line.
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3.6 Flooding in the mushroom billiard

The phenomenon of flooding is not restricted to quantum maps and appears also in other sys-

tems with a mixed phase space such as two dimensional billiards. As an example we investigate

the mushroom billiard. This billiard system is particularly suited, because the transition region

from the regular island to the chaotic sea is very sharp and the purely regular eigenfunctions are

analytically known as the eigenfunctions of the circular billiard. The most significant difference

to quantum maps is the spectrum of eigenvalues. For billiards the spectrum is discrete and

unbounded. We have to formulate the effective coupling and the saturation values in this case.

Here we assume ~ = 2m = 1. A formula for the tunneling rates can be obtained from Fermi’s

golden rule [1]

γ = 2π〈|V |2〉ρch , (3.93)

where ρch is the density of states in the chaotic sea and V are the regular-to-chaotic coupling

matrix elements. We approximate ρch via the derivative of the first Weyl term as in Ref. [1]

ρch ≈ Ach

4π
=

1

4π

(

la+ [R2 arcsin(a/R) + a
√
R2 − a2]/2

)

. (3.94)

To get the effective coupling from the matrix elements we have to rescale with the density of

states. We concentrate again on each single regular state and assume a subsystem with one

regular and the chaotic states. Thus we rescale just with the density of chaotic states

v =
√

〈|V |2〉ρch =

√

γρch

2π
. (3.95)

The saturation values are defined similarly to Eq. (3.53) with Nch → ∞

s =

(

1 −
∞
∑

i=0

〈

∣

∣

〈

χ(n,m)
reg

∣

∣ψi
〉∣

∣

4
〉

)

, (3.96)

with the regular wave function

χ(n,m)
reg (ρ, ϕ) ∝ Jm(jmnρ) sin(mϕ) (3.97)

Rl

a

Figure 3.23: Desymmetrized mushroom billiard with stem length l ∈ [1.4, 2.3], stem width
a = 0.7, and radius R = 1.
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where Jm is the m-th Bessel function and jmn the n-th zero of the m-th Bessel function.

We test the applicability of the formula for the saturation values via numerical computations

using the improved method of particular solutions [55, 56] to evaluate eigenvalues and eigen-

functions in a desymmetrized mushroom billiard as shown in Fig. 3.23 with radius R = 1 and

stem width a = 0.7. For an ensemble average we vary the length of the stem in the interval

l ∈ [1.4, 2.3]. Especially the chaotic eigenfunctions are strongly influenced by this variation,

while the regular states are essentially unchanged. The effective coupling depends on the den-

sity of states in the chaotic sea, which is increasing with the length of the stem. We use the

mean value of the effective coupling for all values of the length in Fig. 3.24. The saturation

values are marked in black for all regular states in the energy interval E ∈ [150, 2000]. The

errors in v-direction show the variation interval of v depending on the length. The error bars

in s-direction illustrate the error of the mean value of all realizations. The overall agreement

with the flooding prediction shown in red is good, but the deviations are stronger than the

error bars suggest. One reason are errors in the tunneling rates. We consider large tunneling

rates, which result from broad avoided crossings, that can be measured sufficiently accurate

with the resolution of 480 values of the stem length l in the considered interval. The analytic

prediction [1]

γ =
8

π

∞
∑

s=1;s 6=3k

Jm+ 2s
3
(jmna)

2

Jm−1(jmn)2
, (3.98)

however, gives better results for smaller tunneling rates. This formula leads to good predictions

over many orders of magnitude but there are local deviations especially for large tunneling

rates up to a factor of four. To increase the accuracy further one would have to determine the

tunneling rates with a very fine resolution of avoided crossings. To find high saturation values

near one, we would have to increase the length of the stem up to l ≈ 45 to gain an effective

coupling greater than one. However, the length of the stem enters the formula for v only in the

square root via the density of states (Eqs. (3.94) and (3.95)). The numerical method used for

this computation, however, is not sufficient to do these calculations as the algorithm gets more

and more unstable and demands much more computation time for larger stem lengths.
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Figure 3.24: Saturation values for the mushroom billiard in black compared to the analytic
prediction in red. The errors in v-direction show the variation interval of v depending on the
length. The error bars in s-direction illustrate the error of the mean value of all realizations.



4 Flooding in open quantum systems

In this chapter we apply our knowledge of flooding in closed systems to open quantum systems.

Starting from the situation of a closed system with flooded regular states in Sec. 4.1 we study

quantum maps, which exhibit the reappearance of regular states when opening the system. In

the following Sec. 4.2 we analyze two dimensional systems. Investigating the mushroom billiard

experimentally, we find signatures of the reappearance effect.

4.1 Open quantum maps

We consider open systems with an effective Hamiltonian Heff as described in Ref. [66]

Heff = H0 − iW = H0 − iV TV , (4.1)

where H0 is a hermitian operator of the corresponding closed system and the imaginary part

W in the Hamilton operator introduces an absorption. This absorption W can be described

by V the coupling to different escape channels. For the designed map M2 we introduce in

the chaotic sea an opening, which is defined in momentum space and the effective Hamiltonian

operator is given by

Heff = T (p) +
∑

n

V (q)δ(n− t) − i~eff ηΘ(α− p)Θ(p− 1/2 + α) . (4.2)

As the additional imaginary part of Heff only depends on the momentum, it can be included

in the kinetic energy. There are two new parameters: The opening strength η and the width

parameter α that controls the upper and lower limit of the absorbing region in p-direction.

Increasing the parameter α increases the distance of the absorbing region to the regular island.

The mapping defined by Eq. (2.5) with an effective Hamiltonian Eq. (4.2) using the kinetic

energy T (p) and the potential V (q) of M2 will be called Mopen. For the number of cells in

q-direction we use Mq = 1. The phase space is illustrated in Fig. 4.1 with an absorbing region,

marked in blue, that is located within the chaotic sea. Quantum mechanically this system is

described by a non-unitary time evolution operator Uopen (using the effective Hamiltonian in
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Figure 4.1: Classical phase space of the map M2 with an absorbing region in the chaotic
sea marked in blue. The width parameter α of the opening is set to zero.

Eq. (4.2))

Uopen = e−i/~effV (q)e−i/~effT (p)e−W (p)/~eff (4.3)

= UM2A = UM2e
−ηΘ(α−p)Θ(p−1/2+α) . (4.4)

The eigenequation follows as

Uopen |ψRn 〉 = e−
γn
2
−2πiϕn |ψRn 〉 (4.5)

〈ψLn |Uopen = e−
γn
2
−2πiϕn 〈ψLn | , (4.6)

where |ψRn 〉 are the right and 〈ψLn | the left eigenfunctions. Both are referred to as resonance

states. Due to the non-unitarity of the operator Uopen the eigenfunctions |ψRn 〉 and |ψLn 〉 are not

equal. Both sets, |ψLn 〉 and |ψRn 〉, do not form an orthonormal basis in C
N . By generalization

of the scalar product we find a biorthogonal basis consisting of both the left and the right

eigenfunctions [67, 68]
〈

ψLi
∣

∣ψRj
〉

= δij (4.7)

implying the completeness relations1 =
∑

i

|ψRi 〉 〈ψLi | (4.8)

=
∑

i

|ψLi 〉 〈ψRi | . (4.9)

In order to study flooding in open systems we have to adapt the derivations which are performed

for closed systems in Sec. 3.3.2. The time evolution on very large timescales which leads to the

final result of Eq. (3.53) is no longer applicable for open systems due to the loss of probability

with every time step. Nevertheless, one may consider the saturation value of Eq. (3.53) as a



4.1.1 Reappearance of regular states 55

measure of how strongly a regular state |χreg〉 is distributed over the resonance states |ψL,Ri 〉
of the open system. In addition we introduce a renormalization, which accounts for the non-

complete expansion in either set of left or right eigenfunctions

sopen =
Nch + 1

Nch















1 −

N
∑

i=1

∣

∣

∣

〈

χreg

∣

∣

∣
ψL,Ri

〉∣

∣

∣

4

(

N
∑

i=1

∣

∣

∣

〈

χreg

∣

∣

∣
ψL,Ri

〉∣

∣

∣

2
)2















. (4.10)

In this context we abandon the ensemble average that is present in Eq. (3.53) and study the

coupling effect directly. Thereby we use the fluctuations of the saturation values sopen to find

strong coupling even in systems with a low density of states. The Bloch phase θq of QMap2 is

fixed at a value with large saturation value sopen. This occurs if several chaotic states are very

close to a regular state in the spectrum and the distance is smaller than the mean density of

states. Note, that the renormalization has a small effect on the following numerical study as

the denominator in Eq. (4.10) is always close to one.

4.1.1 Reappearance of regular states

First we consider the spectrum of eigenvalues under variation of the strength of the opening. In

order to demonstrate the reappearance of regular states we concentrate on systems with a small

number of states N . Fig. 4.2 shows the decay rate γn and the eigenphases ϕn under variation of

the opening parameter η. Weak absorption is marked in blue and strong absorption is encoded

in red on a logarithmic scale as indicated by the color bar on the right-hand side.

For small η absorption is weak and all decay rates are small. With increasing η absorption

increases and all decay rates initially rise proportional to η. Yet there are some states, like the

regular states in the center of the island, that show very slow decay.

The insets show the Husimi-functions for the right eigenfunctions of the red-marked eigen-

values. At a critical value of the absorption the decay rate of some states stops to increase.

Although absorption is further increased the decay rate of these resonances remains small or

even decreases slightly. These states are called trapped states. This effect is seen for example

for the regular state depicted on the right-hand side of Fig. 4.2. A more detailed discussion on

resonance trapping without the context of flooding can be found in Refs. [26–28]. Many of the

trapped states are regular states, which is intuitively clear, because the opening is located in

the chaotic sea.

For the three states, which are shown as Husimi-functions on the left-hand side, we find strong

regular and chaotic mixing, indicated by a high saturation value sopen for weak absorption (small

η). For strong absorption one of the states gets trapped and forms a purely regular state with

small decay rate, while the other two states turn into states, which concentrate in the chaotic



56 4.1 Open quantum maps

part of the phase space, and exhibit a large decay rate (sopen ≈ 0). This demonstrates the

reappearance of a regular state, which is flooded in the closed system, but reappears if the

absorption in the chaotic sea is strong enough.

The Husimi-functions of the same four resonance states as depicted in Fig. 4.2 are also shown

in Fig. 4.3. There the Husimi-functions of the left eigenfunctions of Uopen are compared to those

of the right eigenfunctions at the same opening strengths as in Fig. 4.2, η = 10−8 and η = 1.

Additionally the case of very strong absorption with η = 25 is shown. The difference of left

and right eigenfunctions for weak absorption as well as those of the regular states for strong

absorption is exponentially small and thus not visible in this plot. However, for states with

high probability in the absorbing region, the chaotic states, the difference becomes obvious for

η = 25.

The computation, leading to Figs. 4.2 and 4.3, is done with the width parameter α = 0,

where the absorbing region is very large. Even regular states that are very close to this region

get trapped in this case. Already for α = 0.05 the data looks different. The number of

trapped states increases and there are more trapped chaotic states. This results in a non-

γn

ϕn

10−12

10−6

100

η = 10−10

η = 30

absorption

Figure 4.2: Spectrum of eigenvalues in dependence of the opening parameter η for the open
quantum map Mopen with N = 31, Mq = 1, and θq = 0.7057. The phase θq is fixed at a
value for which a maximal saturation value sopen occurs. The eigenphase ϕ is plotted along
the x-axis and the escape rate γ along the y-axis. Different opening strengths are encoded
with different colors as shown by the color bar with a logarithmic scale. Some resonances are
trapped, their decay rate stops to increase with increasing opening η. The Husimi-function
of different eigenfunctions are shown in the insets. On the right-hand side a regular state is
shown. The Husimi-function is almost unchanged for all openings. The three other resonant
states show regular and chaotic components for a small opening. For strong opening one
regular state reappears and the other states show almost no regular components.
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complete reappearance of regular states. The saturation value sopen approaches non-zero values

for strong absorption. There are even cases, as shown in Fig. 4.4 (d) with the blue dots, where

sopen decreases up to a critical opening parameter η and then the saturation value increases

again because of the flooding effect due to trapped chaotic states. Hence a large absorbing

region, which contains most of the chaotic part of the phase space is needed in order to observe

a total reappearance of regular states.

In the following section an analytic understanding of the reappearance effect will be devel-

oped. Using a 2× 2 matrix model we will demonstrate how two coupled states - a regular and

a chaotic one - will decouple due to absorption.

4.1.2 Matrix model

We now construct a 2× 2 matrix model to describe the reappearance of regular states. Similar

to the discussion in Ref. [27] and in Sec. 3.3.3 we assume a system with one regular state

(eigenvalue 0) and one chaotic state (eigenvalue κ) which are coupled via a matrix element v.

∣

∣ψL
i

〉 ∣

∣ψR
i

〉

η = 10−8

∣

∣ψL
i

〉 ∣

∣ψR
i

〉

η = 1

∣

∣ψL
i

〉 ∣

∣ψR
i

〉

η = 25

Figure 4.3: Husimi-functions of the left and right eigenfunctions of Uopen for the same states
as in Fig. 4.2. The resonance states are shown for three absorption strengths η = 10−8, 1, 25.
In each case the left column shows the left eigenfunctions and the right column the right
eigenfunctions.
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Only the chaotic state is coupled to the opening with the absorption strength η using the form

of the effective Hamiltonian, Eq. (4.1),

H =

(

κ v

v 0

)

− i

2
η

(

1 0

0 0

)

. (4.11)

For the eigenvalues λ1,2 we obtain

λ1,2 =
2κ− iη

4
± 1

4

√

(2κ− iη)2 + 16v2 . (4.12)

By computing the eigenvectors of Eq. (4.11) and evaluating the saturation values, e.g. Eq. (4.10)

without the renormalization, we obtain

sopen = 2

(

1 − |λ1|4
(|λ1|2 + v2)2 − |λ2|4

(|λ2|2 + v2)2

)

. (4.13)

For the qualitative discussion we restrict ourselves to the simple case of κ = 0 where sopen is

maximal. This allows to deduce the critical value for the opening, ηcrit = 4v, when the value

below the square root in Eq. (4.12) becomes zero. For the behavior of the eigenvalues and

saturation values it follows

η ≤ ηcrit :
Im(λ1,2) = −η

4

sopen = 1
, (4.14)

η > ηcrit :
Im(λ1,2) = −η

4
± 1

4

√

16v2 − η2

sopen = 16v2

η2

. (4.15)

The result is visualized in Fig. 4.4 on the left-hand side. For small openings the decay rate of

both states increases linearly and the saturation value remains constant at sopen = 1. If the

opening parameter becomes critical (η = ηcrit) we find for the special case of κ = 0 an abrupt

decoupling (blue curves), whereas for κ 6= 0 the decoupling is smoothed (red curves). The

right-hand side of Fig. 4.4 illustrates the same quantities for the three flooded states that are

shown in Fig. 4.2. Although three states are involved, we find a qualitatively similar behavior:

The blue and the black state are almost degenerate ( κ ≈ 0). This leads to a very sharp

decoupling at ηcrit ≈ 0.04. We can deduce that the coupling matrix element in this case is

around v = ηcrit
4

= 0.01. Shortly after decoupling from the black state the decay rate starts

to increase again for the blue state before the decoupling from the red state takes place. The

corresponding coupling matrix element has to be larger than the first one, but the spectral

distance of the uncoupled states κ is also larger and the decoupling is smoother. In contrast to

the 2× 2 model the decay rate of the blue state saturates. The final decay rate corresponds to

the regular-to-chaotic tunneling rate of the regular state, as the probability which tunnels to the
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chaotic sea immediately ends in the absorbing region. Even the red state becomes trapped and

saturates. Although this saturation of decay rates cannot be described by the simple matrix

model the reappearance of regular states is well reproduced.

4.2 Experiments in microwave billiards

We verify the reappearance of regular states in microwave experiments. After the investigation

of one dimensional systems with quantum maps in the last section we increase the complexity

of the problem by using billiards, for which microwave billiards are well suited to study open

systems, because we can mimic the imaginary part of the effective Hamiltonian (Eq. (4.1)) by

the use of absorbing materials. The measurements were done in collaboration with U. Kuhl

and H.-J. Stöckmann in Marburg.

After a short introduction to microwave cavities and their similarity to quantum billiards
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Figure 4.4: Behavior of the decay rates (a) and saturation values (b) for the 2 × 2 model,
Eq. (4.11), in dependence of the opening parameter η. The blue curves show the special case
for κ = 0. The red curves show the smoothed results for κ 6= 0 but small. The analytic
solution for the above-critical (η > ηcrit) saturation value is shown in dotted black. On
the right-hand side the behavior of the decay rates (c) and saturation values sopen (d) for
the three strongly coupled states from Fig. 4.2 is shown for comparison. In graph (d) the
saturation values for the widths parameter α = 0.05 is also shown in dotted blue whereas all
other data in (c) and (d) is obtained with α = 0.
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we describe the experimental setup in Sec. 4.2.1 and sketch the analysis of the reflection and

transmission data in Sec. 4.2.2. This data is used to construct the wave functions in Sec. 4.2.3.

The reappearance of regular states for the mushroom billiard is finally discussed in Sec. 4.2.4.

Microwave measurements give a very good tool to investigate phenomena in quantum chaos.

The reason is the similarity of the two dimensional Helmholtz equation to the Schrödinger equa-

tion for billiard systems. For cylindrical resonators in two dimensions, we find the Helmholtz

equation for the electric field component in z-direction [45, 69]

−
(

∂2

∂x2
+

∂2

∂y2

)

Ez,n = k2
nEz,n . (4.16)

Here the height of the resonator has to be smaller than half of the minimal wavelength, such that

only transverse magnetic modes exist. The z-component of the electric field Ez is equivalent to

the wave function ψ in the Schrödinger equation and obeys the same boundary conductions

− ~2

2m

(

∂2

∂x2
+

∂2

∂y2

)

ψn = Enψn (4.17)

in units ~ = 2m = 1 with the eigenenergies En, which are equal to the square of the wave

numbers k2
n and the eigenfunctions ψn. In the experiment we have to open the system to

measure its properties. Thus we insert small antennas into the resonator. The eigenfunctions

turn into resonances that are very close to the form of the original wave functions if the coupling

of wave functions and the antennas is small enough. The system is best described by the S-

matrix. It relates incoming waves ai to outgoing waves bj

bj =
∑

i

Sjiai . (4.18)

Diagonal elements contain information about the reflection and off-diagonal elements about the

transmission. For non-overlapping resonances and point like coupling it is shown in Refs. [69,70]

that the S-matrix follows as

Sij = δij − 2iγḠ(ri, rj, k) (4.19)

with the modified Green’s function

Ḡ(ri, rj , k) =
∑

n

ψn(ri)ψn(rj)

k2 − k2
n + iγ

∑

l |ψn(rl)|2
. (4.20)

The parameter γ describes a broadening of resonances due to the coupling to the antennas and

the absorption in not ideally conduction walls. Apart from that the Green’s-function contains

all the information about the system. The wave number k is related to the frequency ν

k = 2π
ν

c
. (4.21)
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Thus we measure the frequency dependent reflection and transmission for two antennas to

obtain the S-matrix.

4.2.1 Experimental setup

Fig. 4.5 shows the setup of the experiment. A microwave resonator (Fig. 4.6) is pressed against

the top plate (1) with an elevating device (3). The data was measured with two antennas,

one movable along the two dimensions of the table (2) and the second is fixed in the resonator

from the downside of the table. The moving antenna is shifted by servo motors (4) and can

be controlled by a serial interface (5) from a personal computer (PC). Details on the antenna

positioning are discussed in App. D. The top plate contains a grid of holes every 5 mm to insert

the antenna (2) into the cavity. The antennas are connected to a vector network analyzer that

is also controlled and read out by the PC. The form of the resonator is shown in Fig. 4.6. The

cavity has the shape of a desymmetrized mushroom billiard that is also discussed numerically

in Sec. 3.6. The cavity is closed by the top plate of the table and the dimensions are listed in

Tab. 4.1. The vector network analyzer acquires the amplitude and phase of all four possible

channels that are the reflection in both antennas and the transmission in both directions. For

the wave function measurements only two channels were used to save memory and measurement

time. We determine the reflection of the moving antenna and the transmission to the fixed

antenna.

4.2.2 Transmission and reflection measurements

In Fig. 4.7 the data of one specific arrangement of the antennas is shown. The graph illustrates

the modulus of the reflection and the modulus, the real part, and the imaginary part of the

transmission under variation of the frequency. We find resonances at the negative peaks in

the reflection data and at peaks in the transmission measurement that is shown in a small

frequency range. The total frequency range starts at 0.5 GHz and reaches up to 14.9 GHz with

a resolution of 1 MHz.

The measurable width of the resonances is comparably large with about ∆ν ≈ 20 − 30 MHz

(see e.g. Refs. [71,72]). One reason for broad resonance is the size of the resonator, which results

in a large surface that absorbs the microwaves. However, especially the large stem height l of

radius of the cap R 300 mm
length of the stem l 700 mm
width of the stem a 210 mm
height of the cavity h 10 mm

Table 4.1: Dimensions of the mushroom billiard cavity shown in Fig. 4.6.
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Figure 4.5: Experimental setup: The microwave resonator is pressed against the top plate
of the table (1) with an elevating device (3). The first antenna (2) is movable via servo
motors (4) along all dimensions. The top plate contains a grid of holes every 5mm to insert
the antenna into the cavity. The motion is controlled by the unit (5) that is connected to a
PC. A second antenna is fixed on the lower plate of the resonator that is show in Fig. 4.6.
The measurement is done via a vector network analyzer that is linked to the PC and both
antennas.

the cavity is required, since high saturation values in the mushroom billiard occur if the density

of states in the chaotic sea is high (see Sec. 3.6). And another reason is the flexible construction

of the resonator that allows for fast opening to insert absorbing material as shown in Fig. 4.6.

Therefore the top plate is not fixed with screws to the resonator. Unavoidably, there are small

gaps in the connection of both aluminum plates, which are easily passed by microwaves of the

0-th mode in z-direction. In experiments with superconducting materials such losses would be

almost zero but the effort and cost would also increase drastically [32]. However, the flexibility

to modify the geometry or insert absorbing material would be lost.

A calibration of the antennas is necessary to compensate the frequency dependent response

of the reflection in the cables, at the connections, and the antenna itself. Deformations of

the cable or loosening of connections during the automatic movement of the first antenna are
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(optional)
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Figure 4.6: Mushroom shaped microwave resonator. The dimensions are shown in Tab. 4.1.
The four small holes in the resonator mark the possible positions for the second antenna.
They are also displayed as black or red dots in the drawing below. For all wave function
measurements the red marked antenna position was used. An absorbing material can be put
in the stem to open the cavity in the chaotic part of the phase space. To avoid direct back
reflection the absorber has a zig-zag shape.

possible sources for errors in the measured data. This antenna is inserted through a 2 mm

hole in the top plate. The alignment within that hole, which causes varying capacities, and

altering contact resistance to the top plate leads to non-uniform couplings to the resonator at

different measurement positions. These experimental constraints strongly influence the quality

of the wave functions, which we can construct from the S-matrix. The reflection measurement

is especially sensitive to this type of errors because the point of reference is one in this case

(see Eq. (4.19)).

4.2.3 Wave functions measurements

Using Eq. (4.19) we can reconstruct the wave function data from the measured S-matrix chan-

nels

δij − Sij(ri, rj, k) ∝
∑

n

ψn(ri)ψn(rj)

k2 − k2
n + iγ

∑

l |ψn(rl)|2
. (4.22)

The reflection coefficient S11 can be used to determine the modulus squared of a wave function

|ψ(r1)|2
|ψn(r1)|2 ∝ |1 − S11(r1, r1, kn)| (4.23)
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Figure 4.7: Reflection and transmission data of the mushroom microwave experiment. The
modulus of the reflection is shown in (a), whereas the other graphs illustrate the transmission
data for the same antenna positions, as the modulus (b), real part (c), and imaginary part
(d).

at a certain frequency νn = knc
2π

, which ideally is a resonance frequency. Due to absorption and

openings in the resonator cavity, this resonance frequency is shifted to lower frequencies in most

cases. This data is very sensitive to errors, because, as shown in Fig. 4.7 (a), the modulus of

the reflection coefficient is of the order of one |S11| ≈ 1. Thus small relative errors in S11 lead

to large relative errors in the wave function |ψ(r1)|2.

The transmission measurement yields the wave function with amplitude and phase informa-

tion (Eq. (4.22))

ψn(r1) ∝ S21(r2, r1, kn) ∝
ψn(r2)ψn(r1)
∑

l |ψn(rl)|2
. (4.24)

This quantity is much more stable against measurement errors due to the lack of subtraction in

the formula. To use this efficiently, one has to choose a good position of the fixed antenna. Wave

functions that have a nodal line (ψ(r2) = 0) at that position are invisible in the transmission

and the amplitude of the resonances is strongly influenced by this position. The coordinates

of the fixed antenna was chosen such that regular wave functions near the border of the stem

have a high probability. To find these coordinates we maximized the product w(x, y) of the
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Figure 4.8: Product of the probability distributions of regular wave functions with high
saturation values (see Eq. (4.25)). A list of the quantum numbers of the regular wave functions
used for this quantity is shown in Tab. 4.2.
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Figure 4.9: Wave function data |ψ|2 reconstructed from the reflection (a) and transmission
data (b). The frequency is 5.816GHz.

probability distributions of those regular states χ
(n,m)
reg , which have high saturation values

w(x, y) =
∏

(n,m)∈F

∣

∣χ(n,m)
reg (x, y)

∣

∣

2
. (4.25)

Here F represents the set of strongly flooded states. The function w(x, y) is shown in Fig. 4.8

and we find four optimal positions for the fixed antenna, which therefore were chosen in the

experiment (Fig. 4.6).

A list of all these states is shown in Tab. 4.2 together with the approximate saturation values

s calculated with the mean density of sates and the analytic tunneling rate (see Sec. 3.6).

The last column shows the non-averaged saturation values sopen for a numerical calibration

of eigenfunctions using the same setup. We expect the wave functions in the experiment to

be good approximations for eigenfunctions. However, small changes in the geometry, such as

fabrication errors, lead to changing saturation values. Thus the values listed in Tab. 4.2 serve
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as a guide for the experiment.

In Fig. 4.9 an example wave function |ψ|2 constructed from the reflection (a) and transmission

data (b) at 5.816 GHz is shown. In contrast to the reflection data (a), which is very noisy, the

transmission data (b) shows a clear pattern of a flooded regular state with regular components

in th cap and chaotic components in the stem.

However the assumption of well separated resonances is not justified in this measurement.

The density of states is higher than the averaged width of resonances. For example at 6 GHz

the density of states translates to a frequency level distance of about 11 MHz compared to the

resonance width of about 20 MHz. Hence, we have to keep in mind that all wave function data

we show in the following are superpositions of several wave functions of the closed billiard. Also

additional effects due to the nonlinear coupling of different resonances may arise. Fortunately

the selection in the transmission data, due to the position of the fixed antenna, reduces the

number of visible states. Thus those problems are much less relevant for the transmission

measurements.

At some points the moving antenna was not completely connected to the resonator. These

points are disregarded in the following. The number of disregarded points is small compared

to number of measured data points (less than 1% for all measurements), see Tab. 4.3. In the

following we discuss two different measurements. The first is the mushroom cavity without

any absorbing material that will be referred to as closed mushroom. The second is the open

mushroom where absorbing material is prepared in the stem of the mushroom.

In order to get the right phases for the complex wave functions we have to remove further

correlations from the data ψ′ as in Refs. [69, 73]

ψ = e−iϕg,0ψ′ (4.26)

quantum numbers (n,m) saturation values s numerical saturation values sopen

(2, 26) 67% 51%
(2, 28) 61% 32%
(3, 40) 73% 57%
(3, 42) 67% 65%
(3, 44) 62% 23%
(4, 54) 76% 57%
(4, 56) 72% 66%
(4, 58) 67% 68%
(4, 60) 62% 32%

Table 4.2: Table of regular states with high saturation values s. The numerical calibration
of eigenfunctions for the same billiard setup yields the last column of non-averaged saturation
values sopen.
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measurement number of data points error points
closed mushroom 8669 60
open mushroom 2873 24

Table 4.3: Number of measured data points for the moving antenna for all billiard realiza-
tions. The number of error points is given as well.

with the global phase ϕg,0

ϕg,0 =
1

2
arctan

(

2〈Re(ψ)Im(ψ)〉Ω
〈Re(ψ)2〉Ω − 〈Im(ψ)2〉Ω

)

. (4.27)

The average is meant as a spatial average over the whole measurement area Ω, which in this

context is an average over all data points. In Fig. 4.10 the effect of the correlation correction can

be seen. The first graph (a) shows the imaginary versus the real part of the wave function data

collected from all grid points at 5.845 GHz. The real and imaginary part is clearly correlated

and the data is not concentrated along the real axis. The correction, Eq. (4.26), by the phase

e−iϕg,0 ensures that the main contribution is along the real axis as can be seen in (b). We also

get a measure for the opening of the system via the phase rigidity |ρ|2 [74] with

ρ =

∫

Ω

dxdy ψ2

∫

Ω

dxdy |ψ|2
=

〈Re(ψ)2〉Ω − 〈Im(ψ)2〉Ω
〈Re(ψ)2〉Ω + 〈Im(ψ)2〉Ω

. (4.28)

The phase rigidity |ρ|2 is one for systems with time reversal symmetry and zero in system where

that symmetry is broken. The only physical reason for time reversal symmetry breaking in the

mushroom billiard without magnetic field is dissipation. Fig. 4.10 (c) shows the phase rigidity

|ρ|2 around 5.8 GHz for a regular state with quantum numbers n = 2, m = 26. The black curve

illustrates |ρ|2 for the closed mushroom, whereas the blue curve is for the open mushroom.

In Fig. 4.10(d) the regular overlap, which indicates the amount of regular weight in the wave

function, is shown in comparison. In both measurements the phase rigidity |ρ|2 has a maximum

at the frequency with the highest regular overlap. There are no cases where the phase rigidity

reaches one because of the dissipation that we already discussed. Between resonances the value

|ρ|2 decreases. For the open mushroom measurement the phase rigidity is concentrated around

the eigenfrequency of the regular state, whereas we find several peaks in the closed mushroom

measurement. This already indicates that chaotic states are affected stronger by the absorption

than the regular states.
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Figure 4.10: Distribution of the complex wave function data before (a) and after correlation
correction (b) for the closed mushroom at 5.845GHz. The phase rigidity around the regular
state with quantum numbers n = 2,m = 26 is plotted (c) in comparison to the regular
overlap (d) for both measurements. The closed mushroom is shown in black and the open
mushroom in blue.

4.2.4 Reappearance of regular states

We want to study if signatures of the reappearance of regular states can be found in microwave

experiments using the mushroom billiard. A promising quantity is the overlap of all eigenfunc-

tions with a regular state of interest χ
(n,m)
reg (x, y)

preg
ψ =

∣

∣

∣

∣

∫

Ω

dxdy ψ(x, y)χ(n,m)
reg (x, y)

∣

∣

∣

∣

2

. (4.29)

The purely regular states in the mushroom billiard are given explicitly by the eigenfunctions

of the circular mushroom billiard, see Eq. (3.97). The regular overlap can be used to compute

the saturation values sopen

sopen = 1 −
∑

n

|preg
ψn
|2 . (4.30)

We cannot isolate single eigenfunctions ψn with this experiment. Thus we approximate the sum

by an integral over all frequencies. This works at least for the closed mushroom, as the wave

functions reconstructed via the transmission data can be normalized over the whole resonator.
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Even then the position of the fixed antenna leads to a non-uniform weighting of different

resonances. For the open mushroom, however, only grid points in the cap were measured and

in addition the absorption introduces outgoing waves in the stem. In this case it is not possible

to normalize the wave functions.

Thus we are aiming at a more qualitative argument than in Sec. 4.1 and compare the wave

function properties of the open and the closed mushroom without normalization. Instead we

scale all amplitudes such that
∫

Ωcap

dxdy |ψ(x, y)|2 = 1 , (4.31)

holds, where we integrate over the area of the quarter circular cap of the mushroom Ωcap. For

purely regular states this rescaling is equivalent to a normalization, because the probability in

the stem is zero. Than we define a regular overlap o(n,m) which is evaluated with all data points

in the cap

o(n,m) =

∣

∣

∣

∣

∣

∣

∣

∫

Ωcap

dxdy ψ(x, y)χ(n,m)
reg (x, y)

∣

∣

∣

∣

∣

∣

∣

2

. (4.32)

The overlap, which depends on the frequency via the wave function, cannot be interpreted as a

probability measure. But it can be used to find the frequency with the highest regular weight.

Although we know the resonance frequency of each regular state analytically, in the experiment

this resonance is shifted due to the opening. This overlap is shown in Fig. 4.11 together with

the corresponding wave functions for two different regular states. The frequency for the wave

functions is determined by the maximal regular overlap. For the closed mushroom o(n,m) is

plotted in black with the wave functions (b) and (e) whereas for the open mushroom o(n,m) is

plotted in blue with the wave functions (c) and (f). Although the overlap is not much different

for both measurements, the wave functions show slightly different qualitative behavior in the

cap. The region in the cap, given by a quarter circle with a radius equal to width of the stem

(ρ = a), contains only exponentially small contributions of the regular states. They concentrate

on classical regular trajectories that are within the region with radius ρ > a. In the part with

ρ < a chaotic components of the wave functions are visible. The more chaotic components a

wave function has the larger the probability is in the quarter circle with smaller radii (ρ < a).

This does not change for mixtures of eigenfunctions as observed in the experiment. We define

a cap probability ratio pcap(ρ)

pcap(ρ) =
R2

ρ2

ρ
∫

0

dρ′
0
∫

−π
2

dϕ |ψ(ρ′, ϕ)|2 , (4.33)

were we integrate over Ωρ
cap, a quarter circle with radius ρ in the cap shown in Fig. 4.12, and

compare to the probability of a uniform distribution u(x, y) = 4
πR2 in the same region. By
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Figure 4.11: Regular overlap (Eq. (4.32)) with the state of quantum numbers n = 2,m =
26 (a) and n = 4,m = 54 (d) for the closed and open mushroom in black and for open
mushroom in blue. The analytic resonance frequencies are marked as vertical lines. For the
frequency with the maximal overlap corresponding wave functions |ψ|2 reconstructed from
the transmission data is shown below each overlap graph. The plots (b) and (e) illustrate the
closed mushroom measurement whereas plots (c) and (f) show the open measurement with
absorbing material in the stem.

Ωρ
cap

R

ρ

Figure 4.12: Integration area used in Eq. (4.33).

means of the scaling condition Eq. (4.31), the cap probability ratio is one for ρ = R. This

quantity allows to distinguish regular and chaotic states especially for small radii (ρ < a),

where we find almost no probability for regular states pcap(ρ < a) ≈ 0 and a high probability

for chaotic states pcap(ρ < a) ≥ 1. In Fig. 4.13 pcap(ρ) is shown for the wave function at the

frequency with maximal regular overlap for two different regular states. As a reference the cap

probability for the corresponding regular state is marked in red. At small radii for the closed

mushroom measurement (black) we find much higher cap probability ratios pcap(ρ) than for

the open measurement (blue). The chaotic components are suppressed in both cases, but the
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Figure 4.13: Integrated cap probability pcap (Eq. (4.33)) at the frequency with maximum
regular overlap o(n,m) for the regular state with quantum numbers n = 2,m = 26 (a) and

n = 4,m = 54 (b). This quantity is shown for a regular state χ
(n,m)
reg in red compared to the

closed mushroom data in black and the open mushroom data in blue.

difference of the blue and the black curve is much larger for (n = 4, m = 54).
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Figure 4.14: Differences pdiff
cap of the integrated cap probability (4.34) for all regular states,

which are listed in Tab. 4.2 together with the approximate saturation values. Under each bar
the quantum numbers of the corresponding regular state are shown. Values of pdiff

cap near one
correspond to full reappearance of a flooded regular state.

A quantitative measure is pdiff
cap

pdiff
cap =

〈

pclosed
cap (ρ) − popen

cap (ρ)
〉

ρ<ρmax
〈

pclosed
cap (ρ)

〉

ρ<ρmax

, (4.34)

where we average the difference of the closed mushroom pclosed
cap (ρ) and the open mushroom

popen
cap (ρ) for radii smaller ρmax = 190 mm. The maximal radius is chosen smaller than the stem
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width a because of non-zero cap probability ratios for a regular state pcap(a = 210 mm) 6= 0

(Fig. 4.13 (a)). This relative difference pdiff
cap can be positive if the chaotic components are

suppressed by adding absorbing material or negative in the opposite case. A flooded regular

state which reappears completely when opening the system yields a relative difference pdiff
cap ≈ 1,

because in the open mushroom the cap probability ratio popen
cap (ρ < a) is almost zero. Fig. 4.14

shows pdiff
cap for all regular states which are listed in Tab. 4.14. In all cases we find reduced

chaotic components in the open mushroom. Although we do not observe complete reappearance

pdiff
cap ≈ 1, due to mixing of eigenfunctions with overlapping resonances, the reappearance effect

is clearly visible in the mushroom billiard experiments.



5 Summary and outlook

For systems with a mixed phase space one can construct regular states, which concentrate on

classical tori in the regular island. However, due to dynamical tunneling these regular states

are coupled to chaotic states. For strong coupling the regular island is flooded. In this thesis

the flooding of regular states is investigated by means of the time evolution of wave packets

initially started in the chaotic sea. The probability in the regular island is studied by extensive

numerical simulations. For this purpose the projection onto regular states turns out to be an

ideal measure of regular weights.

Three qualitative regimes are found in the time evolution simulations: a linear regime at small

times, a saturation regime at large times, and a transition regime with oscillations between the

linear and the saturation regime. For the first regime the linearly increasing regular weights are

explained by dynamical tunneling from the chaotic sea to the regular island. For large times

the weights saturate. A universal scaling of the saturation plateaus is found by introducing an

effective coupling, which combines the information about the tunneling rates and the density

of states in the system. This scaling remains unchanged if the system size, the effective Planck

constant, or the tunneling rates are varied. The same behavior is found for two-dimensional

billiard systems, for which the mushroom billiard is studied as an example.

The height of the saturation plateaus can be described by a random matrix model under

consideration of the transport behavior in the regular island. Already a 2 × 2 matrix model,

which is analytically solvable, is sufficient to predict the complete universal scaling of the

saturation plateaus quantitatively. The analytic solution for the height of the plateaus s in

dependence of the effective coupling v is given by

s = 2v arctan
1

2v
. (5.1)

The flooding mechanism is excellently described by this formula in all considered numerical

simulations including quantum maps with different system sizes and transport behaviors as

well as two-dimensional billiard systems. Even the full time-dependent behavior of the regu-

lar weights is reproduced for small couplings, which leads to a detailed understanding of the

time evolution of wave packets in systems with flooded states including the oscillations of the

transition regime between the linear increase and the saturation regime.

Although all results rely strongly on spectral averaging the same qualitative behavior is

found for the standard map, where only a limited spectral variation is possible. In that case
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the description using the effective coupling fails, because only a small number of chaotic states

couple to regular states. Thus, spectral fluctuations govern the amount of flooding in such

systems. By identifying the chaotic states involved in the coupling to the regular states and

determining the corresponding coupling strengths, the behavior of the regular weights can also

be modeled is this case.

To understand the influence of flooding in open quantum systems we consider quantum maps,

where absorption is introduced in the chaotic part of phase space. By controlling the strength

of the absorption, the complete transition from a closed system with flooded states to a fully

open quantum system is studied. For a strong opening we find the reappearance of regular

states. Only the chaotic states are coupled strongly to the opening and at some critical value of

the absorption the flooded states, which are linear combinations of regular and chaotic states,

decompose into purely regular and chaotic states. This can be understood by the phenomenon

called resonance trapping, which occurs in open quantum systems. The escape rate of flooded

states increases with increasing absorption in the chaotic sea. At a critical opening strength the

escape rate of the regular states, which start to reappear, changes the monotonic behavior and

decreases when further opening of the system. The value of the critical absorption depends on

the coupling matrix elements of the regular state and the chaotic states, which are often used

for theoretical descriptions. For some systems these matrix elements are difficult to determine,

although the variance of all coupling matrix elements can be deduced form the tunneling rates.

To compute the coupling to a single chaotic state one has to do spectral variations and measure

the width of avoided crossings. This procedure can lead to changes of system parameters,

which influence also the coupling. In this cases one could compare the opening characteristic

of the system to the matrix models used to describe the reappearance and deduce the coupling

strength from the critical opening strength.

In this thesis we present the first experiment on flooding and the reappearance of regular

states using a microwave resonator, which has the shape of a mushroom. The microwave

transmission patterns for this mushroom billiard were measured, which allows to reconstruct

wave function data for this geometry. By inserting absorbing material in the resonator the

system is opened and the comparison of the wave functions for open and closed measurement

yields decreasing chaotic components in the open mushroom. Thus the reappearance of regular

states is verified experimentally.

In the future the results of this thesis may help to understand the quantum mechanical

influence of partial barriers in phase space. In such systems already a classical transport

between different phase space regions is present. Depending on size of the effective Planck cell

compared to the classical flux through the barrier the influence on the corresponding quantum

system changes [42, 75, 76]. Also in higher dimensional systems, where due to Arnold diffusion

the regular islands are classically not completely isolated from the chaotic sea, the flooding effect

will be an interesting subject for future studies. A first indication, that flooding is especially
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important in higher dimensional systems, is given in Ref. [77].

Continuing the work on the behavior of the conductance in nanowires with one sided sur-

face roughness [24, 25], new applications of flooding in open quantum systems may be found.

Furthermore, the knowledge of the reappearance of regular states is important to understand

experimental results in such systems. A possible application are open optical microcavities [78],

where the behavior of the resonance states influences the far-field emission pattern. As a first

step the opening in the chaotic part of the phase space is understood, but in many experi-

ments also the regular region is absorbing, e.g. due to losses by the imperfect reflection of walls

in billiard systems. Using the results of this thesis it will be easier to recognize the flooding

mechanism and its consequences in many applications in the field of quantum chaos.





A Classical and quantum kicked

systems

A.1 System-adapted units

We introduce system-adapted units using the Hamiltonian of the kicked rotor in SI units as an

example

H̃(Θ, I) =
I2

2mr2
+ rP cos Θ

∑

n∈Z

δ(t̃− nτ) , (A.1)

where I is the angular momentum of a point mass m rotating at radius r, which is kicked

periodically at times nτ with momentum P . The angle of the rotor is given by Θ. Each

physical variable in this system is rescaled with a typical value. Thus all physical quantities are

evaluated in multiples of these typical system values. The typical angle is a full circle Θ0 = 2π

and the typical time is the driving period τ . Furthermore we choose the angular momentum

I0 = 2πmr2

τ
, which corresponds to an angular velocity of one rotation per kicking period τ . All

other quantities can be deduced using the previous typical variables. Thus one obtains a typical

energy V0 = Θ0I0
τ

= (2π)2mr2

τ2 and the rescaled Hamiltonian H

H =
H̃

V0
=

I2

2mr2V0
+
rP

V0
cos

2πΘ

2π

∑

n∈Z

δ(t̃− nτ) (A.2)

=
I2τ 2

8m2π2r4
+

Pτ 2

mr(2π)2
cos

2πΘ

Θ0

∑

n∈Z

1

τ
δ

(

t̃

τ
− n

)

(A.3)

=
I2

2I0
+

Pτ

mr(2π)2
cos(2πq)

∑

n∈Z

δ (t− n) (A.4)

=
p2

2
+

k

(2π)2
cos(2πq)

∑

n∈Z

δ(t− n) , (A.5)

where p is the rescaled momentum p = I
I0

, q the rescaled position q = Θ
2π

and t the rescaled

time t = t̃
τ
. Now all free parameters are combined using the kicking strength k = Pτ

mr
.

77
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For the quantum mechanical description the Schrödinger equation has to be rescaled as well

i~
d

dt̃
ψ̃ = H̃ψ̃ (A.6)

i
~τ

V0τ

d

dt̃
ψ̃ =

H̃

V0
ψ̃ (A.7)

i
~

V0τ

d

dt
ψ̃ = Hψ̃ (A.8)

i~eff
d

dt
ψ = Hψ , (A.9)

where the effective Planck constant ~eff = ~

V0τ
is defined. This quantity scales with the typical

action V0τ of the system and goes to zero in the semiclassical limit. As the scaling factor of

the wave function ψ̃ appears on both sides of the Schrödinger equation it is derived from the

normalization condition

1 =

2π
∫

0

dΘ|ψ̃|2 = 2π

1
∫

0

dq|ψ̃|2 =

1
∫

0

dq|ψ|2 . (A.10)

Thus the rescaled wave function ψ is given by

ψ =
√

2πψ̃ . (A.11)

Using system-adapted units the number of free parameters is reduced, which allows to study

the physical properties efficiently. Also the numerical calculations benefit from this procedure

as the typical numbers are in the order of one, which ensures a good utilization of the limited

range of floating point arithmetic. What is introduced as system-adapted units or rescaled

physical variables is also called dimensionless variables in the literature as all quantities are

divided by a typical scale, which has the same physical unit of measure.

For the billiard systems in this thesis a different set of units is used, which ensures the

equivalence of the two dimensional Helmholtz equation with the Schrödinger equation. The

Planck constant and the particle mass are fixed to ~ = 2m = 1. Then the semiclassical limit

is given by E → ∞. The length scale for the mushroom billiard is defined by the radius R.

However, for the experiments the SI unit meter is used.

A.2 Smoothing of designed maps

The designed maps are defined using piece wise linear functions, which allows to control the

phase space structure in an easy way. However, for the quantum mechanical description con-

tinuous functions yield better results. Thus the discontinuous functions for the first derivatives
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of the kinetic energy T ′(p) and the potential V ′(q) in Eq. (2.13) are smoothed

Ts
′(p) =

∫

dxGε(p− x)T ′(p) , Vs
′(q) =

∫

dxGε(p− x)V ′(q) (A.12)

by convolution with a Gaussian Gε(x) of width ε

Gε(x) =
1√
2πε2

e−
x2

2ε2 . (A.13)

Using the error function Erfε(x)

Erfε(x) =

x
∫

−∞

Gε(x̃)dx̃ (A.14)

one obtains the smoothed functions

Vs
′(q) =

{

−k − rx− (1 − r)
(

Erfε(x− 1
2
)
)

(x ≤ 0)

−k − rx+ (1 − r)
(

Erfε(−x− 1
2
)
)

(x > 0)
(A.15)

Ts
′(p) =











−T̃ ′(p+ 1
2
) (p ≤ −1

4
)

T̃ ′(p) (−1
4
< p ≤ 1

4
)

−T̃ ′(p− 1
2
) (p > 1

4
)

(A.16)

T̃ ′(p) = −
(

1 − s

4

)

+ sp− 2s
(

pErfε(p) + ε2Gε(p)
)

+ 2Erfε(p) . (A.17)

For the quantum mechanics the function for the kinetic energy and potential are needed. They

are obtained by integration

Vs(q) = (r − 1)

[(

|x| − 1

2

)

Erfε

(

|x| − 1

2

)

+ ε2Gε

(

|x| − 1

2

)]

− k2

2
− kx− rx2

2
(A.18)

Ts(p) =











1
2 − T̃ (p+ 1

2) − T̃ (1
4 ) (p ≤ −1

4)

T̃ (p) − T̃ (1
4) (−1

4 < p ≤ 1
4)

1
2 − T̃ (p− 1

2) − T̃ (1
4 ) (p > 1

4)

, (A.19)

where T̃ (p) is an auxiliary function

T̃ (p) = −
(

1 − s

4

)

p+
1

2
sp2 + (2 − sp)

(

pErfε(p) + ε2Gε(p)
)

− sε2
(

Erfε(p) −
1

2

)

. (A.20)





B Numerics with quantum maps

B.1 Time evolution of wave packets

For the time evolution of a quantum state |φ〉 one applies the unitary time evolution operator U

|φ(t+ 1)〉 = U |φ(t)〉 , (B.1)

which is introduced in Sec. 2.2.1 for kicked maps. In this case the position representation is

given by

〈qk |φ(t+ 1)〉 =
N−1
∑

m=0

〈qk| e−
i

~eff
V (q)

e
− i

~eff
T (p) |qm〉 〈qm |φ(t)〉 . (B.2)

The obvious, but not very efficient, method of computing the time evolution of |φ〉 is done by

matrix-vector multiplication, which requires O(N2) operations. Using the completeness of the

momentum basis in Eq. (B.2) leads to

φ(qk, t+ 1) = e
− i

~eff
V (qk)

∑

m,n

e
− i

~eff
T (pn) 〈qk | pn〉 〈pn | qm〉 φ(qm, t) . (B.3)

Substituting the relations for 〈qk | pn〉, Eq. (2.35), and the lattice definitions Eqs. (2.25) and

(2.26) gives

φ(qk, t+ 1) =
1

N
e
− i

~eff
V (qk)

∑

m,n

e
− i

~eff
T (pn)

e
i

~eff
(qk−qm)pn φ(qm, t) (B.4)

=
1

N
e
− i

~eff
V (qk)

∑

m,n

e
− i

~eff
T (pn)

e
2πi
N

(k−m)(n+n
(0)
p +θq) φ(qm, t) . (B.5)

We obtain a formula that is easily implemented numerically

φ(qk, t+ 1) =
1

N
e
− i

~eff
V (qk)

e
2πi
N
k(n

(0)
p +θq)

N−1
∑

n=0

e
2πi
N
kne

− i
~eff

T (pn)
N−1
∑

m=0

e−
2πi
N
mne−

2πi
N
m(n

(0)
p +θq) φ(qm, t).

(B.6)
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For better clarity we use the vector notation

φm(t) = φ(qm, t) Qk = e
2πi
N
k(n

(0)
p +θq) (B.7)

Tn = e
− i

~eff
T (pn)

Vk =
e
− i

~eff
V (qk)

N
(B.8)

WN = e−
2πi
N (B.9)

and the definition of the discrete Fourier transform [79] of length N

Fk = DFT(N)nk · fn =
N−1
∑

n=0

W kn
N fn . (B.10)

The operator DFT(N)nk transforms the vector fn and due to the sum the index changes from

n to k. The corresponding inverse Fourier transform is given by

fn = IDFT(N)kn · Fk =
N−1
∑

k=0

W−kn
N Fk . (B.11)

One obtains a very efficient numerical algorithm for the time evolution

φk(t+ 1) = QkVk IDFT(N)nk · Tn DFT(N)mn ·Q∗
mφm(t) , (B.12)

which contains vector multiplications with O(N) operations and discrete Fourier transforma-

tions. Efficient implementations, such as the “Fastest Fourier Transform in the West” FFTW [80],

scale with O(N logN) for any length N . However the best performance is achieved if N is a

power of two. Thus as a result, the whole time evolution scales with O(N logN) if a suitable

Fourier transformation implementation is chosen. This approach is similar to the split-operator

method, but here the factorization of the time evolution operator is exact.

For small N , the time evolution for long times can be done more efficiently by diagonalizing

the time evolution operator matrix and expanding the initial state in the basis of eigenfunctions

|ψn〉. Even in this case the algorithm in Eq. (B.12) can be used to compute the time evolution

operator in position representation by time evolution of eigenstates of the position operator |ql〉

Ukl = 〈qk|U |ql〉 =

N−1
∑

m=0

〈qk|U |qm〉 〈qm | ql〉 (B.13)

= QkVk IDFT(N)nk · Tn DFT(N)mn ·Q∗
mδml . (B.14)

If a single quantum state |φ〉 is evolved for very long times, as it is done for the results of

this thesis, further optimizations are possible. The iterative application of the time evolution
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operator is done by

φk(t+ l) = [QkVk IDFT(N)nk · Tn DFT(N)mn ·Q∗
m]l φm(t) (B.15)

= Qk [Vk IDFT(N)nk · Tn DFT(N)mn ·]l Q∗
mφm(t) , (B.16)

where we used implicit renaming of the indices from k to m for each step to avoid many

new indices for all l time evolution operations. The vector multiplication of Q∗
kQk cancels for

successive applications: Q∗
kQk = 1.

For efficient numerical simulations on modern hardware one has to think about a paralleliza-

tion of the most time consuming algorithms. Today at least two or four processors are standard

in personal computers, and for demanding applications high performance computer clusters are

used, which is only beneficial if the problem can be parallelized.

For most cases studied in this thesis, see Sec. 3.1, many initial states are evolved with

slightly different time evolution operators to perform a phase average. This can be done in

parallel without much effort and scales perfectly for small N . A performance limiting factor is

the transfer speed between system memory and CPU. As long as the size of the whole vector is

smaller than the cache of the processor the time evolution is very fast. For systems with more

than one CPU and a shared cache memory this can lead to an unexpected performance drop of

parallel time evolutions, because different processes require the same cache space and additional

memory transfers are needed. For very large N the time evolution of a single quantum state

can be already very time consuming as we usually perform about two million iterations until

the flooding weights saturate, see Sec. 3.1.2. A phase average is not necessary in these cases.

Thus, a parallelization of single time evolutions is useful. Although vector multiplications scale

perfectly for this purpose, the Fourier transformations do not. Standard libraries such as the

FFTW library provide parallel routines, which for small N = 2n give a small speed-up on two

or four processors, but for large N the speed even decreases1 compared to the single threaded

algorithm.

Since the parallel FFTW is not sufficient for this purpose an OpenMP [81] parallelization of

the whole time evolution is used. The idea is based on parallel FFT algorithms, which are

discussed in Refs. [82, 83]. Therefore a single DFT(N) is decomposed into M transformations

1 Please note: These observations where made on a Linux system with a Intel R© Core i7 860 processor, 8GB
RAM and similar systems with Core 2 Duo or Core 2 Quad processors. The performance scaling may vary
drastically for other systems especially if a different memory layout is available.
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DFT(N/M) of smaller length, where N is a multiple of M and M threads are used

Fk = DFT(N)nk · fn =

N−1
∑

n=0

e−
2πikn

N fn (B.17)

=
M−1
∑

m=0

N/M−1
∑

j=0

e−
2πik(Mj+m)

N fMj+m with n = Mj +m (B.18)

=

M−1
∑

m=0

Wmk
N

N/M−1
∑

j=0

e−
2πikj
N/M f̃(m)j with f̃(m)j ≡ fMj+m (B.19)

=
M−1
∑

m=0

Wmk
N DFT(N/M)jk · f̃(m)j . (B.20)

The initial state vector is reordered, such that, in matrix notation, a transpose operation is

done

Ãkl = Alk with Akl = fMl+k and Ãkl = f̃Mk+l , (B.21)

which allows to perform M Fourier transformations in parallel using standard single threaded

libraries. The resulting vectors of length N/M are multiplied with phase factors Wmk
N and the

sum in Eq. (B.20) is evaluated also in parallel to obtain the full DFT(N). This leads to the

parallel time evolution algorithm:

1. multiply with the vector Q∗
m in parallel

2. rearrange the resulting vector

3. perform M different DFT(N/M) in parallel

4. evaluate the sum

M−1
∑

m=0

Wmk for all k and multiply with the vector Tk in parallel

5. transpose the resulting vector

6. perform M different IDFT(N/M) in parallel

7. evaluate the sum
M−1
∑

m=0

W−mk for all k and multiply with the vector Vk in parallel

8. multiply with Qm in parallel

In the iterative case only steps 2 − 7 are repeated as step 1 and 8 are canceling each other

such as in Eq. (B.16). Although the total number of operations of the time evolution increases

due to the sums in step 4 and 7, the performance gain by this parallelization increases with N

and the number of processes. For example on a Intel R© Core i7 860 CPU with N = 5 · 105 the

time evolution with four processors is about twice as fast as the single threaded version. The
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algorithm works well with shared memory as at least in the steps 4 and 7 informations about the

whole vector are needed. However if N is very large such that the quantum state vector is larger

than the system memory an application of a parallel algorithm on more than one computer or

a cluster with heterogeneous memory using “Message Passing Interface” (MPI) [84] techniques

is the only possible solution and the performance compared to a single threaded algorithm is

irrelevant.

B.2 Efficient calculations of the Husimi function

To compute the Husimi function of a quantum state |φ〉 one needs coherent states on the torus.

We use the position representation of the coherent state in the continuous form

αcont(q, p̃0, q̃0) =

(

Re c

π~eff

)1/4

exp

{

−c(q − q̃0)
2

2~eff

}

exp

{

i

~eff
p̃0q

}

, (B.22)

where p̃0 and q̃0 are the expectation values of the momentum and position operator. The

complex tilting factor c can be used to squeeze and rotate the coherent state in phase space,

which is useful for instance to adapt the elliptical form of regular islands, in general c = 1.

On the torus, the function of Eq. (B.22) is evaluated on the lattice points qn and due to the

periodic boundary condition one obtains

α(qn, q̃0, p̃0) =

(

2heffRe c

M2
p

)
1
4

∞
∑

l=−∞
exp

(

− c

2~eff
(qn − (q̃0 + lMq))

2 + i
p̃0qn
~eff

+ 2πiθql

)

(B.23)

=:

(

2heffRe c

M2
p

)
1
4

∞
∑

l=−∞
αl(qn, q̃0 + lMq, p̃0) . (B.24)

The sum over l ensures that periodic images of the coherent state on the torus of length Mq are

added using the Bloch phase factor exp(2πiθql). In contrast to the continuous representation

αcont, the standard vector normalization is used for α instead of the integral norm. Although the

form of Eq. (B.23) is analytically correct, it is not efficient for numerical usage. For quantum

systems on the torus the infinite sum can be reduced to just a few terms as the function is

only evaluated on lattice points with n ∈ [0, N − 1] and the absolute value of each summand

αl(qn, q̃0 + lMq, p̃0) decreases very fast away from the center of the Gaussian q̃0 + lMq. Therefore

the contribution of terms with large |l| is negligible. Only a limited accuracy can be achieved

with numerical computations, which is useful in this case as the maximal relevant distance ∆q

from the center point q̃0 + lMq can be calculated. Therefore we define the accuracy ǫ, which is
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the smallest relative amplitude, we want to consider in αl(qn, q̃0 + lMq, p̃0)

ǫ ≥
∣

∣

∣

∣

αl(qnǫ , q̃0 + lMq, p̃0)

αl(q̃0 + lMq, q̃0 + lMq, p̃0)

∣

∣

∣

∣

(B.25)

ǫ ≥ exp

(

−Re c

2~eff
(qnǫ − (q̃0 + lMq))

2

)

. (B.26)

Then the maximal relevant distance from the center of the Gaussian ∆q is given by

∆q =

√

− 2~eff

Re c
ln ǫ , (B.27)

which corresponds to a maximal relevant number of lattice points ∆n

∆n =

⌈

N

Mq
∆q

⌉

=

⌈

Mp

√

− ln ǫ

πheff Re c

⌉

. (B.28)

Thus the sum in Eq. (B.23) can be reduced to terms with (|l| − 1)Mq < ∆q and l = 0 as qn is

evaluated only within 0 ≤ qn < Mq

α(qn, q̃0, p̃0) ≈
(

2heffRe c

M2
p

)
1
4 ∑

l=0, (|l|−1)Mq<∆q

αl(qn, q̃0 + lMq, p̃0) . (B.29)

The Husimi function is given by

H|φ〉(q̃0, p̃0) =
1

heff

|〈α(q̃0, p̃0) |φ〉|2 (B.30)

=

(

2heffRe c

M2
p

)
1
2

∣

∣

∣

∣

∣

∑

l

N−1
∑

n=0

α∗
l (qn, q̃0 + lMq, p̃0)φ(qn)

∣

∣

∣

∣

∣

2

. (B.31)

The numerical calculation of the double sum takes a lot of time. We can reduce the effort

further by extending the wave vector φ(qn) for lattice indices n < 0 or n > N − 1 using the

relation

φ(qn−N) = φ(qn) exp (−2πiθq) . (B.32)

This allows to use only one term in the sum over l namely the term for l = 0 but extends

the sum over n. To achieve the accuracy ǫ only 2∆n summands in the sum over n need to be

considered. The center lattice point nc is given by rounding of

nc ≈
N

Mq

q̃0 − n(0)
q . (B.33)
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One obtains an approximation for the Husimi function, which is accurate within numerical

errors

H|φ〉(q̃0, p̃0) ≈
(

2heffRe c

M2
p

)
1
2

∣

∣

∣

∣

∣

nc+∆n
∑

n=nc−∆n

α∗
l (qn, q̃0 + lMq, p̃0)φ(qn)

∣

∣

∣

∣

∣

2

. (B.34)

Depending on the given accuracy and the effective Planck constant this single sum contains

usually much less than N terms. For example if Mq = 144, Mp = 1, N = 4265, and an accuracy

of ǫ = 10−15 only 2∆n = 38 terms have to be considered. To reduce the numerical errors in

this calculation the sum should be evaluated in an alternating way, starting with n = nc −∆n

and n = nc + ∆n till n = nc as the loss of significance occurs by adding or subtracting values

of strongly different magnitudes.

The Husimi function usually is calculated on a two dimensional grid in phase space, which

allows for trivial parallelization, e.g. using OpenMP techniques. The benchmark results on

processors with HyperThreading capability for this algorithm show, that it is beneficial to use

as many threads as there are logical processor units for the system.

B.3 Numerical errors in the regular weight

Many results of this thesis are supported by numerical calculations of the regular weight preg
m

of a time evolved wave packet φ. Therefore one has to make sure that numerical errors are

not growing too fast. Usually a wave packet is iterated two million times by applying the time

evolution operator. To test the influence of unavoidable numerical errors we apply after every

time step an extra noise term to every element in the wave vector

〈qm |φ(t+ 1)〉 =
∑

n

〈qm| Û |qn〉 〈qn |φ(t)〉 + aξm , (B.35)

where ξm is a complex random number with uniformly distributed real and imaginary part

between −1/2 and 1/2. The amplitude a controls the magnitude of the noise. We obtain a

noisy regular weight preg
m noise(t), which is computed for the same quantum map using the same

initial condition as the usual regular weight preg
m (t), defined in Eq. (3.12), but by applying the

time evolution of Eq. (B.35). The difference of the regular weight and the noisy regular weight,

is given by

∆preg
m noise(a, t) = |preg

m (t) − preg
m noise(a, t)| . (B.36)

The results are shown in Fig. B.1 for different noise amplitudes a. All amplitudes are larger or

equal to the expected numerical error of about 10−16 for double precision floating point values.

The squared modulus in the definition of the regular weight, Eq. (3.12), leads to absolute errors,

which are smaller than the noise amplitude for each time step. Even assuming a very large
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Figure B.1: Errors of the regular weight for the regular torus with m = 8 resulting by
time evolution with an additional noise for each time step. The time evolution operator of
quantum map M1, see Sec. 2.1.2, is used with N = 40 and Mq = 1.

numerical error per time step of a = 10−12 the increase of the error is so small that plateaus

of regular weights larger than 10−9 can be used with sufficient certainty. There are additional

sources for numerical errors, such as the construction of regular states. However these additional

errors are not growing with time as it happens in the iterative algorithm of the time evolution.



C Analytic solutions of the matrix

models

C.1 Saturation value

The saturation values are defined as the height of saturation plateaus of the flooding values,

which contain information about the flooding of a particular regular torus. As there are Mq

regular states on each regular torus one uses a matrix model with Mq regular states |χregi〉 and

Nch chaotic states |χchj〉. A wave packet |Φ(t)〉, which is started in the chaotic sea, can be

written for t = 0 as

|Φ(0)〉 =

Nch
∑

j=1

aje
iξj |χchj〉 , ξj ∈ [0, 2π] , aj ∈ [0, 1] , (C.1)

and its expansion in the basis of the system |ψi〉 is given by

ci = 〈ψi |Φ(0)〉 =

Nch
∑

j=1

aje
iξj
〈

ψi
∣

∣χchj

〉

, i = 1, . . . , N . (C.2)

In contrast to the model with a single regular state the regular weights are obtained by sum-

mation, see Eq. (3.12)

preg(t) =

Mq
∑

i=1

∣

∣

〈

χregi

∣

∣Φ(t)
〉∣

∣

2
. (C.3)

Every summand has the form

∣

∣

〈

χregk

∣

∣Φ(t)
〉∣

∣

2
=

Nch+Mq
∑

i,j=1

cic
∗
je

2πi(Ei−Ej)t
〈

χregk

∣

∣ψi
〉 〈

ψj
∣

∣χregk

〉

(C.4)

=

Nch+Mq
∑

i=1

|ci|2
∣

∣

〈

χregk

∣

∣ψi
〉∣

∣

2
(C.5)

+2Re

(

∑

i>j

cic
∗
je

2πi(Ei−Ej)t
〈

χregk

∣

∣ψi
〉 〈

ψj
∣

∣χregk

〉

)

. (C.6)
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The second sum gives only rapid oscillations, which are uncorrelated for large times. For the

saturation value we concentrate on the first term

s =
Nch +Mq

Mq

Mq
∑

k=1

Nch+Mq
∑

i=1

〈〈|ci|2〉initial

∣

∣

〈

χregk

∣

∣ψi
〉∣

∣

2〉ensemble . (C.7)

This equation contains two averages. The first is an ensemble average that affects both the |ψi〉
and the |ci|2. While the second average is a variation of initial conditions, which affects only

the |ci|2. The latter average is applied by considering

〈

|ci|2
〉

initial
=

〈

Nch
∑

j,k=1

〈

ψi
∣

∣χchj

〉

〈χchk |ψi〉 ei(ξj−ξk)ajak

〉

initial

(C.8)

=

〈

Nch
∑

j=1

∣

∣

〈

ψi
∣

∣χchj

〉∣

∣

2
a2
j

〉

initial

+

〈

Nch
∑

j 6=k

〈

ψi
∣

∣χchj

〉

〈χchk |ψi〉 ei(ξj−ξk)ajak

〉

initial

, (C.9)

where the second term vanishes because of independent random phases ξj and one obtains

〈

|ci|2
〉

initial
=

1

Nch

Nch
∑

j=1

∣

∣

〈

ψi
∣

∣χchj

〉∣

∣

2
(C.10)

=
1

Nch

(

1 −
Mq
∑

k=1

∣

∣

〈

χregk

∣

∣ψi
〉∣

∣

2

)

. (C.11)

The completeness of the basis formed by regular and chaotic states is used in this derivation.

Combining Eqs. (C.10) and (C.7) yields

s =
Nch +Mq

Nch

(

1 − 1

Mq

Mq
∑

i,j=1

Nch+Mq
∑

k

〈

∣

∣

∣

〈

ψk

∣

∣

∣
χregi

〉∣

∣

∣

2 ∣
∣

∣

〈

ψk

∣

∣

∣
χregj

〉∣

∣

∣

2
〉

ensemble

)

. (C.12)

Considering the extremal case of no flooding, we find that purely regular states are eigenstates

of the system. Thus for each of the Mq purely regular states just one term |〈ψk|χregj〉|2 is

different from zero and equal to one. As all purely regular states are linearly independent, only

the diagonal terms in the double sum contribute and the expected result, a vanishing saturation

value, is obtained

sno flooding =
Nch +Mq

Nch

(

1 − 1

Mq

Mq
∑

i=1

Nch+Mq
∑

k

〈

∣

∣

〈

ψk
∣

∣χregi

〉∣

∣

4
〉

ensemble

)

(C.13)

=
Nch +Mq

Nch

(

1 − 1

Mq

Mq
∑

i=1

1

)

(C.14)

= 0 . (C.15)
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The maximum saturation value corresponds to the complete flooding. In this case the average

of the probability |〈ψk|χregj〉|2 is one over the number of states in the system Nch + Mq as

all basis functions are needed to expand a purely regular state. And we find the maximal

saturation value

scomplete flooding =
Nch +Mq

Nch

(

1 − 1

Mq

Mq
∑

i,j=1

Nch+Mq
∑

k

(

1

Nch +Mq

)2
)

(C.16)

=
Nch +Mq

Nch

(

1 − 1

Mq

Mq
∑

i,j=1

1

Nch +Mq

)

(C.17)

=
Nch +Mq

Nch

(

1 − Mq

Nch +Mq

)

(C.18)

= 1 . (C.19)

C.2 Two by two coupling model

We want to model the coupling of regular and chaotic states for quantum maps using a 2 × 2

matrix model system. Thus, we consider a model Hamiltonian H in the basis of one regular

state χreg and one chaotic state χch

H =

(

κ v

v −κ

)

, (C.20)

where v is the coupling matrix element and κ and −κ are the energies of the uncoupled states

χch and χreg, which are given in matrix notation

χreg =

(

0

1

)

χch =

(

1

0

)

. (C.21)

The time-independent Schrödinger equation is given by

Hxi = eixi . (C.22)

As this model is used to compare with results obtained by quantum maps, where the corre-

sponding eigenequation contains a unitary operator with a spectrum of periodic eigenphases

on the unit circle, we choose the appropriate dimensions of time and energy such that the time

evolution operator of one unit in time τ has the same eigenvectors and the eigenvalues ei are

equivalent to the eigenphases ϕi, see Eq. (2.29)

Uxi = e−2πiHxi = e−2πieixi . (C.23)
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This implies τ
h

= 1 and we vary the parameter κ in the interval

κ ∈
[

−1

2
,
1

2

]

, (C.24)

which yields all possible realizations of a corresponding quantum map as an eigenphase spectrum

is restricted to an interval of length one. The eigenvalues for this system are given by

e1 =
√
κ2 + v2 e2 = −

√
κ2 + v2 (C.25)

and the corresponding normalized eigenvectors by

x1 =







v
q

v2+(
√
κ2+v2−κ)

2

√
κ2+v2−κ

q

v2+(
√
κ2+v2−κ)

2






x2 =







− v
q

v2+(
√
κ2+v2+κ)

2

√
κ2+v2+κ

q

v2+(
√
κ2+v2+κ)

2






. (C.26)

To compute the flooding values, a wave packet ψ(t = 0) is prepared in the chaotic sea

ψ(t = 0)
!
= χch = c1x1 + c2x2 . (C.27)

The corresponding expansion coefficients ci in the eigenbasis are given by

c1 =

√

(√
κ2 + v2 + κ

)2
+ v2

2
√
κ2 + v2

c2 = −

√

(√
κ2 + v2 − κ

)2
+ v2

2
√
κ2 + v2

. (C.28)

This allows to compute the time-dependent flooding values using Eq. (3.14)

f(t) = (Nch + 1)
〈

|〈χreg |ψ(t)〉|2
〉

κ
(C.29)

= 2

〈

∣

∣

∣
c1e

2πit
√
κ2+v2 〈χreg | x1〉 + c2e

−2πit
√
κ2+v2 〈χreg |x2〉

∣

∣

∣

2
〉

κ

. (C.30)

We assume a simplified ensemble average over different κ, which is realized by integration over

all possible values using the symmetry with respect to κ = 0

f(t) =

〈

v21 − cos
(

4πt
√
κ2 + v2

)

κ2 + v2

〉

κ

(C.31)

= 2v2

1
2
∫

0

dκ
1 − cos

(

4πt
√
κ2 + v2

)

κ2 + v2
. (C.32)



C.2 Two by two coupling model 93

Substituting δ = κ
v

one obtains

f(t) = 2v

1
2v
∫

0

dδ
1 − cos

(

4πvt
√
δ2 + 1

)

δ2 + 1
. (C.33)

The integrand is always greater than zero, whereas it is approaching zero for large δ. For

small coupling matrix elements v we approximate the upper integration limit 1
2v

≈ ∞, and we

evaluated using Ref. [85, pages 429 and 653]

f(t) ≈ 2v

∞
∫

0

dδ
1 − cos

(

4πvt
√
δ2 + 1

)

δ2 + 1
(C.34)

= 2v

∞
∫

1

dz
1 − cos(4πvtz)

z
√
z2 − 1

(C.35)

= 2v

4πvt
∫

0

da

∞
∫

1

dz
sin(az)√
z2 − 1

(C.36)

= 2v

4πvt
∫

0

da
π

2
J0(a) (C.37)

= 4π2v2t
(

J0(4πvt) −
π

2
(J0(4πvt)H1(4πvt) − J1(4πvt)H0(4πvt))

)

. (C.38)

Here Jn are the Bessel functions and Hn the Struve functions of integer order n. The first

derivative is already given by the derivation of f(t)

ḟ(t) = 4π2v2
J0(4πvt) . (C.39)

Using the definition of the Bessel function for n ≥ 0

Jn(x) =

∞
∑

k=0

(−1)k
(

x
2

)n+2k

k!(n + k)!
(C.40)

one obtains an approximation for small arguments x

J0(x) ≈ 1 − x2

4
+
x4

64
and J

′
0(x) ≈ −x

2
+
x3

16
, (C.41)

which gives the small-time behavior of the flooding value f

f

(

t≪ 1

4πv

)

≈ f(0) + ḟ(0)t+
f̈(0)

2
t2 = 4π2v2t . (C.42)
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Thus the linear increase is obtained.

The evaluation of the saturation plateaus in Eq. (3.53) leads to the same result as the time

average of Eq. (C.33) at large t and we obtain

f∞ = 2

(

1 −
〈

2
∑

i=1

| 〈χreg |xi〉 |4
〉

κ

)

(C.43)

= 2

(

1 −
〈

κ2 + v2

2

κ2 + v2

〉

κ

)

(C.44)

= 2v

1
2v
∫

0

dδ
1

δ2 + 1
(C.45)

= 2v arctan

(

1

2v

)

. (C.46)

C.3 Non-transporting islands

For non-transporting islands the matrix model with the Hamilton H is considered

H =













−κ V · · · V

V κ 0
...

. . .

V 0 κ













. (C.47)

To solve the corresponding eigenequation the characteristic polynomial is derived via expansion

in subdeterminants with respect to the last row

dMq(λ) = (−1)Mq+2V

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

V . . . V

κ− λ 0 0
. . .

...

0 κ− λ 0

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

+ (κ− λ)dMq−1(λ) (C.48)

= −V 2 (κ− λ)Mq−1 + (κ− λ)dMq−1(λ) . (C.49)

In the second step an expansion with respect to the last column is made. Using d0(λ) = −κ−λ
we obtain by recursive application of Eq. (C.49) the whole polynomial

dMq(λ) =
(

λ2 − κ2 −MqV
2
)

(κ− λ)Mq−1 . (C.50)

The solutions for dMq(λ) = 0, and thus the eigenvalues of the Hamilton matrix H , are given by

λ0,1 = ±
√

κ2 +MqV 2 λ2..Mq+1 = κ . (C.51)



D Adjustment of the antenna

positioning in the microwave billiard

experiment

One of the technical challenges of the microwave billiard experiment presented in this thesis is

the positioning of the moving antenna. In contrast to other experiments for measuring wave

function data, where both antennas are fixed and the whole resonator is moved against the top

plate [69], here the top plate is fixed with respect to the resonator. The moving antenna is

inserted through holes with a diameter of 2.0 mm, which allows large billiard dimensions.

In Fig. D.1 a scheme of the top view of the experimental setup is displayed. As the antenna

(6) with a diameter of 1.4 mm is almost as large as the holes in the resonator, a very accurate

control of the positioning on the two dimensional grid, with 5 mm distance between the holes

(5), is needed. The accuracy of the servo motor control unit is very high and allows for 0.01

x

y

1

2

3
4

5

6

Figure D.1: Drawing of the experimental setup in top view. The servo motor in x-direction
(1) drives the spindle (3) and the servo motor in y-direction (2) the spindle (4), which is
located within a moving bar. The antenna (6) is inserted through the top plate (5) with a
grid of holes.
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mm steps. However this accuracy is not achieved in the positioning. The servo motors (1/2)

are moving slides via spindles (3/4), which are limited technically such that a small clearance

leads to errors after changing the direction of the antenna. Also the moving bar, which contains

the spindle (4) is driven only from one side. This results in a small tilting of the bar, which

leads to direction dependent errors.

Additionally the fabrication of the top plate with the grid of holes is a source for absolute

positioning errors. The main contributions of these errors are a rotation of the whole grid

compared to the coordinate system and relative misalignment of subparts of the grid, which is

caused by a shifting during the fabrication because of the large size of the top plate, that does

not fit in the machine.

A lot of these errors in the positioning are random errors. These can be tolerated to some

extend by a mechanical centering of the antenna. The tilt or even small misalignments can be

measured and compensated by an appropriate transformation of the coordinate system. The

antenna is shown in Fig. D.2. It is mounted with a clearance, which allows movements up to a

total of 1 mm in x- and y-direction. The additional bolts are conical and reach the grid before

the antenna is inserted. The antenna is centered by the bolts, which only penetrate into the

top plate and do not reach the resonator as they are supported with springs and are pressed

back into messing cylinders.

To minimize systematic errors caused by a tilt or misalignments of the grid we use a manual

adjustment. Therefore the absolute coordinates of the grid are measured manually to find a

transformation for the grid matrix, which allows a full automatic measurement of the transmis-

Figure D.2: Mechanical mount of the antenna, which tolerates positioning errors. Two
conical bolts center the antenna before it is inserted in the resonator.
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sion. The grid matrix contains the coordinates of the holes in multiples of 5 mm. Using a fixed

mount without the centering mechanism for the antenna, some points (xgrid, ygrid) distributed

over the whole grid are selected and the coordinates relative to an arbitrarily chosen center are

measured such that the antenna is centered in each particular hole, which results in the real

coordinates (xmeas, ymeas). Every grid point is approached from two directions varying both x-

and y-coordinates to average over directional errors. This averaged data is shown in Tab. D.1.

To visualize the data we evaluate the difference of the measured data and the coordinates of

the grid matrix
(

∆x

∆y

)

=

(

xmeas

ymeas

)

−
(

xgrid

ygrid

)

. (D.1)

In Fig. D.3 the selected grid points (blue) are shown together with the measured data (x̃meas, ỹmeas)

(red). The difference to the grid points is multiplied by 100 to make deviations visible

(

x̃meas

ỹmeas

)

=

(

xgrid

ygrid

)

+ 100

(

∆x

∆y

)

. (D.2)

xgrid/mm ygrid/mm xmeas/mm ymeas/mm xgrid/mm ygrid/mm xmeas/mm ymeas/mm
0 0 0.00 0.00 −435 235 −435.55 234.85

−335 235 −335.65 234.85 −235 235 −235.65 234.90
−135 235 −135.65 234.90 −35 235 −35.55 235.00

65 235 64.45 235.10 165 235 164.50 235.10
265 235 264.55 235.10 365 235 364.65 235.20
465 235 464.55 235.25 565 235 564.45 235.30
565 135 564.75 135.20 465 135 464.85 135.15
365 135 364.85 135.20 265 135 264.80 135.15
165 135 164.75 135.10 65 135 64.70 135.00
−35 135 −35.35 135.00 −135 135 −135.35 134.90
−235 135 −235.45 134.85 −335 135 −335.45 134.80
−435 135 −435.35 134.75 −435 35 −435.15 34.70
−335 35 −335.15 34.80 −235 35 −235.15 34.85
−135 35 −135.15 34.90 −35 35 −35.15 35.05

65 35 64.90 35.10 165 35 164.95 35.10
265 35 264.98 35.15 365 35 364.98 35.20
465 35 465.00 35.28 565 35 564.98 35.30
565 −65 565.20 −64.77 465 −65 465.25 −64.83
365 −65 365.20 −64.87 265 −65 265.20 −64.92
165 −65 165.15 −64.92 65 −65 65.10 −64.92
−35 −65 −34.90 −65.00 −135 −65 −134.90 −65.05
−235 −65 −234.90 −65.05 −335 −65 −334.90 −65.10
−435 −65 −434.85 −65.17

Table D.1: Manual measurement of grid points (xgrid, ygrid). The coordinates are measured
approaching from two opposite directions and the averaged value is given as (xmeas, ymeas).
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−100

0

100

200

300

−500 −250 0 250 500 750x/mm

y/mm

Figure D.3: Grid points (xgrid, ygrid) (blue) selected to calibrate the grid. The measured
data is shown in red. The difference to the grid points is increased by a factor of 100, see
Eq. (D.2).

Considering the measurement results a linear transformation of the grid points is sufficient to

eliminate most of the differences. This is done by multiplying with a matrix T with four free

parameters
(

t11 t12

t21 t22

)(

xgrid0 · · · xgridn

ygrid0 · · · ygridn

)

=

(

xnew0 · · · xnewn

ynew0 · · · ynewn

)

, (D.3)

where (xnew, ynew) represent the transformed grid coordinates, which are approximated by the

measured data

(

t11 t12

t21 t22

)(

xgrid0 · · · xgridn

ygrid0 · · · ygridn

)

≈
(

xmeas0 · · · xmeasn

ymeas0 · · · ymeasn

)

. (D.4)

Using the definitions

T =

(

t11 t12

t21 t22

)

, G =

(

xgrid0 · · · xgridn

ygrid0 · · · ygridn

)

, M =

(

xmeas0 · · · xmeasn

ymeas0 · · · ymeasn

)

, (D.5)

we get

TG ≈M (D.6)

GTT T ≈MT . (D.7)

To obtain the matrix elements one has to solve the minimization problem

min
T

∥

∥GTT T −MT
∥

∥

2
, (D.8)
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which is done by solving the equation

(GGT )T T = (GMT ) . (D.9)

Here, both (GGT ) and (GMT ) are 2 × 2-matrices and the solution is obtained for example

with the LAPACK routine ’dgesv’, which yields the results listed in Tab. D.2. Without the

transformation the maximal distance of the grid points and the measured points is

max

∥

∥

∥

∥

∥

(

∆x

∆y

)∥

∥

∥

∥

∥

2

= max

∥

∥

∥

∥

∥

(

xmeas

ymeas

)

−
(

xgrid

ygrid

)∥

∥

∥

∥

∥

2

= 0.67 mm , (D.10)

which is together with a directional error of about 0.2 mm more than the mechanical solution

with a tolerance of at most 0.5 mm can handle. Using the transformation we obtain

max

∥

∥

∥

∥

∥

(

∆x̃

∆ỹ

)∥

∥

∥

∥

∥

2

= max

∥

∥

∥

∥

∥

(

xmeas

ymeas

)

−
(

xnew

ynew

)∥

∥

∥

∥

∥

2

= 0.13 mm . (D.11)

This enables a full automatic measurement, which usually take several days to approach a few

thousand grid points for each setup.

t11 1.00018813980727
t12 −0.00231865628200
t21 0.00047742772580
t22 1.00001980334124

Table D.2: Transformation matrix elements obtained by minimization using the measured
grid points.
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