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Abstract

The asymptotic state of a quantum system, which is in contact with a heat bath, is

strongly disturbed by a time-periodic driving in comparison to a time-independent system.

In this thesis an extensive picture of the asymptotic state of time-periodic quantum sys-

tems is drawn by relating it to the structure of the corresponding classical phase space.

To this end the occupation probabilities of the Floquet states are analyzed with respect to

their semiclassical property of being either regular or chaotic. The regular Floquet states

are occupied with exponential weights e−βeffE
reg

similar to the canonical weights e−βE of

time-independent systems. The regular energies Ereg are defined by the quantization of the

time-periodic system, whose classical properties also determine the effective temperature

1/βeff. In contrast, the chaotic Floquet states acquire almost equal probabilities, irrespective

of their time-averaged energy. Beyond these semiclassical properties the existence of avoided

crossings in the spectrum is an intrinsic quantum property of time-periodic systems. Avoided

crossings can strongly influence the entire occupation distribution. As an impressive applica-

tion a novel switching mechanism is proposed in a periodically driven double well potential

coupled to a heat bath. By a weak variation of the driving amplitude its asymptotic state

is switched from the ground state in one well to a state with higher average energy in the

other well.

Zusammenfassung

Der asymptotische Zustand eines Quantensystems, das in Kontakt mit einem Wärme-

bad steht, wird durch einen zeitlich periodischen Antrieb gegenüber einem zeitunabhängigen

System nachhaltig verändert. In dieser Arbeit wird ein umfassendes Bild über den asympto-

tischen Zustand zeitlich periodischer Quantensysteme entworfen, indem es diesen zur Struk-

tur des zugehörigen klassischen Phasenraums in Beziehung setzt. Dazu werden die Be-

setzungswahrscheinlichkeiten der Floquet-Zustände hinsichtlich ihrer semiklassischen Eigen-

schaft analysiert, nach welcher sie entweder regulär oder chaotisch sind. Die regulären

Floquet-Zustände sind mit exponentiellen Gewichten e−βeffE
reg

ähnlich der kanonischen Vertei-

lung e−βE zeitunabhängiger Systeme besetzt. Dabei sind die reguläre Energien Ereg durch

die Quantisierung des Systems vorgegeben, dessen klassische Eigenschaften auch die effek-

tive Temperatur 1/βeff bestimmen. Die chaotischen Zustände dagegen haben fast einheitliche

Besetzungswahrscheinlichkeiten, welche unabhängig von ihrer mittleren Energie sind. Über

diese semiklassischen Eigenschaften hinaus ist das Auftreten von vermiedenen Kreuzungen

im Spektrum eine intrinsisch quantenmechanische Eigenschaft zeitlich periodischer Systeme.

Diese können die gesamte Besetzungsverteilung nachhaltig beeinflussen und finden eine ein-

drucksvolle Anwendung in Form eines neuartigen Schaltmechanismus in einem harmonisch

modulierten Doppelmuldenpotential in Kontakt mit einem Wärmebad. Der asymptotische

Zustand kann unter geringer Variation der Antriebsamplitude vom Grundzustand der einen

Mulde in einen Zustand höherer mittlerer Energie in der anderen Mulde geschaltet werden.
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1 Introduction

The response of a dynamical system to a time-periodic driving force is ubiquitous in both

classical and quantum mechanics and plays a fundamental role in many physical and technical

applications. Examples of classical motion under time-periodic driving include the action of

varying electromagnetic fields on single particles or in electrical circuits, being a cornerstone

of information processing. Besides, almost all spectroscopic techniques are based on the

application of oscillating fields. Since the invention of the laser and its application to such

diverse microscopic systems, e.g. in quantum optics and quantum chemistry, the interest in

the response of quantum systems to time-periodic forces steadily increased. It opened the

field for the coherent control of atoms and molecules [1–4], the optimal control of chemical

reactions [5–7], or the manipulation of semiconductor-nanodevices and heterostructures in

solids [8–10], and also fostered the development of theoretical concepts and computational

methods.

Under realistic, non-idealized conditions real physical systems interact with their envi-

ronment. The hypothesis of isolated systems then often fails and leaves the task to either

determine the full dynamics of the composite system or, if this is not viable due to the

vast number of external degrees of freedom, to interpret the system as an open subsystem

in mutual contact with a heat bath. To evaluate the reduced dynamics of the subsystem

two main alternative strategies are conventionally utilized: firstly, a quantum stochastic

Schrödinger equation is written for the state vector of the subsystem [11–13] in analogy to

the classical Langevin equation, or alternatively a quantum master equation is established

for the reduced density operator ρ, which corresponds classically to a Fokker-Planck equa-

tion. To evaluate the evolution of ρ for an open quantum system in a time-varying, strong

external field, where the competing forces of the coherent quantum evolution and the in-

coherent damping are further enriched by the external driving force, is a nontrivial task,

as it is permanently driven out of equilibrium. For only very few systems exact analytical

solutions of the damped dynamics are feasible, in particular a driven two-level system [14,15]

and a harmonic oscillator driven by an additive periodic force [16] or by periodic variation

of a parameter [17]. In other examples the exactly solvable time-evolution of ρ follows as an

immediate consequence of a quantum nondemolition coupling to the heat bath [18], where

the interaction term commutes with the system Hamiltonian and which is known to inhibit

relaxation to an equilibrium state [19].

The relaxation process of the reduced density operator ρ, where quantum-mechanical

signatures are made transient by the interaction with the environment and gradually fade

out, has been studied extensively, e.g. with focus on tunneling, see Ref. [20] and references

therein. Especially in the regime of weak interaction with the environment, standard meth-

ods, originally established for time-independent quantum systems, have been adapted to

the demands of time-periodic systems [21–25], but also strongly damped systems have been
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investigated [26, 27].

Beyond the transient phenomena, however, the final state of the relaxation process has

not received comparable attention in the literature, although this can be ranked as even more

fundamental and is in fact a core question of statistical mechanics. The usual thermodynamic

concepts for the equilibrium state of time-independent systems are not applicable, such as

the canonical distribution of Boltzmann weights, reached in the stationary limit of a time-

independent system, that is weakly coupled to a heat bath. The Boltzmann weights e−βEn

of the eigenstates are unique functions of the eigenenergy with the temperature 1/β =

kBT of the heat bath as the only relevant parameter, whereas microscopic details of the

weak coupling play no role. Such a stationary limit, in the sense of convergence to time-

independent values for all dynamical variables, is not encountered in a periodically driven

system, where energy is permanently pumped into the system and is eventually absorbed by

the environment. In place of the stationary state of time-independent systems the relaxation

process finally leads to an asymptotic state that adopts the periodicity of the driving. In

general it depends on the microscopic details of the coupling. The goal of this study is to

contribute to the understanding of the asymptotic state in time-periodic quantum systems.

The density operator of the time-periodic subsystem is best represented in the Floquet

state basis. The Floquet states are quasi-periodic solutions of the Schrödinger equation

for the time-periodic Hamiltonian. They can be factorized into a product e−iεt/~|u(t)〉 of a

periodic state |u(t + τ)〉 = |u(t)〉 with the period τ of the Hamiltonian and a phase factor

with the quasienergy ε. The Floquet states, which in some sense take the place of the

eigenstates of time-independent systems, form an orthonormal basis at all times t. In this

Floquet basis the evolution equation for the density matrix takes a similar form as in time-

independent systems. It can be approximated within the Floquet-Markov approach [21–

25] by a Markovian quantum master equation, that is of second-order in the system-bath

coupling and local in time. The dynamics in the long-time limit of the evolution is then

described by a system of rate equations for the constant asymptotic density matrix. In this

thesis, such rate equations are used to determine the statistical weights of the Floquet states,

i.e. the probabilities with which they are asymptotically occupied. Beyond the sole numerical

evaluation of such a master equation, an intuitive understanding of these Floquet occupations

is still lacking. An analysis with respect to appropriate classical or quantum-mechanical

quantities of the underlying isolated system would therefore help the interpretation or even

the prediction of the Floquet occupations. In the special, non-generic case of an additively

driven harmonic oscillator, where also the Floquet problem is exactly solvable [28, 29], the

evolution and asymptotic state of ρ can be related to a classical trajectory and limit cycle [16].

This thesis aims to shed some further light in that direction, by establishing a relation of

the Floquet occupations in the time-periodic system to the phase-space structure of the

corresponding classical system.
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In periodically driven systems generically regular and chaotic motion coexist. This coex-

istence is most clearly reflected in phase space, where on the one hand regular trajectories

evolve on invariant tori in a stable, predictable motion, whereas in contrast the erratic mo-

tion of chaotic trajectories depends sensitively on the initial conditions: chaotic trajectories,

that are initially neighboring in phase space, separate exponentially when evolving in time.

The phase-space structure is a key to the understanding not only of classical properties, but

also of properties inherent to the quantum regime. The reason is, according to the semi-

classical eigenfunction hypothesis [30–32], that the classical distinction of regular vs. chaotic

motion is reflected in the quantum regime: almost all Floquet states can be classified as

either regular or chaotic, provided that the corresponding phase-space areas are larger than

Planck’s constant. The regular states localize on the regular regions of phase space and

the chaotic states typically spread out over the whole chaotic area. A further signature of

the mixed classical phase space is observed in the level spacing distribution of the Floquet

eigenphases, which are of fundamentally different character for the two subsets of regular

and chaotic Floquet states [33, 34].

Are the ubiquitous signatures of the classical phase space reflected also in the density

matrix of the Floquet states? Studies on a driven particle in a box [23] give evidence

for an answer in the affirmative: the Floquet occupations of regular and chaotic states

follow different statistical distributions. The regular states carry almost Boltzmann weights,

whereas all chaotic states have nearly the same occupation probability. In this thesis, these

findings are investigated in further detail for typical Floquet systems with either continuous

or kicked type of time-dependence. In contrast to the studies in Ref. [23], where the regular

states differ only slightly from the eigenstates of the undriven system, we concentrate on

situations characteristic for strong driving, where both phase space and Floquet states are

strongly perturbed compared to the originally time-independent system. We demonstrate

that the Floquet occupations of the states in a regular island under these conditions deviate

considerably from the Boltzmann result. In many cases, however, their distribution can be

well approximated by weights of the Boltzmann type e−βeffE
reg

. This involves the definition

of the regular energies Ereg, which are semiclassical invariants of the quantizing tori in the

regular islands. The parameter 1/βeff is the corresponding temperature and is an approximate

function of the winding number in the regular island. Furthermore, we give an overview and

interpretation for the implications of some of the most prevailing features in a mixed phase

space, such as resonance island chains, stickiness, and partial barriers.

The Floquet states do not diagonalize the density operator once the strength of the

system-bath coupling grows larger than the minimal quasienergy spacing. In fact, this sit-

uation is generic for Floquet systems even for arbitrary small, but finite coupling strength,

since the quasienergies are bounded within a finite interval, 0 ≤ ε < ~ω, and, as a conse-

quence, the number of avoided crossings grows without limit for increasing Hilbert space
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dimension [35,36]. It is therefore instructive to ask, how ρ behaves especially at such points

of near degeneracy. As shown in Ref. [25], the reduced density operator is not affected by a

small avoided crossing, provided that it is smaller than a specific effective coupling param-

eter and so is not ‘resolved’ by the heat bath. These findings justify the truncation of the,

in general, infinite Hilbert dimension of the time-periodic system. In this thesis we focus

on the opposite limit, where the quasienergy spacing at the avoided crossing exceeds the

effective coupling strength, and demonstrate how this affects not only the occupations of the

two involved Floquet states, but changes the whole character of the occupation distribution.

This phenomenon can be exploited for a switching mechanism in driven quantum systems,

as we demonstrate for a particle in a bistable system. By a weak periodic driving, that is

in fact even much weaker than the asymmetry of the static system, a practically complete

probability transfer from the lower to the upper well is induced [37]. An intuitive expla-

nation of this impressive phenomenon is based on Ref. [25], where the authors introduce a

set of effective rate equations with an additional rate Rac for the Floquet occupations at an

avoided crossing.

The back action of the heat bath on the system in general leads to a renormalization of

the system energies, usually paraphrased as the Lamb shifts in reference to quantum optics.

Although these can cause deviations from the canonical distribution even in the framework

of time-independent systems [38, 39], their contribution is often disregarded, like also in

the Floquet-Markov master equation. Concluding from our previous studies, the Floquet

occupations are particularly sensitive to the exact values of the involved quasienergies in

the vicinity of an avoided crossing, and the Lamb shifts are therefore expected to become

important especially there. We introduce a modified Floquet-Markov master equation, now

also including the Lamb shift contributions. By their presence, the switching effect can be

displaced, i.e. the switching can take place at a parameter value far away from the actual

position of the avoided crossing. Again, an intuitive explanation is possible with the help of

a new rate Rac, now also accounting for the Lamb shifts.

This thesis is organized as follows: basic properties of isolated systems with periodic

time-dependence are outlined in chapter 2, starting with the Floquet theory (Section 2.1).

Section 2.2 introduces quantum kicked systems as particularly advantageous model systems.

We also briefly review basic characteristics of the classical phase space as well as the quanti-

zation procedure in these systems. We conclude the chapter with a survey of the semiclassical

quantization in time-periodic systems (Section 2.3).

Chapter 3 continues to develop the models, now taking into account the interaction

with a heat bath. It starts with a brief sketch of the Floquet-Markov theory of open time-

periodic systems in Section 3.1. A more detailed derivation can be found in Appendix B.

It eventually leads to the rate equations (3.26) for the asymptotic density matrix ρij in

Floquet representation, which is employed as the central means of our numerical as well
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as analytical studies. An approximation of the rate equation with the effective rate Rac

can be employed in the vicinity of an isolated avoided crossing in the quasienergy spectrum

(Section 3.2 and Appendix D). In order to study the effect of Lamb shifts on ρij , we

include those into a modified version of the Floquet-Markov master equation and derive

the corresponding approximate rate equation at avoided crossings (Section 3.3). Technical

details are deferred to Appendices C and E. In Section 3.4 it is intended to complement

the Floquet-Markov approach by another method which is based on a random walk in the

space of the quasienergies. Within this model we relate the dissipation process to a biased

diffusion on the energy axis and evaluate drift and diffusion constants.

Chapter 4 is the first of the two central chapters of this thesis. In Section 4.1, we survey

the general properties of the asymptotic Floquet occupations pi ≡ ρii and characterize them

with respect to signatures of the classical phase space. The occupations of the regular states

are analyzed as functions of the regular energy in Section 4.2 and we derive an approximation

for their distribution in terms of Boltzmann-like weights. Furthermore, we investigate the

implications of additional phase-space structures in Section 4.3 and of the chaotic states

in Section 4.4. The chapter is closed by a brief inspection of alternative models for the

system-bath coupling operator.

The next chapter, Chapter 5, combines studies related to avoided crossings in the quasi-

energy spectrum. In Section 5.1 we demonstrate a bath-induced switching mechanism in a

periodically driven bistable system based on the presence of an avoided crossing. Sections 5.2-

5.4 use these findings to explain the effect of avoided crossings in the Floquet occupations

of quantum kicked systems and establish a simplified, analytically solvable model. Finally,

a summary of the thesis and future perspectives are given in Chapter 6.





2 Time-periodic systems

In this chapter basic properties of time-periodic systems are outlined. Quantum systems

in external time-dependent fields are intensively studied in physics and chemistry. Strong

driving can induce completely new signatures in the dynamics of the quantum system. Photo-

ionization or induced chemical reactions are frequently encountered examples. A more subtle

example is the coherent destruction of tunneling [2,40], where the internal tunneling dynam-

ics can be stalled almost completely by a coherent driving.

Starting with the application to the periodically driven two-level system [41], quantum-

mechanical systems interacting with intense oscillating fields have been successfully analyzed

on the basis of Floquet’s theory for linear differential equations with periodic coefficients [42].

The Floquet formalism ensures a non-perturbative treatment of the system’s dynamics. The

driving field is treated classically without explicit field quantization, a description that is

possible for intense fields with negligible fluctuations in the photon number. A brief survey

of the Floquet formalism is presented in Section 2.1.

Generic time-periodic systems are non-integrable, i.e. there exist fewer constants of mo-

tion than degrees of freedom N . In contrast to one-dimensional autonomous systems, which

are always integrable, the resulting chaotic or mixed regular-chaotic dynamics is already seen

in time-periodic systems with only one degree of freedom, like one-dimensional kicked sys-

tems, where a δ-kick potential acts on the system only once in a period for an infinitesimally

short time span. This reduced dimensionality together with the numerical simplicity makes

them an attractive means of study in the fields of nonlinear dynamics and quantum chaos,

see e.g. Refs. [43–45]. Their classical dynamics is completely determined by a stroboscopic

map. The numerical treatment of the quantum mechanical evolution is comparably simple,

as the time-evolution operator splits into a product of a kinetic and a potential contribution.

We sketch general properties of kicked systems as well as their quantization in Section 2.2.

Due to the perturbed integrability, not all trajectories in a time-periodic system are

confined to N -dimensional invariant tori. Nonetheless, in the generic case regular regions in

phase space with prevailing invariant tori still exist. These may support regular states, which

together with their associated quasienergies can be approximated within a semiclassical

quantization. In Section 2.3 we give a short summary on the semiclassical quantization in

time-periodic systems and introduce the regular energies Ereg used later in this thesis.

Before starting, it is helpful to mention that all quantities throughout this thesis are

understood to be dimensionless. To this end we introduce the dimensionless quantities

x̃ = x/x0, H̃ = H/V0, p̃ = p/p0 with p0 =
√
mV0, t̃ = t · p0/(x0m), and ω̃ = ω · (x0m)/p0,

based on the system-typical values x0, V0 and t0. The corresponding effective Planck constant

h̃ = h/(x0p0) is the ratio of Planck’s constant to a typical phase space area and ~̃ = 2πh̃.

Since all quantities are dimensionless, we omit the tilde and no explicit notation for the

dimensionless variables is employed.
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2.1 Floquet theory

2.1.1 Floquet states and their properties

The dynamics of a nonrelativistic quantum system is ruled by the time-dependent Schrödinger

equation

i~
∂

∂t
|ψ(t)〉 = H(t) |ψ(t)〉 (2.1)

for the state vector |ψ(t)〉. Its formal solution |ψ(t)〉 = U(t, t0)|ψ(t0)〉, introduces the time

evolution operator

U(t, t0) = T̂ exp

(

− i

~

∫ t

t0

dt′H(t′)

)

, (2.2)

which itself is a solution of the Schrödinger equation, i~∂tU(t, t0) = H(t)U(t, t0), with the

initial condition U(t0, t0) = 1. The time-ordering operator T̂ accounts for the possible

non-commutativity of H(t) at different times t.

If the HamiltonianH(t) is explicitly time-dependent the separation |ψn(t)〉 = e−iEnt/~ |ϕn〉
into a time-dependent phase-factor and the stationary state |ϕn〉 in general fails. Energy is

no longer a conserved quantity since H(t) is not invariant under an arbitrary shift in time.

A special case is a time-periodic Hamiltonian, which is invariant under the particular time

shift of the period τ ,

H(t+ τ) = H(t) . (2.3)

According to the Floquet theorem [42,46,47], the Schödinger equation (2.1) with a periodic

Hamiltonian has a complete set of solutions |ψi(t)〉, that are separable into a product of a

phase factor e−iεit/~ and a time-periodic state vector |ui(t+ τ)〉 = |ui(t)〉, i.e.

|ψi(t)〉 = e−iεi(t−t0)/~ |ui(t)〉 . (2.4)

The real-valued phases εi are called quasienergies, reflecting the formal analogy of the Floquet

states (2.4) to the Bloch eigenstates φnk(x + a) = eikaφnk(x) of spatially periodic quantum

systems with the quasimomentum k. Likewise, the Floquet states are quasi-periodic in time,

|ψi(t+ τ)〉 = e−iεiτ/~ |ψi(t)〉 . (2.5)

Inserting the Floquet solutions (2.4) into the Schrödinger equation yields an equation for

the periodic components |ui(t)〉,
(

H(t) − i~
∂

∂t

)

|ui(t)〉 = εi |ui(t)〉 . (2.6)

The factorization (2.4) of the Floquet state is not unique, but has infinitely many equiv-

alent realizations: the transformation |ui(t)〉 → |u(q)
i (t)〉 = eiqωt|ui(t)〉 with q ∈ Z conserves
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the time-periodicity of the states |u(q)
i (t)〉 and leaves the Floquet state |ψi(t)〉 unchanged if it

is accompanied by the shift εi → ε
(q)
i = εi + q~ω of the associated quasienergy. In this thesis

we understand |ui(t)〉 ≡ |u(0)
i (t)〉 with the quasienergy εi ≡ ε

(0)
i lying in the first ‘Brillouin

zone’, εi ∈ [0, ~ω), again an expression borrowed from the Bloch theory.

For the time-periodic Hamiltonian (2.3) the one-period propagator U(t0 + τ, t0) is of

particular significance. Expressed in terms of the Floquet solutions (2.4) it reads

U(t0 + τ, t0) =
∑

i

e−iεiτ/~ |ui(t0 + τ)〉 〈ui(t0)| =
∑

i

e−iεiτ/~ |ui(t0)〉 〈ui(t0)| , (2.7)

where the second equality uses the time-periodicity of states |ui(t)〉. Its eigenvectors are

recognized as the Floquet states |ψi(t0)〉, as they are identical to the |ui(t0)〉 at t0 and evolve

quasi-periodically in time,

|ψi(t0 + τ)〉 = U(t0 + τ, t0)|ψi(t0)〉 = e−iεiτ/~|ψi(t0)〉 . (2.8)

While the energy is not a conserved quantity for an explicitly time-dependent Hamilto-

nian, it is sometimes convenient to introduce the cycle-averaged energy 〈Ei〉τ of a Floquet

state,

〈Ei〉τ :=
1

τ

∫ t+τ

t

dt′ 〈ui(t′)|H(t′)|ui(t′)〉 (2.9)

(2.6)
= εi +

1

τ

∫ t+τ

t

dt′ 〈ui(t′)|i~
∂

∂t
|ui(t′)〉 , (2.10)

i.e. the energy averaged over the period τ . It can be evaluated as

〈Ei〉τ = εi −
∑

K

~ωK〈ui(K)|ui(K)〉 (2.11)

from the Fourier decomposition of the periodic states

|ui(t)〉 =
∑

K

eiK~ω|ui(K)〉 . (2.12)

2.1.2 Extended phase space and composite Hilbert space

In classical mechanics, an explicitly time-dependent system is equivalent to an autonomous

system with an additional degree of freedom. In the extended phase space {(x, t, p, pt)},
where the time t is treated as an additional coordinate with the conjugate momentum pt,

the generalized Hamiltonian function

H(x, p, t, pt) := H(x, p, t) + pt (2.13)
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takes over the role of a the the Hamiltonian function H(t) of the conventional phase space.

The Hamiltonian flow generated by H(x, p, t, pt) is parametrized in terms of a new variable

s and the equations of motion in the extended phase space read

dp

ds
= −∂H

∂x
= −∂H

∂x
(2.14)

dx

ds
=

∂H
∂p

=
∂H

∂p
(2.15)

dpt
ds

= −∂H
∂t

= −∂H
∂t

(2.16)

dt

ds
=

∂H
∂pt

= 1 . (2.17)

H is a conserved quantity under this flow, dH/ds = ∂H/∂s = 0, although the Hamiltonian

function H(t) is not a conserved quantity of the time-evolution in the conventional phase

space.

For a time-periodic system, this extension to a higher-dimensional space is particularly

advantageous. In this context the generalized Hamiltonian function (2.13) is sometimes

termed the Floquet function. In the integrable case, all trajectories evolve on τ -periodic

vortex tubes ΛN+1, that are invariant under the flow and that are embedded in a quasienergy-

shell {(x, t, p, pt) | H(x, t, t, pt) = ε}. Here, ΛN+1 denotes a non-compact (N+1)-dimensional

cylinder that is based on a N -torus T
N in the conventional phase space R

2N .

Corresponding to the extension of the coordinate space in classical mechanics, the Hilbert

space R of the quantum-mechanical states |ψi(t)〉 can be extended to a composite Hilbert

space R⊗T [41,48]. T is the Hilbert space of τ -periodic functions a(t) = a(t+ τ) that have

a finite norm ‖a‖2
τ = 〈a|a〉τ with respect to the inner product

〈a|b〉τ :=
1

τ

∫ τ

0

dt a∗(t) b(t) . (2.18)

The set of states |K〉τ (K = 0,±1,±2, . . .) with 〈t|K〉τ = eiKωt constitutes a complete and

orthonormal basis in T . The inner product of the states |u〉〉τ , |v〉〉τ in the composite Hilbert

space is then defined in a natural way by

〈〈u|v〉〉τ :=
1

τ

∫ τ

0

dt 〈u(t)|v(t)〉 (2.19)

with |u(t)〉 = 〈t|u〉〉τ and |v(t)〉 = 〈t|v〉〉τ . Note, that in later sections we will omit the double

bracket for the inner product, when the assignment to the composite Hilbert space is evident.

A complete and orthonormal basis in the composite Hilbert space is constituted by the set

of product states |nK〉〉τ := |n〉 ⊗ |K〉τ , composed of the basis states |n〉 (n = 0, 1, 2, . . .) in

R and the basis states |K〉τ (K = 0,±1,±2, . . .) in T .

The correspondence p → −i~∂/∂x and pt → −i~∂/∂t translates the Floquet func-
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tion (2.13) into the Floquet operator H, with the coordinate-time representation

H(t) = H(t) − i~
∂

∂t
. (2.20)

It is Hermitian, i.e. it fulfills 〈〈u|Hv〉〉τ = 〈〈Hu|v〉〉τ for any states |u〉〉τ , |v〉〉τ in the extended

Hilbert space R⊗ T , and acts as the generator of the evolution

i~
∂

∂s
|ψ(s)〉〉τ = H |ψ(s)〉〉τ (2.21)

with the formal solution

|ψ(s)〉〉τ = e−iH·(s−s0)/~|ψ(s0)〉〉τ . (2.22)

When evaluating the state (2.22) on the cut s = t with ∂s/∂t = 1, it is projected down to

the conventional Hilbert space,

|ψ(t)〉 = 〈t|ψ(s)〉〉τ
∣
∣
∣
s=t

, (2.23)

and is a solution of the Schrödinger equation there:

i~
∂

∂t
|ψ(t)〉 = i~

∂

∂t
〈t|ψ(s)〉〉τ

∣
∣
∣
s=t

=

(

i~
∂

∂t
+ i~

∂s

∂t

∂

∂s

)

〈t|ψ(s)〉〉τ
∣
∣
∣
s=t

(2.21)
=

(

i~
∂

∂t
+ H(t)

)

〈t|ψ(s)〉〉τ
∣
∣
∣
s=t

= H(t)|ψ(t)〉 . (2.24)

The comparison of the Floquet operator (2.20) with Eq. (2.6) shows that its eigenequation

is equivalent to the Schrödinger equation (2.1) with a time-periodic Hamiltonian (2.3) and

is solved by the time-periodic parts |ui(t)〉 of the Floquet states,

H(t) |ui(t)〉 = εi |ui(t)〉 . (2.25)

Being the eigenvalues of the Hermitian operator H, the quasienergies εi are real-valued, and

the eigenstates |ui(t)〉 constitute a complete and orthonormal basis in R⊗ T . That in turn

means that the time-periodic states |ui(t)〉 form also in R a complete orthonormal basis at

any time t.

The formulation of the Schrödinger equation in the composite Hilbert space is advanta-

geous, as it allows to make use of methods and concepts from autonomous quantum systems.

In fact, using the analogy between the eigenequation (2.25) on the one hand and the con-

ventional time-independent Schrödinger equation on the other hand, quantum-mechanical
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theorems can be extended to time-periodic systems [48], such as the variational principle or

the Hellmann-Feynman theorem. The states |ui(t)〉 adopt the role of the stationary states of

time-independent systems. A further advantage is the possible application of the evolution

equation (2.21) to non-periodic drivings, e.g. for chirped laser pulses with varying frequency,

since it separates the different time scales: the coordinate time t is associated with the short

time scale of the driving itself, whereas the parameter time s accounts for the longer time

scale of changes of the driving parameters. This separation of time scales allows on the one

hand for a very efficient numerical solution by means of the (t, t′)-method, see below. On

the other hand, it provides the means for the formulation of an adiabatic theorem similar to

its equivalent in time-independent systems [49].

2.1.3 Methods of solution

A. Floquet matrix method

The Floquet operator H can be diagonalized numerically by an expansion in an appropriate

basis set |nK〉〉τ = |n〉 ⊗ |K〉τ (n = 0, 1, 2, . . ., K = 0,±1,±2, . . .) with the Fourier states

|K〉τ . The corresponding representation of the Floquet operator reads

〈〈nK|H|mL〉〉τ =
1

τ

∫ τ

0

dt 〈K|t〉τ
(

〈n|H(t)|m〉 − i~
∂

∂t
δnm

)

〈t|L〉τ

=
1

τ

∫ τ

0

dt 〈n|H(t)|m〉ei(L−K)ωt + L~ω δKL δnm , (2.26)

e.g. for the dipole interaction with a monochromatic field, H(t) = H (0) + x · A cos(ωt),

〈〈nK|H|mL〉〉τ = H(0)
nmδLK + xnm · A

2
(δL,K+1 + δL,K−1) + L~ω δKL δnm . (2.27)

In this representation, Eq. (2.25) translates into the eigenequation

∑

m,L

(

Hnm(L−K) + L~ω δnmδK,L

)

〈m|ui(L)〉 = εi〈n|ui(K)〉 (2.28)

for the coefficients 〈n|ui(K)〉 = 〈〈nK|ui〉〉τ in the Fourier expansion of the time-periodic

states |ui(t)〉 =
∑

K e
iKωt |ui(K)〉.

B. Propagator methods

Apart from the diagonalization of the Floquet operator H, the Floquet states can be equally

determined as the eigenstates of the propagator U(t0 + τ, t0). The most simple way to set

up U(t0 + τ, t0) is a factorization of U(t0 + τ, t0) into a kinetic and a potential part. This

split operator method is exact for kicked quantum systems, considered in Section 2.2. It is,
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however, in general an inadequate approximation for continuously driven systems due to the

non-commutativity of the kinetic and potential operator parts of H(t). A more appropriate

approximation is the unitary expansion

U(t+ δ, t) =

(

1 +
i

2~
H(t)δ

)−1(

1 − i

2~
H(t)δ

)

+ O
(
δ3
)
. (2.29)

The period τ may be divided into Nt intervals of length δ = τ/Nt and, using the semi-group

property

U(t2, t1) = U(t2, t
′)U(t′, t1) , (2.30)

the propagator factorizes into a series of short-time propagators,

U(t0 + τ, t0) = U (t0 +Ntδ, t0 + (Nt − 1)δ) · · · U (t0 + 2δ, t0 + δ) · U (t0 + δ, t0) , (2.31)

for each of which the approximation (2.29) may be utilized.

A very efficient method to solve the eigenequation for U(t0+τ, t0) is the (t, t′)-method [50,

51]. As indicated by the name, it relies on the separation of different time scales in the

composite Hilbert space. The propagator e−iH·(s−s0)/~ in R + T is expanded in the |nK〉〉τ -
basis and projected to the conventional Hilbert space. For the propagator U(t, t0) in R, this

basically amounts to the Fourier expansion of the matrix elements,

Unm(t, t0) =
∑

K

eiKωt 〈〈nK| e−iH·(t−t0)/~ |m0 〉〉τ . (2.32)

The Fourier expansion accounts for the dependence of H on the coordinate time t with

the expansion coefficients 〈〈nK|H|mL〉〉τ of Eq. (2.26). Only the parameter time appears

explicitly in the exponent. That is why each of the short-time propagators U(t + δ, t) for

time intervals of the same length δ,

Unm(t+ δ, t) =
∑

K

eiKω(t+δ) 〈〈nK| e−iH·δ/~ |m0 〉〉τ , (2.33)

is based on the same expansion with the coefficients 〈〈nK|H|mL〉〉τ , which therefore have

to be computed only once. For sufficiently small δ the infinite Fourier basis for H can be

truncated to only a few contributions [51], e.g. |K| ≤ 5 with reasonably small error.

2.2 Quantum maps: One-dimensional periodically kicked systems

One-dimensional periodically kicked systems are attractive to study in the field of nonlin-

ear dynamics and quantum chaos. They feature all essential phase-space characteristics of

non-integrable systems, but are considerably simpler to deal with, compared e.g. to two-

dimensional autonomous systems, due to the reduced number of degrees of freedom. They
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allow for a comparably simple numerical treatment, independent of the kick strength, while

in contrast continuously driven quantum systems usually require a numerical effort that

increases with the driving strength.

The dynamics of a kicked system is generated by the Hamiltonian

H(t) = T (p) + V (x) · τ
∑

n

δ(t− nτ) , (2.34)

with the kick period τ = 1, the kinetic energy T (p) and a spatially periodic potential,

V (x + x0) = V (x), the latter acting solely at the times nτ (n ∈ Z) of the kicks. By the

choice of T (p) and V (x), there is scope to tune the structure of the phase space to a certain

desired appearance (“phase space design”).

The classical equations of motion can be reduced to the stroboscopic Poincaré-map from

the position xn = x(t = nτ + 0+) and momentum pn = p(t = nτ + 0+) after the n-th kick to

the evolved variables xn+1, pn+1 after the subsequent kick

(

xn

pn

)

7→
(

xn+1

pn+1

)

=

(

xn + τT ′(pn)

pn − τV ′(xn+1)

)

. (2.35)

It determines the evolution of an orbit in the stroboscopic Poincaré-section of the phase

space, {(x(t), p(t)) | t = nτ + 0+, n ∈ Z} at integer multiples of τ .

2.2.1 Kicked rotor

As a paradigmatic model for a driven system with a mixed phase space we consider the

kicked rotor [52, 53] with the Hamiltonian

H(t) =
p2

2
+

κ

(2π)2
cos(2πx)

∑

n

δ(t− n) . (2.36)

The corresponding classical map (2.35) is widely known as the standard map. Due to the

spatial periodicity of V ′(x) the classical map (2.35) is invariant under an appropriate shift

p 7→ p + 1 of the momentum. Hence, the classical dynamics may be represented in a single

unit cell, e.g. (x, p) ∈ [0, 1) × [−1/2, 1/2). To this end periodic boundary conditions are

imposed on the map: the coordinates x and x+ k (k ∈ Z) are identified with each other, as

well as the momenta p and p+ l (l ∈ Z). Thereby, the classical dynamics takes place on the

two-torus T
2 = R|Z and the map on this torus reads

(

xn

pn

)

7→
(

xn+1

pn+1

)

=

(

(xn + pn) mod 1
(
pn + κ

2π
sin (2πxn+1) + 1

2

)
mod 1 − 1

2

)

. (2.37)

The kicked rotor is the prototype of an originally integrable system, whose integrability
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Figure 2.1: Stroboscopic Poincaré-section of phase space for the standard map (2.37)
with (a) κ = 0, (b) κ = 1.0, (c) κ = 2.0, and (d) κ = 2.5.

is destroyed by the periodic driving [44, 52]. Due to the numerical simplicity it is often

used to investigate signatures of chaos in classical or quantum mechanics instead of higher-

dimensional non-integrable systems. The figures 2.1(a)-(d) demonstrate the dynamics gener-

ated by the map (2.37) for four different values of κ. At κ = 0, the dynamics is integrable. All

orbits lie on invariant tori in phase space, which constitute lines with conserved momentum

pn = p0 in the stroboscopic Poincaré-section.

The dynamics is no longer integrable once the perturbation parameter takes a finite value

κ > 0. Nonetheless, at small values of κ, invariant tori still exist, though distorted. These

surviving tori are the deformed remnants of the formerly invariant tori at irrational values

of p0. This is the essence of the famous Kolmogorov-Arnol’d-Moser (KAM) theorem. To the

contrary, the formerly invariant tori with rational p0 = s/r are resonant in the following sense:

they break up into an alternating series of stable elliptic and unstable hyperbolic fixed points

in the stroboscopic Poincaré-section (Poincaré-Birkhoff theorem). The stable elliptic fixed

points are the stroboscopic reductions of s equivalent stable periodic trajectories of period r.

They are surrounded by regular islands and a thin chaotic layer at their boundary, altogether

forming a so-called nonlinear r:s-resonance chain. For increasing κ it grows in size and, once

two such resonances overlap, their phase-space area is dominated by the chaotic layer (see

Fig. 2.1(b) for κ = 1.0). The chaotic dynamics is reflected by a sensitive dependence on the

initial conditions: two orbits initially situated infinitesimally close in phase space separate

exponentially fast in the course of time. A typical orbit that is initialized in a chaotic

phase-space region spreads and eventually fills the chaotic layer densely.

Figure 2.1(c) shows the stroboscopic Poincaré-section at an intermediate value, κ = 2.0,

where one dominant regular island still exists around the central fixed point at (xc, pc) =

(1/2, 0), embedded in the so-called chaotic sea. Apart from the dominant regular island

innumerable further tiny regular structures exist, but are not visible in the figure. Also

the regular island itself features substructures of small resonances that typically become

prevailing at the transition region to the chaotic sea.

As mentioned above, the series of stable fixed points of a periodic trajectory of period

r supports a chain of r regular islands. In Fig. 2.1(d) such a nonlinear 4:1-resonance chain
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appears around the periodic fixed points of period 4, separated from the main island. If

r and s are coprime all islands are dynamically connected, i.e. a trajectory initialized on

one of those iterates from island to island and returns to the initial island after r iterations.

Otherwise, there exists a family of s independent island chains, each consisting of r/s islands.

When considering the r–fold iterated map instead of the map itself, the trajectory always

remains on one and the same island.

2.2.2 Quantization on the torus

The stroboscopic evolution of the quantum kicked system is mediated by the one-period

propagator U(τ, 0) with the Floquet eigenstates |ψi(t)〉. It factorizes into a potential and a

kinetic part

U(τ, 0) = e−iτV (x)/~e−iτT (p)/~ . (2.38)

To see this, one may consider U(τ, 0) = limδ→0 U(τ+δ, 0+δ) and use the semigroup property

of the propagator to split the period τ into the time span of purely free evolution and the

infinitesimal span enclosing the kick,

U(τ + δ, 0 + δ) = U(τ + δ, τ − δ) · U(τ − δ, 0 + δ) (2.39)

= T̂ exp

(

− i

~

∫ τ+δ

τ−δ
dtH(t)

)

· T̂ exp

(

− i

~

∫ τ−δ

0+δ

dtH(t)

)

(2.40)

= T̂ e−i(τV (x)+2δT (p))/~ · e−i(τ−2δ)T (p)/~ (2.41)

→ e−iτV (x)/~e−iτT (p)/~ (2.42)

According to Bloch’s theorem, a wave function, whose time evolution is determined by

a spatially periodic Hamiltonian like the kick Hamiltonian (2.34), is quasi-periodic in the

coordinate representation. By the requirement, that the quantum dynamics takes place

on the same space as the classical motion, i.e. on the two-torus T
2, periodic boundary

conditions in p-direction are additionally imposed. The wave function then becomes also

quasi-periodic with respect to the momentum representation. Hence, the action of an integer

shift translation operator in x- or p-direction on the wave function amounts merely to a phase

shift with the Bloch phases θx and θp,

〈x+ 1| ψ〉 = e2πiθx 〈x| ψ〉 (2.43)

〈p+ 1| ψ〉 = e−2πiθp 〈p| ψ〉 . (2.44)

Note, that since the kinetic energy T (p) is not a periodic function of p with period 1, the

phase θx is fixed to the value θx = 0 1. By that a smooth boundary condition at the borders

1If the unit cell is extended to the momentum interval [−Mp/2,Mp/2), further values θx = ν/Mp (ν =
0, 1, . . . ,Mp − 1) are allowed.
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p = ±1/2 of the unit cell is ensured [54, 55]. We set θx = θp = 0 throughout this thesis

unless stated otherwise.

On the two-torus T
2 with a unit cell of size 1 × 1 the effective Planck constant cannot

assume arbitrary values, but is restricted to the discrete values [56]

h = 2π~ =
1

N
(N ∈ Z) . (2.45)

We recall the convention that h does not denote Planck’s constant itself, but instead its

dimensionless counterpart measured in units of the phase space area. Condition (2.45) can

be seen as a consequence of the non-commutativity of the translation operators in position

and momentum [55]. It is also known as the quantum resonance condition [53,56], where the

propagator U(τ, 0) commutes with the group of integer momentum translations, provided

that θx is rational. That means that the quantum kicked rotor like its classical equivalent

behaves, as if it were periodic in momentum space with the lattice constant 1.

By its quasi-periodicity in x-direction, the momentum representation of a wave function

has only a finite number of grid points, at the fixed p-values

pk =
1

N
(θx + k + k

(p)
0 ), k = 0, 1, . . . , N − 1; k

(p)
0 = ⌈Npmin − θx⌉ . (2.46)

In the same fashion, the quasi-periodicity in p-direction allows only the grid of the fixed

x-values

xl =
1

N
(θp + l + l

(x)
0 ), l = 0, 1, . . . , N − 1; l

(x)
0 = ⌈Nxmin − θp⌉ (2.47)

for the coordinate representation of the wave function. The parameters xmin, pmin denote

the freedom to shift the lower borders of the unit cell, here xmin = 0, pmin = −1/2, giving

rise to the off-set integers l
(x)
0 , k

(p)
0 .

The propagator (2.38), evaluated on the grid (2.47), becomes

Ukl = 〈qk|U |ql〉 =
∑

m

〈qk|UV |qm〉〈qm|UT |ql〉 = e−iτV (qk)/~〈qk|UT |ql〉 (2.48)

= e−iτV (qk)/~
∑

m

〈qk|pm〉〈pm|ql〉e−iτT (pm)/~ (2.49)

=
1

N
e−iτV (qk)/~

∑

m

e
2πi
N

“

θx+m+m
(p)
0

”

(k−l)
e−iτT (pm)/~ , (2.50)

where the second (third) line makes use of the fact, that UV (UT ) is diagonal in the position

(momentum) representation. The last step is based on the representation of the plane waves

〈qk|pm〉 =
1√
N
e

2πi
N

“

θp+k+k
(x)
0

”“

θx+m+m
(p)
0

”

. (2.51)

Note, that the invariance of the classical dynamics is fulfilled for general integer shifts
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x 7→ x+Mx and p 7→ p+Mp. If the quantization is correspondingly adapted to the extended

unit cell [0,Mx)× [−Mp/2,Mp/2), a generalization of the above criteria is required: instead

of the condition (2.45) the adapted resonant values of the effective Planck constant are

h = 2π~ =
MxMp

N
(N ∈ Z) (2.52)

and the quantization grids (2.46) and (2.47) become, now with pmin = −Mp/2,

pk =
Mp

N
(θx + k + k

(p)
0 ), k = 0, 1, . . . , N − 1; k

(p)
0 =

⌈
N

Mp
pmin − θx

⌉

(2.53)

xl =
Mx

N
(θp + l + l

(x)
0 ), l = 0, 1, . . . , N − 1; l

(x)
0 =

⌈
N

Mx
xmin − θp

⌉

. (2.54)

2.2.3 Husimi representation

In the spirit of the quantum-classical correspondence a comparison between the classical

phase-space structure of the driven system and the Floquet states is desirable. This can be

established by the Husimi representation [57], which serves to visualize a wave function φ(x)

and to compare it with the classical phase space. It is constructed as the projection

Hφ (x, p) = |〈αx,p|φ〉|2 =

∣
∣
∣
∣

∫ ∞

−∞
dx′ α∗

x,p(x
′)φ(x′)

∣
∣
∣
∣

2

(2.55)

of the wave functions onto the coherent states |αx,p〉 centered at the points (x, p) in phase-

space,

αx,p(x
′) = 〈x′|αx,p〉 =

(
1

2πσ2
x

)1/4

exp

(

−(x′ − x)2

4σ2
x

)

exp

(
i

~
p(x′ − x)

)

. (2.56)

In contrast to the Wigner function, the most prominent phase space representation [58], it is

by construction positive definite and may be interpreted as a Gaussian-smoothed probability

density in phase space.

The Husimi representation (2.55) refers to the infinite range −∞ < x < ∞. To account

for the periodic boundary conditions on the two-torus T
2 the integration in (2.55) can be

split into the contributions of each of the intervals [ν, ν+1). This is equivalent to restricting

the integration in (2.55) to the grid (2.47) on the torus and simultaneously projecting to the

periodized coherent states |ᾱx,p〉,

ᾱx,p(x
′) = 〈x′|ᾱx,p〉 (2.57)

=

(
1

2πσ2
x

)1/4 ∞∑

ν=−∞
exp

(

−(x′ + ν − x)2

4σ2
x

)

exp

(
i

~
p(x′ + ν − x)

)

(2.58)
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Figure 2.2: Husimi representations for three Floquet states of the kicked rotor (2.36)
with κ = 2.35. The smallness of the effective Planck constant h = 2π~ = 1/500 compared
to the area of the dominant regular islands allows to classify the Floquet states as (a)
regular, (b) regular resonant and (c) chaotic.

instead of the ordinary coherent states [56]. Practically, such a periodization can also be

done by extending the wave function φ(x) to the neighboring phase space cells x± ν, where

the additional phase factors e±2πiθx according to Eq. (2.43) have to be taken into account,

and then projecting it to the ordinary coherent states (2.56).

Figures 2.2(a)-(c) show the Husimi representations for three eigenstates of the propaga-

tor (2.50) for the kick strength κ = 2.35, contrasted with the underlying classical phase space

to visualize the quantum-classical correspondence. According to the semiclassical eigenfunc-

tion hypothesis [30–32] almost all Floquet states can be classified as either regular or chaotic,

provided that the effective Planck constant h is sufficiently small, h < Areg, to resolve the

area Areg of regular structures in phase space. The regular states are localized on the reg-

ular island and suggest a natural order by a quantum number m. Figure 2.2(a) shows the

Husimi representation of the regular state m = 13 of the central island. As h is even smaller

than the islands of the surrounding 4:1-resonance island chain, these islands also support

localized states. There are 4 equivalent resonance Floquet states with equal weight in each

of the dynamically connected islands, like the one in Fig. 2.2(b). The chaotic states, as the

one in Fig. 2.2(c), typically extend over the entire chaotic phase-space area and irregularly

fluctuate in phase and amplitude.
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2.3 Semiclassical quantization for the regular islands

In this section, the semiclassical quantization for time-periodic systems with one degree of

freedom is surveyed, based on Refs. [59,60], where more profound presentations can be found.

Equivalent approaches specialized to area preserving maps are presented e.g. in Refs. [61,62].

2.3.1 Single island

At first, we ask for a quantization rule for a regular island around a period-one fixed point

in the stroboscopic Poincaré-section. In integrable autonomous systems it is provided by the

EBK-quantization conditions [43] and analogous conditions are applicable to the invariant

regular tori of non-integrable systems [63, 64]. To this end the authors of Ref. [59] apply

a canonical operator method, introduced by Maslov and Fedoriuk [63], which serves to

generalize the EBK-quantization to the invariant regular tori of non-integrable systems.

This method is also appropriate in the context of time-periodic systems, when applied to

the flow-invariant vortex tubes Λ1+1 in the extended phase space R
2+2 of the autonomized

system. Figure 2.3 illustrates the situation.

A unique quantization in the extended phase space requires two quantization conditions.

The first condition on the action integral

I1 =
1

2π

∮

γ1

(p dx+ pt dt) = ~

(

m+
µ1

4

)

m = 0, 1, 2, . . . (2.59)

is analogous to the EBK-quantization condition of integrable systems and ensures single-

valuedness of a wave function projected from the vortex tube Λ1+1 to the extended config-

uration space {(x, t)}. The closed path γ1, which has to satisfy condition (2.59), is chosen

to lie in the surface of section {(x, t, p, pt) | t = 0}. For the librational motion under consid-

eration the path γ1 contains two turning points which give rise to the Maslov index µ1 = 2

in Eq. (2.59). We do not consider the case µ1 = 0 here, which applies for rotational motion.

By the specific choice of γ1, the integration in Eq. (2.59) is restricted to the conventional

phase space and the integrand to the Poincaré-Cartan form ω1 = p dx−H dt on R
2+1,

I1 =
1

2π

∮

γ1

ω1 . (2.60)

The quantum number m in (2.59) specifies the quantizing torus in the surface of section

{(x, t, p, pt) | t = 0}. By the evolution of this manifold under the Hamiltonian flow in R
2+2

the quantizing vortex tube Λ1+1
m is generated.

The second quantization condition

I2 =
1

2π

∫

γ2

(p dx+ pt dt) = K~ K = 0,±1,±2, . . . (2.61)
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Figure 2.3: Sketch of a τ -periodic vortex tube Λ1+1 in the extended phase {(x, t, p, pt)},
originating from an invariant torus in the conventional phase space {(x, p)}. The red
line represents a trajectory evolving on Λ1+1. The paths γ1,2 on Λ1+1 are topologically
independent.

accounts for the periodicity in t by identification of the times t and t+ τ . The path γ2 lies

on the quantizing vortex tube Λ1+1
m predefined by the first condition (2.59) and connects a

point (x, p) at time t = 0 with the same point at time t = τ . The Maslov index µ2 is zero,

since γ2 does not contain a turning point. As the vortex tube Λ1+1
m is part of the quasienergy

shell ε = H(x, p, t) + pt, the second quantization condition (2.61) likewise translates to the

conventional phase space with the Poincaré-Cartan form ω1,

I2 =
1

2π

∫

γ2

(p dx−H dt+ ε dt) =
1

2π

∫

γ2

ω1 + ε
τ

2π
. (2.62)

Using the condition (2.61) this determines the semiclassical quasienergy

εm,K = −1

τ

∫

γ2

ω1 +K~ω . (2.63)

In order to establish a link between the two conditions (2.59) and (2.61) a trajectory on

Λ1+1
m is considered. It is characterized by the two frequencies ω1 and ω2 which are related

to the advance of the evolving trajectory projected to the paths γ1 and γ2, respectively. Of

course, ω2 = ω is fixed by the external frequency. The action I(k2τ) of a trajectory evolving

for the time span k2τ can be represented as a combination of the actions I1 and I2 along the

two paths,

I(k2τ) =
1

2π

∫ k2τ

0

(pẋ−H)
︸ ︷︷ ︸

=L(x,ẋ,t)

dt+
k2τ

2π
ε = k1I1 + k2I2 . (2.64)

Herein, the ratio k1/k2 (k1, k2 ∈ Z) of both contributions is fixed by the winding number

ν :=
ω1

ω2
=
k1

k2
(2.65)

of the trajectory or, if the frequencies are incommensurable, by a rational approximate

ν ≃ k1/k2 of ν. The error in (2.64) approaches zero for k1, k2 → ∞ and k1/k2 → ν. The

quasienergy is thus determined by the actions I1,2 and the long-time average 〈L〉 of the



22 2 Time-periodic systems

Lagrangian L(x, ẋ, t) = pẋ−H(x, p(x, ẋ), t) of the trajectory,

ε = lim
k1,k2→∞

[
k1

k2
ωI1 + ωI2 −

1

k2τ

∫ k2τ

0

L(x, ẋ, t) dt

]

= νωI1 + ωI2 − 〈L〉 . (2.66)

Inserting the quantization conditions (2.59) and (2.61), the semiclassical quasienergy finally

reads

εm,K = ~ωνm

(

m+
1

2

)

+ ~ωK − 〈L〉m (2.67)

with the winding number νm and the Lagrangian 〈L〉m of the m–th quantizing vortex tube

Λ1+1
m .

Inside a stable island the winding number ν as well as 〈L〉 vary only slowly and smoothly.

Special cases are harmonic-oscillator like islands with elliptic tori and a constant winding

number. As can be inferred from the virial theorem, also 〈L〉 is constant in such islands.

These properties often serve to approximate the behavior of a generic regular island in a

limited region around its center.

In kicked systems, where the winding number ν is defined only up to additive integers, it

is usually chosen in the interval [−1/2, 1/2], but continued smoothly if it varies beyond the

interval boundaries. Note, that an integer shift of ν → ν + q (q ∈ Z) results in a new set of

regular energies whose mutual spacing is enlarged by the additional term q~ω.

To determine ν we have applied the frequency map analysis [65]. It is based on an iterative

Fourier transformation of the complex variable zn = xn + ipn composed of the stroboscopic

iterates xn, pn on the regular torus. In each recursion step k of the frequency map analysis,

at first the contribution of the preceding fundamental frequency ν(k−1) is subtracted and

the new fundamental frequency ν(k) is evaluated thereafter from the Fourier expansion of

the resulting quantity z
(k)
n . The winding number ν of the torus can be determined from

the frequencies ν(k), which are integer combinations ν(k) = ω
(

m
(k)
2 +m

(k)
1 ν
)

of ω2 = ω and

ω1 = νω.

The quantum number K, reflecting the equivalence of all Brillouin zones, has to be chosen

appropriately if the quasienergies are required to lie in a certain Brillouin zone, e.g. in [0, ~ω).

The quasienergies εm,K from the family (2.67) are associated with the semiclassical periodic

states |um,K(t)〉 = eiKωt|um(t)〉, each of which leads to the unique Floquet state

|ψm(t)〉 = e−iεm,K t/~|um,K(t)〉 = e−iEreg
m t/~|um(t)〉 . (2.68)

We have introduced the regular energies

Ereg
m := ~ωνm

(

m+
1

2

)

− 〈L〉m , (2.69)

which are implicitly defined in (2.67) and coincide with the semiclassical quasienergies
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εm,K = Ereg
m +K~ω upon projection to the first Brillouin zone, (Ereg

m − εm,K) mod ~ω = 0.

These energies may be regarded as the eigenenergies of a time-independent system, whose

quantizing tori in the stroboscopic Poincaré-section are indistinguishable from those of the

time-periodic system.

2.3.2 Island chain of a nonlinear resonance

Apart from the islands centered at stable elliptic fixed points of period one also chains

consisting of r regular islands are found in phase space around the fixed points of period r.

These are generated at nonlinear resonances with a rational winding number ν = s/r [52].

A trajectory on the secondary tori in the r:s-resonance islands is not confined to a single

island but passes from one island to another during each period τ and returns to the initial

island after r periods. As illustrated in Fig. 2.4, the cylindrical vortex tube originating from

a torus in one of the resonance islands is connected to the equivalent tori in the other islands

and closes after r periods, provided that s and r are coprime. That is why, to perform the

semiclassical quantization as in the previous section, the periodic boundary condition in the

coordinate t has to be extended from τ to r ·τ , such that the path γ2 connects the point (x, p)

at time t = 0 with the same point at time r ·τ [66]. This equates to considering the dynamics

in the modified stroboscopic Poincaré-section of period r ·τ , {(x(t), p(t)) | t = nr ·τ, n ∈ Z}.
For a kicked system this means the r–fold iterated map instead of the original stroboscopic

map itself.

The action along the path γ1 is not affected by this extension, I
(r)
1 = 1

2π

∮

γ1
ω1 = I1 =

~
(
m+ 1

2

)
. The path γ2, on the contrary, is prolonged and, if the resonance vortex tube

twines around a central periodic trajectory along the t-direction, additional turning points

arise in the projection to the (x, p)-plane. The number of twists is s and increases the

number µ1 of turning points that already exist along γ1 by the factor s, i.e. µ2 = sµ1 = 2s

γ1

γ2

0 τ 2τ 3τ 4τ

p

x
t

Figure 2.4: Sketch of a 4 · τ -periodic vortex tube Λ1+1 around a periodic trajectories
of winding number s/r = 1/4 in the extended phase space {(x, t, p, pt)}, originating from
an invariant torus of a resonance island in the conventional phase space {(x, p)}. The
three other equivalent vortex tubes are not shown. The red line represents a trajectory
evolving on Λ1+1. The paths γ1,2 on Λ1+1 are topologically independent.
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for librational motion. The action along the path γ2 thus reads

I
(r)
2 =

1

2π

∫

γ2

ω1 + ε
rτ

2π
= ~

(

K ′ +
s

2

)

K ′ = 0,±1,±2, . . . . (2.70)

The action of a trajectory on Λ1+1
m during the time span k2rτ is approximately

I(k2rτ) =
1

2π

∫ k2rτ

0

L(x, ẋ, t) dt+ k2
rτ

2π
ε = k1I

(r)
1 + k2I

(r)
2 (2.71)

and the quasienergy becomes

ε = lim
k1,k2→∞

[
k1

k2

ω

r
I

(r)
1 +

ω

r
I

(r)
2 − 1

k2rτ

∫ k2rτ

0

L(x, ẋ, t) dt

]

(2.72)

=
ν(r)

r
~ω

(

m+
1

2

)

+
1

r
~ω
(

K ′ +
s

2

)

− 〈L〉 . (2.73)

With the substitutionK ′ = rK+sl (K,K ′ ∈ Z, l = 0, . . . , r−1) the semiclassical quasienergy

of a state on a quantizing torus finally reads

ε(ml),K =
ν

(r)
m

r
~ω

(

m+
1

2

)

+
s

r
~ω

(

l +
1

2

)

+ ~ωK − 〈L〉m . (2.74)

The multi-index (ml) denotes the combined principal quantum number m and the counting

index l. The notation ν
(r)
m points out that the winding number is interpreted with respect

to the period r · τ , i.e. ν(r) := ω1/ω
′
2 = rω1/ω. It can exceed the above-mentioned range

[−1/2, 1/2], but under the rescaling ν = ν(r)/r to the actual driving period τ falls again

in this interval. Likewise, the semiclassical quasienergy ε(ml),K can be regarded as referring

to an auxiliary system of period r · τ instead of τ . The associated first Brillouin zone is

[0, ~ω/r), where the r quasienergies l = 0, . . . , r − 1 of fixed principal quantum number m

are degenerate. Interpreted with respect to the actual τ -periodic system these are equidistant

in [0, ~ω) with mutual spacing ~ω/r.

Analogously to Def. (2.69) we introduce the regular energies

Ereg
m := ~ω

ν
(r)
m

r

(

m+
1

2

)

+ ~ω
s

2r
− 〈L〉m (2.75)

which coincide with the semiclassical quasienergies ε(ml),K = Ereg
m +K~ω + sl~ω/r upon pro-

jection to [0, ~ω/r):
(
Ereg
m − ε(ml),K

)
mod

(
~ω

r

)

= 0 . (2.76)

The same property is fulfilled e.g. for the quantities Ereg
m +(ls/r)~ω, which give an l-dependent

off-set to the energy. However, as l plays the role of a mere counting index and is not related
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to a measurable quantity, we omit its contribution to the semiclassical quasienergies in

Def. (2.75).

In the semiclassical approximation the periodic parts of the resonance Floquet states are

an equally weighted linear combination

|um(t)〉 =
r−1∑

j=0

|ũ(j)
m (t)〉 (2.77)

of the r semiclassical states |ũ(j)
m (t)〉, which are initially localized on the m–th quantizing

torus in the j–th island of the resonance chain. The states |ũ(j)
m (t)〉 evolve with the period

r · τ on the quantizing vortex tube Λ1+1. They are not independent, but cyclically connected

according to

|ũ(j)
m (t+ τ)〉 = |ũ(j+1)

m (t)〉 , (2.78)

thus ensuring the periodicity of the states |um(t)〉 with period τ . The index j needs to be

interpreted modulo r. In order to represent the τ -periodic semiclassical states |u(ml),K(t)〉,
the |ũ(j)

m (t)〉 have to be linearly combined with appropriate phase factors:

|u(ml),K(t)〉 =

(
r−1∑

j=0

|ũ(j)
m (t)〉ei2πjls/r

)

ei(ls/r+K)ωt . (2.79)

These semiclassical states indeed have the period τ ,

|u(ml),K(t+ τ)〉 =

(
r−1∑

j=0

|ũ(j)
m (t+ τ)〉ei2πjls/r

)

ei(ls/r+K)ωtei2π(ls/r+K) (2.80)

(2.78)
=

(
r−1∑

j′=0

|ũ(j′)
m (t)〉ei2πj′ls/r

)

ei(ls/r+K)ωt (2.81)

= |u(ml),K(t)〉 , (2.82)

and together with the associated phase factor form the unique semiclassical Floquet state

|ψ(ml)(t)〉 = e−iε(ml),Kt/~|u(ml),K(t)〉 = e−iEreg
m t/~

(
r−1∑

j=0

|ũ(j)
m (t)〉ei2πjls/r

)

. (2.83)
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3 Statistical mechanics of time-periodic systems

Under realistic, non-idealized conditions a real physical system is not isolated, but interacts

with its environment. It can be considered as an open part of a larger Hamiltonian system

comprised of the system itself and the environment. The state of the subsystem is char-

acterized by the reduced density operator ρ(t), which contains no direct information about

the environment, but whose evolution is influenced by the latter. In many applications,

where the number of external degrees of freedom exceeds the internal degrees by far, the

environment can be modelled as a heat bath of constant temperature 1/β. If the system

under consideration is time-independent and interacts only weakly with the heat bath, it

relaxes in the long-time limit to a unique equilibrium state. Its eigenstates |i〉 are occupied

with probabilities pi governed by the rate balance

0 =
∑

j

pjRji − pi
∑

j

Rij . (3.1)

The ratio between a rate Rij and the rate Rji of the reverse process is Rij/Rji = eβ(Ei−Ej). It

is a unique function of the energy difference with only the temperature 1/β as a parameter,

whereas details of the coupling to the heat bath do not play a role. Beyond the global

balance (3.1), the detailed balance piRij = pjRji is fulfilled between any two states and

allows to infer the Boltzmann weights e−βEi as the stationary solutions for the occupations

pi. Note, that the true equilibrium state of even a time-independent system, even in the

lowest perturbation order, can deviate from this canonical form, if e.g. the back action of

the bath on the system energies (Lamb shifts) is taken into account [38, 39].

The derivation of the canonical Boltzmann-distribution from the equation of motion for

ρ(t) is a standard technique [67–69]. In the limit of a weak coupling between the system and

the heat bath the coupling strength γ is treated as a perturbation parameter, with expan-

sions usually performed to the second order O(γ2). Moreover, the Markov approximation is

employed. This approximation requires a rapid decay of bath correlations compared to the

typical relaxation time of the system. The resulting master equation for ρ(t) has been gen-

eralized for time-periodic quantum systems by the Floquet-Markov approach [20–25], where

the density operator is conveniently expressed in the basis of the time-periodic parts of the

Floquet states, ρij(t) = 〈ui(t)|ρ(t)|uj(t)〉. The Floquet formalism ensures a non-perturbative

treatment of the driven system’s coherent dynamics. In the long-time limit of the evolution,

when the system has reached an asymptotic state, the density operator is time-periodic with

the period τ of the driving. The Floquet density matrix elements ρij are then approximately

the solutions of a linear system of time-independent rate equations. The following section,

Section 3.1, contains a survey of the Floquet-Markov method and a brief derivation of the

rate equations for the asymptotic Floquet density matrix elements ρij . A more detailed



28 3 Statistical mechanics of time-periodic systems

derivation is deferred to Appendix B.

As a side note, we point out that also the alternative approach to dissipative dynamics,

the stochastic evolution of an ensemble of state vectors, can make use of the Floquet repre-

sentation of the time-periodic system. This is similar to the extension of the conventional

master equation of time-independent systems to the Floquet-Markov master equation. Such

an approach is presented in Ref. [13], but is not followed here.

It is instructive to ask, how the Floquet densities ρij behave especially at avoided cross-

ings. These are ubiquitous in Floquet systems, as the quasienergies are bounded within a

finite interval, 0 ≤ ε < ~ω, and typically form a dense point spectrum [35,36]. The authors

of Ref. [25] derive an approximate rate equation for the asymptotic Floquet densities ρij at

an isolated avoided crossing. This approximate rate equation is addressed in Section 3.2,

and in more detail in Appendix D.

The back action of the heat bath on the system in general leads to a renormalization of

the system energies, usually paraphrased as the Lamb shifts in reference to quantum optics.

In principle, these can cause deviations from the canonical distribution even in the frame-

work of time-independent dissipative systems [38,39]. A sufficiently small coupling strength

γ provided, their tiny contribution is often disregarded, like also in the Floquet-Markov

master equation. However, concluding from our previous studies, the Floquet occupations

are particularly sensitive to the exact values of the involved quasienergies in the vicinity

of an avoided crossing, and the Lamb shifts are therefore expected to become important

especially there. That is why we extend the Floquet-Markov master equation by the Lamb

shift contributions and derive in Section 3.3 an approximate rate equation for its asymptotic

solution at avoided crossings. The technical details are deferred to Appendices C and E.

In a further section of this chapter, Section 3.4, we complement the Floquet-Markov

approach by an alternative method based on a random walk along the energy axis. It

reveals the diffusive character of the dissipation process in time-periodic systems, which is

caused by the interplay of the driving and the damping force: energy is permanently pumped

into the system by the driving and eventually absorbed by the heat bath. We evaluate the

drift and diffusion constants for this process and relate the resonant enhancement of these

quantities to the rate of energy dissipation in a classical oscillator.

3.1 Floquet-Markov master equation

The microscopic model for dissipation in a quantum system is based on the Hamiltonian

Htot(t) = Hs(t) +Hsb +Hb , (3.2)

which governs the dynamics of the composite system. The system of interest itself, equipped

with the Hamiltonian Hs(t), is coupled via Hsb to an, in practice normally unknown, en-
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vironment with the Hamiltonian Hb. The interaction term Hsb is usually understood as a

weak perturbation of the uncoupled system, H0(t) = Hs(t) +Hb. We study the case, where

the system of interest is subject to a periodic driving, Hs(t+τ) = Hs(t), whereas its thermal

environment remains unaffected by that driving. This situation is certainly present for an

environment in the sense of a heat bath, i.e. a reservoir possessing a much larger number of

degrees of freedom in comparison to the system itself. In most cases the system has only

a few degrees of freedom and sometimes it even has a finite-dimensional Hilbert space, e.g.

a spin-system or a quantum map on the two-torus T
2 as introduced in Section 2.2. The

interaction between system and heat bath is assumed weak in the sense of perturbation

theory. At the same time, the large reservoir is assumed to be in equilibrium at all times

and to give rise to a fast decay of correlations originating from the interaction, in particular

faster than the driving period τ . Under these circumstances any minor modification in the

heat bath – may it stem from an interaction with the system itself or from the driving – is

suppressed that fast that no information about it can return to the system. Another option,

where the driving force exclusively acts on the system but not on the heat bath, would be

due to different coupling mechanisms to the driving on the one hand and to the heat bath

on the other hand. A molecule, which is coupled via a permanent or induced electric dipole

moment to the heat bath and is at the same time subject to a driving force via a magnetic

degree of freedom, is an example.

3.1.1 Microscopic dissipation model

A standard microscopic description for the heat bath is an ensemble of non-interacting

harmonic oscillators with the Hamiltonian

Hb =
∑

n

(
p2
n

2mn

+
mnω

2
n

2
x2
n

)

. (3.3)

It is the idealized form of a reservoir with energetically more or less equidistant modes. Such a

boson bath is particularly suited to describe phonon modes in a lattice or the electromagnetic

background in quantum optics. Strictly speaking, the bath needs to have infinitely many

degrees of freedom in order to generate truly irreversible instead of quasi-periodic dynamics,

which otherwise occurs due to the the Hamiltonian nature of the composite system (3.2).

The presumed weak interaction between the system and the individual modes of the heat

bath is appropriately described by the bilinear coupling term

Hsb = −x
∑

n

cnxn . (3.4)

The linearity of Hsb in the bath coordinates xn as well as in the system coordinate x is

adapted to the presumed weak interaction between the system and the bath modes. The
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coupling constants cn measure the individual strength of the interaction with the n–th bath

mode. In order to remove a coupling-induced renormalization of the energy [69, 70], Hsb

can be supplemented by the term x2
∑

n c
2
n/(2mnω

2
n). The resulting Hamiltonian of the

composite system

Htot =
p2

2
+ V (x) +

∑

n

(

p2
n

2mn
+
mnω

2
n

2

(

xn −
cn

mnω2
n

x

)2
)

(3.5)

then also correctly preserves the translational invariance of a free quantum Brownian particle

(V (x) = 0) immersed in the oscillator bath.

The model Hamiltonian (3.5) has been used extensively to study dissipation, see e.g. the

list of references in [69]. It is widely known as the Caldeira-Leggett model [71], although sim-

ilar model Hamiltonians have been used earlier. As explicated in Appendix A, the associated

Heisenberg equation of motion for the system coordinate x reproduces a quantum Langevin

equation [70,72,73]. Therein, the bilinear coupling (3.4) can generate a damping term of the

Stokes type, i.e. velocity-proportional with the damping coefficient as proportionality factor.

If the system Hamiltonian Hs = p2/2 + V (x) allows a conceptual reduction to a two-level

system, this is known as the spin-boson model. We apply the Caldeira-Leggett model to a

system with a time-periodic potential V (x, t). The evaluation follows the Floquet-Markov

approach of Refs. [20–25]. In the following section it is outlined only in a few steps, with

further details given in Appendix B.

3.1.2 Equation of motion for ρ(t) and Born-Markov approximation

For an open quantum system one is generally not interested in the Hamiltonian, i.e. de-

terministic, time-reversible, and phase-space preserving dynamics of the composite system

comprizing the degrees of freedom of both the system and the reservoir. This would amount

to finding the solutions of the the Liouville-von Neumann equation of the density operator

ρtot(t) of the composite system

i~
∂

∂t
ρtot(t) = [Htot(t), ρtot(t)] (3.6)

and is typically not feasible, simply due to the vast number of degrees of freedoms in the

composite system. Instead, the uninteresting degrees of freedom in the Hilbert space of the

heat bath are traced out, leaving statistical information about the relevant system degrees

of freedom in the reduced density operator

ρ(t) := Trb
(
ρtot(t)

)
. (3.7)



3.1 Floquet-Markov master equation 31

The reduced density ρb = Trs (ρtot(t)) of the heat bath is of the canonical form ρb ∼ e−βHb ,

assuming that the heat bath remains permanently in thermodynamic equilibrium at the

temperature 1/β. The complicated equation of motion for ρ(t) is not solvable in practical

applications. Usually, if the interaction Hsb ∼ γ between system and heat bath is weak with

respect to the energy scales of the uncoupled system, H0(t) = Hs(t) + Hb, a perturbation

expansion of Eq. (3.6) can be performed with the characteristic interaction strength γ as

perturbation parameter. Note, that for convenience the global interaction strength γ is here

factored out of the individual interaction strengths cn in Hsb of Eqs. (3.4) and (3.5), by

which the latter are now redefined according to cn = cn/γ. Terminating the perturbation

expansion after the second order O(γ2) by virtue of the Born approximation and requiring

that the evolution at the time t depends only on the current state ρ(t), but not on its history

(Markov approximation), leads to the master equation2

∂

∂t
ρ(t) = − i

~

[
Hs(t), ρ(t)

]
(3.8)

−γ
2

~2

∫ ∞

0

dt′
(

G(t′)
(

x(t)x̃(t− t′, t)ρ(t) − x̃(t− t′, t)ρ(t)x(t)
)

+ G∗(t′)
(

ρ(t)x̃(t− t′, t)x(t) − x(t)ρ(t)x̃(t− t′, t)
))

.

It describes the evolution of the reduced density operator ρ(t) under the influence of the

weak damping force, which is exerted by the heat bath via the interaction term Hsb with the

characteristic correlation function G(t). The tilde serves to denote the interaction picture

representation of an operator.

The heat bath, due to its immense number of degrees of freedoms, has a short-time

memory limited by the correlation time τc. It is estimated by the characteristic decay time

of the correlation function

G(t− t′) := Trb

(
∑

n,m

cncmx̃n(t)x̃m(t′)ρb

)

(3.9)

for the component of the interaction operator (3.4) that acts in the Hilbert space of the heat

bath. Note, that Def. (3.9) together with Eq. (3.8) are equivalent to the expressions (B.21)

and (B.29) in Appendix B, if the general coupling operators A,B of Hsb = γAB are spec-

ified to the according operators A = −x and B =
∑

n cnxn of the Caldeira-Leggett model.

According to Ref. [25], the criterion for validity of Eq. (3.8), i.e. of the Born-Markov approx-

imation for time-periodic systems, is

τcΓ
(2) :=

γ2

~2
τ 2
c 〈x2〉

〈(∑

n cnxn
)2〉≪ 1 . (3.10)

2Compare Eq. (B.29) in Appendix B.
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Roughly speaking, the Markov approximation requires, that changes in ρ̃(t) take place on

a time scale much larger than the characteristic memory time τc of the heat bath. The

characteristic rate Γ(2) gives an estimate for this relaxation time as 1/Γ(2), and τcΓ
(2) hence

implicitly defines an effective, dimensionless coupling strength between system and heat

bath.

The correlation function (3.9) is influenced by the density of spectral modes ωn present

in the heat bath, each weighted with the individual coupling strength. This dependence is

subsumed in the definition of the spectral density

J(ω) :=
π

2

∑

n

c2n
mnωn

(

δ (ω − ωn) − δ (ω + ωn)
)

. (3.11)

In the continuum limit, presuming an infinite number of bath oscillators with continuously

distributed frequencies, J(ω) can be modelled as a smooth function. In Appendix A, contain-

ing a derivation of a quantum Langevin equation starting from the microscopic model (3.5),

the idealized Ohmic form

Jo(ω) = ηω (3.12)

is motivated by the correspondence to the classical Langevin equation. Presuming Jo(ω),

the damping force in the Langevin equation is velocity-proportional with the frequency-

independent damping constant γ2η. We can set η = 1, as by our previous construction its

role is already taken by γ2. In order to avoid the influence of unphysical, extremely high

frequencies of the unbounded spectral density (3.12), a cut-off beyond the spectral mode ωc

is usually assumed,

J(ω) = ωe−|ω|/ωc , (3.13)

or equivalent forms like the Drude regularization [69]. The spectral density J(ω) according

to Eq. (3.13) is employed throughout this thesis.

Invoking Def. (3.11) of the spectral density J(ω), the Fourier-transformed correlation

function evaluates to

g(E) :=
1

2π~

∫ ∞

−∞
dtG(t)e−iEt/~ (3.14)

=
1

π
nβ(E)J (E/~) (3.15)

with the thermal occupation number nβ(E) =
(
eβE − 1

)−1
of the oscillator bath, see Ap-

pendix A. The correlation function g(E) has the property

g(−E) =
1

π

(
nβ(E) + 1

)
J (E/~) = eβEg(E) . (3.16)

Since ωc is a roughly upper frequency bound of J(ω), the correlation time τc of the heat
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bath can be inferred to be roughly τc ≃ 1/ωc from the inverse Fourier transformation of

Eq. (3.15). For very low temperatures, however, the correlation time is rather limited by the

temperature, τc ≃ ~β.

3.1.3 Floquet-Markov master equation

Adapted to the relevant degrees of freedom of the isolated Floquet system with the time-

periodic Hamiltonian Hs(t), the density operator ρ(t) is now represented in the complete

orthonormal basis of the time-periodic parts |ui(t)〉 of the Floquet states (2.4). The equa-

tion of motion for the Floquet density matrix ρij(t) takes the form (compare Eq. (B.47) in

Appendix B)

(
∂

∂t
+

i

~
εij

)

ρij(t) = (3.17)

−1

2

∑

k,l

(

ρlj(t)Rik;lk(t) + ρil(t)R
∗
jk;lk(t) − ρkl(t)

(

Rlj;ki(t) +R∗
ki;lj(t)

))

with the short-hand notation εij = εi − εj. This is a coupled system of linear first order

differential equations with the complex-valued rates

Rlj;ki(t) :=
∑

L

Rlj;ki(L)eiLωt with (3.18)

Rlj;ki(L) :=
∑

K

R
(K)
lj;ki(L) = 2π

γ2

~

∑

K

xlj(K + L)x∗ki(K)g(εik −K~ω) (3.19)

(L,K ∈ Z), which describe bath-induced probability flows between the individual Floquet

states and decoherence processes. They are based on the Fourier coefficients

xij(K) =
1

τ

∫ τ

0

dt e−iωKt xij(t) (3.20)

of the time-periodic matrix elements

xij(t) = 〈ui(t)|x |uj(t)〉 . (3.21)

We now restrict the analysis to the limit of large times, larger than the relaxation time,

t≫ 1/Γ(2). Inferring from the Floquet theorem on one hand and general properties of density

matrices on the other hand, the asymptotic solution of Eq. (3.17) must be time-periodic

ρij(t) =
∑

K

ρij(K)eiKωt (3.22)
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and its Fourier components are governed by the equations

i

~
(K~ω + εij) ρij(K) = −1

2

∑

k,l,L

(

ρlj(K − L)Rik;lk(L) + ρil(K − L)R∗
jk;lk(−L)

−ρkl(K − L)
(

Rlj;ki(L) +R∗
ki;lj(−L)

))

. (3.23)

In the spirit of the weak-coupling assumption the rates Rlj;ki(t) on the rhs, being of the

order O(γ2), are small with respect to the relevant rates of change in the isolated system. In

particular, we take them to be small compared to the driving frequency ω on the lhs, under

the assumption that dissipative effects occur on a time scale 1/Γ(2) larger than the period

τ = 2π/ω. Consequently, the leading Fourier coefficients

ρij := ρij(K = 0) (3.24)

dominate all other contributions ρij(K 6= 0), which account for small oscillations about the

average value ρij . Neglecting those, the summation over L on the rhs of Eq. (3.23) becomes

equivalent to taking the cycle-average of the rates

Rlj;ki := Rlj;ki(L = 0) =
1

τ

∫ τ

0

dt Rlj;ki(t) = 2π
γ2

~

∑

K

xlj(K)x∗ki(K)g(εik −K~ω) . (3.25)

A system of homogeneous linear equations for the time-independent densities ρij

0 =
1

2

∑

k,l

(

ρljRik;lk + ρilR
∗
jk;lk − ρkl

(
Rlj;ki +R∗

ki;lj

))

+
i

~
εijρij (3.26)

remains. Of course, the density operator ρ(t) =
∑

i,j |ui(t)〉ρij〈uj(t)| is still periodic in time

because of the inherent time-dependence of the |ui(t)〉. In a short-hand matrix notation,

Eqs. (3.17) and (3.26) can be written

ρ̇ij(t) = −
∑

k,l

Mij;kl(t) ρkl(t) and (3.27)

0 =
∑

k,l

Mij;kl ρkl , (3.28)

respectively, with the coefficient matrix

Mij;kl :=
1

2

(
∑

m

Rim;kmδjl +
∑

m

R∗
jm;lmδik −Rlj;ki − R∗

ki;lj

)

+
i

~
εijδikδjl . (3.29)

It should be emphasized, that this reduction of the differential equations (3.17) to the

rate equations (3.26) for its long-time behavior does not require the rates to be small with
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respect to all quasienergy spacings εij/~ [25]. Note also, that Eq. (3.26) could be also

obtained directly from Eq. (3.17), when the time-dependent rates Rlj;ki(t) are immediately

replaced by their cycle-averages Rlj;ki(K = 0). The stationary solution ρij of the resulting

differential equation with time-independent coefficients is then determined by Eq. (3.26).

This moderate rotating wave approximation [74,75] is to be contrasted with the full rotating

wave approximation, where instead of the average over the driving period τ an average is

performed over a longer time scale, given by the maximum value of ~/(K~ω+ εi− εj). This

approximation requires the rates to be small with respect to all quasienergy spacings. For

a generic Floquet system this premise can be fulfilled only in a finite-dimensional Hilbert

space.

Considering the case, where all rates in Eq. (3.26) are small compared to a certain

quasienergy spacing εij/~, the corresponding non-diagonal density ρij must be likewise small,

since the coherent term εij/~ is independent of the other terms in Eq. (3.26), which involve

the rates. The non-diagonal ρij might therefore be neglected and, if this can be done even

for the smallest quasienergy spacing, a reduced rate equation

0 = pi
∑

k

Rik −
∑

k

pkRki (3.30)

for the diagonal densities pi := ρii remains. The herein appearing rates with the short-hand

notation

Rik := Rik;ik = 2π
γ2

~

∑

K

|xik(K)|2 g(εki −K~ω) (3.31)

are real-valued. Again, the full-rotating wave approximation can be applied directly to

Eq. (3.17) [21, 68, 75], resulting in a set of differential equations for the diagonal density

matrix elements ρii(t), which are then decoupled from those of the non-diagonal density

matrix elements ρij(t) (i 6= j). The latter relax mutually independent,

ρ̇ii = −ρii
∑

k

Rik +
∑

k

ρkkRki = −
∑

k

Mii;kkρkk

ρ̇ij = −1

2

(
∑

k

Rik +Rjk −Rjj;ii − R∗
ii;jj

)

ρij −
i

~
εijρij = −Mij;ijρij

. (3.32)
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3.2 Effective rate Rac at avoided crossings

The coefficient matrix Mij;kl (3.29) of Eq. (3.28) contains two independent contributions: on

the one hand the contributions of the rates and on the other hand the spectral term expressing

the coherent dynamics of the isolated Floquet system. It is assumed that Floquet occupations

crucially depend on the ratio between those two terms. As an immediate example, the

reduction of Eq. (3.26) to Eq. (3.30) is feasible only for very weak system-bath coupling,

where the rate term is small compared to all quasienergy spacings. For a Floquet system

this is a highly restrictive condition, since the spectrum is bounded within the finite interval

[0, ~ω). When approximating the Hilbert space of the Floquet system by a finite number

N of basis states and considering the limit N → ∞, the spectrum typically approaches

a dense point spectrum [35, 36] and the number of near degeneracies grows without limit.

For a fixed value of the coupling strength γ a critical value of N necessarily exists, above

which quasienergy spacings smaller than any of the rates occur, and a transition between the

relative strength of the rate contributions on the one hand and the coherent contributions

on the other hand can be studied.

Besides, upon variation of a parameter avoided level crossings emerge and give rise to

the hybridization of the involved Floquet states. Eventually in the limit N → ∞, adiabatic

transitions between individual Floquet states may not be supported anymore, i.e. any tiny

parameter variation will hybridize infinitely many Floquet states in a complex way. This

effect has its origin in the intriguing property of Floquet systems, that in any finite interval

of the parameter space there exists a dense parameter subset, for which the Floquet states

of the N -dimensional basis have an arbitrarily small overlap with any of those corresponding

to a larger basis [36]. As argued in Ref. [25], such pathologies are resolved if one takes into

account the ubiquitous influence of a heat bath: all near degeneracies that are smaller than

a certain effective coupling strength to the bath do not influence the Floquet occupations

apart from the trivial hybridization effect. The density operator ρ itself is then not affected

by the avoided crossing. This allows to sort the Floquet states via their occupations, thus

defining a hierarchical order, which is stable against parameter fluctuations and justifies a

truncation of the Floquet basis to a finite number N . Although the Hilbert space may be

infinite, the dimension of the Floquet system becomes effectively finite, spanned only by the

set of dominantly occupied Floquet states.

In this section, the opposite limit is studied, where a single isolated avoided crossing

affects the entire set of Floquet occupations. To begin with, essential steps from Ref. [25]

are retraced, resulting in an approximate rate equation with a new, effective rate Rac. For

simplicity of notation the time-dependence of the Floquet states is omitted in this section,

assuming a fixed time.
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3.2.1 Diabatic states of the avoided crossing

Avoided crossings are a generic property of spectra in the absence of symmetries, especially

for Floquet spectra with their confined domain [0, ~ω). They emerge under variation of a

parameter A, when two quasienergies εa and εb approach and repel each other (Fig. 3.1).

The Floquet solutions |ua〉 and |ub〉 hybridize and are eventually interchanged.

The states |ua,b〉 of the avoided crossing can be approximately expressed as a linear

combination of the diabatic states |ū1,2〉, which remain almost invariant throughout the

avoided crossing and would correspond to an exact crossing of the asymptotic branches ε̄1

and ε̄2 at A = A0. The situation is modelled [48,76] by the Floquet operator in the subspace

of the avoided crossing

Hac =






ε̄1(A) ∆/2

∆/2 ε̄2(A)




 , (3.33)

represented in the A-independent basis of the diabatic states |ū1,2〉. Far away from the center

A0 of the avoided crossing, where the Floquet states are almost identical to their diabatic

approximates, the quasienergies are presumed to be linear functions of A,

ε̄1,2(A) = ε0 + σ1,2 · (A− A0) . (3.34)

By virtue of the finite coupling term Hac
12 = Hac

21 = ∆/2 the eigenvalues

εa,b =
ε̄1 + ε̄2

2
± 1

2

√

(ε̄1 − ε̄2)2 + ∆2 (3.35)

of Hac repel each other, where the minimal splitting is ∆. The corresponding eigenstates

|ua,b〉 are

|ua,b〉 =
1√
2







√

1 ± d√
1+d2

±
√

1 ∓ d√
1+d2







, (3.36)

where the dimensionless ratio

d :=
(ε̄1 − ε̄2)

∆
=

(σ1 − σ2)

∆
(A−A0) (3.37)

measures the distance from the center A0 of the avoided crossing. They arise from |ū1,2〉 by

the rotation

|ua〉 = α |ū1〉 + β |ū2〉 (3.38a)

|ub〉 = β |ū1〉 − α |ū2〉 (3.38b)
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ε̄1

ε̄2

εa

εb

∆

AA0

d0

ε

ε0

Figure 3.1: Avoided crossing between quasienergies εa and εb with the minimal splitting
∆ = εa(A0)−εb(A0) vs. parameter A. The dimensionless distance d to the avoided crossing
is defined by Def. (3.37). The asymptotic quasienergy branches ε̄1 and ε̄2 cross exactly
in the center A0 of the avoided crossing.

with the coefficients

α =
1√
2

√

1 +
d√

1 + d2
(3.39)

β =
1√
2

√

1 − d√
1 + d2

, (3.40)

which satisfy α2 + β2 = 1, as well as the relations d = (α2 − β2) / (2αβ) and εab = εa − εb =

∆
√

1 + d2 = ∆/(2αβ). The diabatic states are evaluated from the true Floquet solutions

|ua〉 and |ub〉 by the inverse transformation of Eq. (3.38),

|ū1〉 = α |ua〉 + β |ub〉 (3.41a)

|ū2〉 = β |ua〉 − α |ub〉 . (3.41b)

In opposition to the diabatic states |ū1,2〉, the eigenstates of the Floquet operator |ua,b〉
may be denoted as the adiabatic states3. We point out, that the entire Floquet basis {|ui〉} =

{|ua〉, |ub〉, |ui〉 | i 6= a, b} is in the following denoted as the adiabatic basis, whereas the term

diabatic basis refers to the set of states {|ū1〉, |ū2〉, |ui〉 | i 6= a, b}. All quantities represented

in the diabatic basis are indicated by an overbar.

3.2.2 Diabatic representation of the rate equation

In order to remove the trivial parameter dependence of the Floquet basis originating from

the hybridization of the adiabatic states, we aim to find the analog of the rate equation (3.26)

3We use these expressions, as they are termed in the context of the Born-Oppenheimer approximation
for the Schrödinger equation of molecules.



3.2 Effective rate Rac at avoided crossings 39

in the local diabatic basis of the avoided crossing. In the subspace of the avoided crossing

the diabatic density matrix elements are related to the adiabatic density matrix elements

via

ρ̄11 = α2ρaa + β2ρbb + 2αβ Reρab (3.42a)

ρ̄22 = β2ρaa + α2ρbb − 2αβ Reρab (3.42b)

Reρ̄12 = αβ(ρaa − ρbb) − (α2 − β2) Reρab (3.42c)

Imρ̄12 = −Imρab . (3.42d)

Here we outline only a few steps of the derivation and focus on the result. A more

detailed derivation is explicated in Appendix D. The starting point is the equation of

motion (3.8) for ρ(t), already in Born-Markov approximation, but still independent of a

certain representation. The following assumptions are made:

(i) Almost all quasienergy spacings are larger than the effective coupling strength to the

heat bath, with the exception of the single quasienergy spacing εab.

(ii) The deviations between εa,b and their asymptotic approximates ε̄1,2 as well as the spac-

ings εab and |ε̄12| are tiny compared to the mean quasienergy spacing. All of them are

then treated as equal, εa ≈ εb ≈ ε̄1 ≈ ε̄2, in the arguments of the correlation function

g(E). The error takes its maximum value, ∆, at A0. Provided that the correlation

function does not vary strongly on the scale ∆, i.e. ∆ ≪ ~/τc, the approximation is

not critical. This is automatically satisfied, since we here restrict ourselves to cases

~/τc > ~ω.

(iii) The derivation of the desired rate equation further relies on a different spatial structure

of the states |ū1〉 and |ū2〉, as can be established e.g. if these arise from energetically

widely separated states of the undriven system. In this case the avoided crossing is

very small at the same time.

When representing Eq. (3.8) in the diabatic basis instead of the Floquet basis, it can be

shown with the help of the approximation (ii), that the rhs of Eq. (3.17) is reproduced form

invariant. Therein, out of all the rates involving the state |ū1〉, eventually only the real-valued

rates R̄11, R̄1i = R̄i1, R̄1i;i1, R̄i1;1i remain as a consequence of the approximations (iii). The

same holds for the accordant quantities referring to the state |ū2〉, and also R̄11;22 and R̄22;11

are in general non-negligible. Finally, the approximation (i) allows an almost complete

separation of the non-diagonal density matrix elements in the manner of the reduction from

Eq. (3.26) to the diagonal form (3.30), with the exception of the remaining elements ρ̄12, ρ̄21.

The finally resulting system of rate equations for the long-time limit of the evolution

presents itself in the following way: The rates R̄ik in the diabatic representation, which are
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defined equivalently to the original rates (3.31) of the Floquet basis, are invariant under the

variation of the parameter A. The internal rates of the avoided crossing, which under the

above assumptions are negligible, R̄12 ≈ R̄21 ≈ 0, have to be replaced by the effective rate

Rac :=
Γ

(~Γ/∆)2 + 4d2
. (3.43)

This rate explicitly depends on the parameter d ∼ (A− A0). The composite rate

Γ :=
∑

k

(
R̄1k + R̄2k

)
− 2ReR̄11;22 (3.44)

accounts basically for all transitions that depopulate the states of the avoided crossing. Like

all other rates, it is proportional to γ2 with a factor that is specific to the individual avoided

crossing. Note, that we have assumed ImR̄11;22 = 0 in the above definition of Rac, which

is exact for symmetric driving, Hs(−t) = Hs(t), as shown in Appendix D. Otherwise, the

definition (3.43) has to be slightly modified by the shift 2d → 2d + ~ImR̄11;22/∆ (compare

Eq. (D.18)). The rate equations for the diagonal densities p̄i = ρ̄ii formally adopt the

identical structure as the reduced rate system (3.30),

0 = p̄i
∑

k

R̄ik −
∑

k

p̄kR̄ki , (3.45)

but here the negligible rates R̄12, R̄21 are substituted by Rac,

R̄12, R̄21 → Rac . (3.46)

Besides, in contrast to Eq. (3.30), the non-diagonal density matrix element ρ̄12

ρ̄12 =
2d+ i~Γ/∆

(~Γ/∆)2 + 4d2

(

p̄1 − p̄2

)

=

(

2d+ i
~Γ

∆

)
Rac

Γ

(

p̄1 − p̄2

)

(3.47)

exists, though decoupled from the rate equations (3.45) for the diagonal elements.

As a side note we remark that we have for simplicity assumed real-valued non-diagonal

elements Hac
12 = Hac

21 = ∆/2 of the Floquet operator Hac. In general, an additional phase

factor χ had to be taken into account, Hac
12 = (Hac

21)
∗ = χ∗∆/2, reflecting that the eigenstates

of the Floquet operator are only defined up to a phase factor. In contrast to the other

parameters of Hac in (3.33), χ cannot be determined from the avoided crossing itself. It can

be shown that the additional phase factor χ has an effect only on the non-diagonal density

ρ̄12, which is modified by that phase via ρ̄12 → χ∗ρ̄12 compared to the result (3.47).

The additional rate Rac in (3.45) measures the effective probability flow between the states

|ū1〉 and |ū2〉 of the avoided crossing. The main advantage of the diabatic representation
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is, that exclusively the rate Rac is affected when tuning the distance d from the avoided

crossing. It has the shape of a Lorentzian with the full width at half maximum of ~Γ/∆ and

the maximum value of (∆/~)2Γ−1.

If Rac is only small compared to other relevant rates in Eq. (3.45), its influence is certainly

negligible. This happens either for |d| ≫ 1, or independent of d, under the condition that

the effective coupling strength is larger than the minimal spacing ∆, ~Γ ≫ ∆. On the

contrary, if ~Γ ≪ ∆, Rac dominates against Γ in the center d = 0 of the avoided crossing.

For the moment we regard the coupling strength γ as a tunable parameter, although this

is usually not the case in practice. In the limit γ → 0 the effective coupling strength ~Γ

eventually falls below the spacing ∆ of the avoided crossing, and then Rac > Γ is fulfilled

around d = 0. Allowing γ to decrease further, Rac becomes dominant compared to all other

rates in Eq. (3.45), whose solution can thus be changed severely. In Chapter 5 we study such

effects, first of all a remarkable application in a bistable potential (Section 5.1). Note, that

Rac diverges at d = 0 for γ = 0. From the equation for i = 1 in Eq. (3.45)

0 = p̄1

∑

k 6=1,2

R̄1k + p̄1R
ac −

∑

k 6=1,2

p̄kR̄k1 − p̄2R
ac (3.48)

follows that a divergent Rac enforces equality of the occupations p̄1 and p̄2, and therefore the

divergence of Rac is not critical.

To summarize these considerations, we interpret Γ, defined in Eq. (3.44), as the charac-

teristic coupling strength of the avoided crossing under consideration. The question, whether

an avoided crossing can change the state ρ or not, is decided by the parameter ~Γ/∆. If

the criterion ~Γ/∆ ≪ 1 is satisfied, ρ changes around d = 0. Examples, where the avoided

crossing induces prominent changes of the asymptotic state, will be studied in Chapter 5.

However, a conclusion about the range of influence around d = 0 cannot be established by a

general criterion. This intricate question would require to identify certain relevant rates in

Eq. (3.45), to which Rac had to be put in relation. For example, the naive guess, that the

range of impact is estimated by the condition Rac > Γ, falls often short. If for example the

components
∑

k 6=1 R̄1k and
∑

k 6=2 R̄2k differ by orders of magnitude, the influence range of

Rac around d = 0 can appear considerably enlarged. Such a behavior will be illustrated in

an example of Section 5.1.3.
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3.3 Displaced signatures of avoided crossings due to Lamb shifts

In the previous section the rate equations for the asymptotic state ρ have been analyzed at

an avoided level crossing, where two quasienergies εa,b as function of a parameter A approach

each other up to a minimal spacing ∆. The influence of the avoided crossing on ρ depends

crucially on the characteristic parameters ∆ and σ1,2 of the avoided crossing, as the defini-

tion (3.43) of the rate Rac indicates. We therefore expect that already small perturbations

of the spectrum in the vicinity of the avoided crossing can give rise to severe deviations from

the solution predicted by Eq. (3.45). Such a perturbation comes along with the coupling to

the heat bath itself: the back action of the bath on the system in general leads to a renormal-

ization of the system energies. Instead of the unperturbed spectrum, the bath experiences

a slightly modified spectrum, owing to the interaction with the system4. In quantum optics

the deviation between the effective and the unperturbed spectrum are paraphrased as the

Lamb shifts. The Lamb shifts arise from the principal value integrals (B.41) of the bath cor-

relation function g(E), which are usually disregarded in the derivation of the Born-Markov

master equation, although they can cause deviations from the canonical distribution even in

the framework of time-independent systems [38, 39].

We address the question, how the Lamb shifts influence the solutions of Eq. (3.26) in

the vicinity of avoided crossings. To this end, we include the Lamb shifts into the original

Floquet-Markov master equation and derive from this a modified version of the rate equation

system for its asymptotic solutions

0 =
1

2

∑

k,l

(

ρljR̂ik;lk + ρilR̂
∗
jk;lk − ρkl

(
R̂lj;ki + R̂∗

ki;lj

))

+
i

~
εijρij . (3.49)

The derivation is explicated in Appendix C. This rate equation has the identical form as

the original rate equation, Eq. (3.26), but involves modified rates

R̂lj;ki := Rlj;ki − iSlj;ki , (3.50)

where the original rates Rlj;ki of Defs. (3.18) and (3.19) are extended by the additional

contributions

Slj;ki(t) :=
∑

L

Slj;ki(L)eiLωt with (3.51)

Slj;ki(L) := 2γ2
∑

K

xlj(K + L)x∗ki(K)
(

∆′(−εki −K~ω) − ∆1(εki +K~ω)
)

(L,K ∈ Z). In Eq. (3.49) again only the cycle-averages Slj;ki := Slj;ki(L = 0) of these terms

are relevant, in analogy to the rates Rlj;ki of Def. (3.25). The quantities ∆′(E) and ∆1(E)

4This effect is best demonstrated for a time-independent two-level system [77].
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are based on principal value integrals of the correlation function g(E), see Eq. (C.5).

To answer the above question, we analyze the modified Floquet-Markov rate equations

at an avoided crossing. We take Eq. (3.49) as starting point and, following the lines of

Section 3.2 and Appendix D, transform it into the diabatic basis of the avoided crossing.

The detailed derivation is deferred to Appendix E and eventually leads to the approximate

rate equations

0 = p̄i
∑

k

R̄ik −
∑

k

p̄kR̄ki , (3.52)

where instead of the negligible rates R̄12 and R̄21 again an effective rate Rac occurs,

R̄12, R̄21 → Rac :=
Γ

(~Γ/∆)2 + (2d− ~Σ/∆)2
. (3.53)

The composite rate Σ =
∑

k(S̄1k− S̄2k)− 2ImR̄11;22 is defined in analogy to Γ in Def. (3.44).

Interestingly, the original rates R̄ik (in the diabatic basis) are recovered in Eq. (3.52) instead

of the modified rates ˆ̄Rik, and it is therefore identical to Eq. (3.45). The only novelty

is encountered in the effective rate Rac, which according to Def. (3.53) now reaches its

maximum value at d = d∗ := ~Σ/(2∆) instead of d = 0 in the original definition (3.43). This

indicates that the parameter value of maximum occupation change, indicating the maximum

influence of the avoided crossing, is displaced away from its actual position.

This phenomenon, although non-intuitive at the first glance, is qualitatively in line with

the interpretation of the Lamb shifts as the deviations between the unperturbed quasi-

energy spectrum and the effective spectrum experienced by the bath. Since the influence

of an avoided crossing on the p̄i depends sensitively on its characteristic parameters ∆ and

σ1,2, one can expect that any spectral changes, of the unperturbed or the effective system,

can drastically change the occupations p̄i. If the unperturbed spectrum, apart from the

quasienergies εa,b at d = 0, changes only slightly within the range |d| . |d∗|, the solution of

Eq. (3.52) at a parameter value d might be associated with the original solution of Eq. (3.45),

but at the shifted parameter value d− d∗.

The value d∗ estimates the displacement of the avoided crossing in the effective spectrum.

Since the rate Σ scales with γ2, a notable displacement d∗ is expected only for a relatively

strong system-bath coupling. At the same time, as discussed in the previous section, the

avoided crossing can only cause strong changes in the p̄i for sufficiently small γ, where ~Γ < ∆

is fulfilled. Hence, a severe effect of the avoided crossing away from its center is restricted

to the range ~Γ < ∆ . ~Σ, where both Γ and Σ are proportional to γ2. In Section 5.1 an

example of such a remarkable displacement is studied in a driven bistable potential.

As a side note, we recall that even without the Lamb shifts a displacement effect might

occur, if Σ = −2ImR̄11;22 takes a finite value. For Hs(−t) = Hs(t) it vanishes, as shown in

Appendix D.
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3.4 Diffusion in the extended zone scheme

In this section a complementary approach to the asymptotic dynamics of driven dissipative

systems is introduced. We relate the dissipative process of the driven system to a random

walk in the ‘extended zone scheme’. By that term, which is again borrowed from the Bloch

theory of solids, we mean the division of the energy axis into the Brillouin zones. The

characteristic quantities underlying this stochastic process are borrowed from the microscopic

model of Section 3.1. We would like to point out, that this section is rather detached from

the remaining parts of the thesis and the method introduced herein, though interesting in

itself, will not be used elsewhere in the thesis.

3.4.1 Random walk

As mentioned in Section 2.1, the Floquet states |ψi(t)〉 have infinitely many equivalent time-

periodic representations |u(e)
i (t)〉, each associated with a quasienergy ε

(e)
i , that is situated in

the e–th Brillouin zone, (e− 1)~ω ≤ ε
(e)
i ≤ e~ω. In this section, instead of choosing a single

representation {|ui(t)〉, εi} ≡
{

|u(0)
i (t)〉, ε(0)

i

}

out of the family of Floquet representations,

we treat the |u(e)
i (t)〉 as independent states of the extended basis set, denoted by the multi-

index (i, e). The Brillouin zone indices e ∈ Z measure the energy in integer units of ~ω.

The probabilistic character of the transitions between the states (i, e) can be described

by a random walk on the grid of the multi-indices (i, e) in the extended zone scheme, see the

illustration in Fig. 3.2. A trajectory (it, et) passes from a site (i, e) to another site (k, e−K)

with a characteristic transition probability R
(K)
ik . We quantify these transition probabilities

in terms of the Floquet rates

R
(K)
ik := 2π

γ2

~
|xik(K)|2 g (εki −K~ω) , (3.54)

defined according to Eqs. (3.19) and (3.31) of the microscopic model. The Fourier index

K is limited within a band, |K| ≤ Kmax, where Kmax is chosen such that matrix elements

xik(|K| > Kmax) are negligible. The transition probabilities R
(K)
ik do not depend on initial

and final Brillouin zones e and e′, but only on their distance e′ − e. This approach does not

account for the rates R
(K)
lj;ki with l 6= k or j 6= i, nor for the higher order Fourier contributions

R
(K)
ik (L 6= 0).

The random walk of a single trajectory on the energy axis is implemented in the following

way, known as the Gillespie algorithm [78]:

(i) The trajectory (it, et) is initialized at the time t = 0 on a site (i0, e0 = 0).

(ii) Since the rates R
(K)
ik can differ by many orders of magnitude, it is not suitable to

predefine time steps of fixed size and perform a transition in each of them. It would

then take too many iterations for a transition with only a tiny rate to occur. Besides,
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~ω
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ε
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R
(2)
ik R

(−1)
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Figure 3.2: Quasienergies ε
(e)
i in four Bril-

louin zones of the extended zone scheme vs.
a parameter A. The arrows indicate two of

the transition rates R
(K)
ik .

this type of random walk is not describable by a master equation [79]. Instead, the

trajectory remains at a given site (i, e) for a time ∆t, that is chosen as a random

number from an exponential distribution p(∆t) = e−∆t/t(i,e) / t(i,e), expressing a generic

decay law. The characteristic dwell time t(i,e) = 1/Ri,Σ at the site (i, e) is determined

as the inverse of the total rate

Ri,Σ :=
∑

k,K

R
(K)
ik − R

(0)
ii (3.55)

of all transitions leading away from the present site. The contribution of the rate

R
(0)
ii to the sum has to be subtracted, as it induces no transition in the extended zone

scheme. This rate has in general finite values, but cancels in the rate equation (3.26)

of the Floquet-Markov formalism.

(iii) The second step is to determine the target site. We divide the interval [0, 1] into

N · (2Kmax + 1) disjoint intervals, such that their respective widths are proportional

to R
(K)
ik . Accordingly, a random number from a uniform distribution in [0, 1] uniquely

determines the active rate R
(K)
ik and the trajectory undergoes the transition (i, e) →

(k, e − K). The interval corresponding to the rate R
(0)
ii is set zero. The reason is,

that the process associated with the transition probability R
(0)
ii leaves the trajectory

at its present site (i, e), in contradiction to the elapsed dwell time ∆t, after which a

transition takes place by definition of step (ii).

For an ensemble of evolving trajectories of this stochastic process the density of trajec-
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Figure 3.3: (a) Probability distribution p(e) of 1000 trajectories at three different times
of the random walk, indicated on the abscissa of (b), and corresponding Gaussian fits
pf (e) = (

√
2πσe)

−1e−(e−ē)2/(2σ2
e ). Time evolution of (b) the Gaussian mean 〈e〉 = ē and

(c) the variance σ2
e = 〈(e− 〈e〉)2〉, each with linear fit ē = d · t and σe = D · t. The random

walk is based on the rates R
(K)
ik between the three lowest Floquet states of the driven

system (3.59) with µ = 0.09, A = 0.005, ~ω = 0.212, ~ = 0.13, β = 40, η = 4 · 10−6, and
ωc/ω = 100.

tories at a site (i, e) determines its occupation probability pi(e). It evolves according to the

master equation
dpi(e)

dt
= −pi(e)

∑

k,K

R
(K)
ik +

∑

k,K

pk(e+K)R
(K)
ki . (3.56)

By construction of the transition rates (3.54), the random walk eventually leads the prob-

abilities pi :=
∑

e pi(e) to a time-independent state, satisfying Eq. (3.30), i.e. to the Flo-

quet occupations. The reduced probabilities pi and p(e) :=
∑

i pi(e) are then independent,

pi(e) = pi · p(e). The reduced weights p(e) characterize the distribution of the energy on a

coarse-grained level, that does not resolve the substructure of the Brillouin zones, i.e. the

individual quasienergies εi. As the distribution is then stationary with respect to i, ṗi = 0,

the master equation becomes

pi ṗ(e) = −pi p(e)
∑

k,K

R
(K)
ik +

∑

k,K

pk p(e+K)R
(K)
ki (3.57)

(3.30)
=

∑

k,K

pk R
(K)
ki

(
p(e+K) − p(e)

)
, (3.58)

where the second line makes use of the asymptotic balance (3.30) of the Floquet occupations.

To analyze the random walk and to determine the distributions pi and p(e) from an

ensemble of evolving trajectories, the total evolution time is divided into equispaced time

intervals. In each interval [t1, t2] only those trajectories are considered, which contain at least

one transition event. The occupation probabilities pi|t2t1 and p(e)|t2t1 of a certain site (i, e) are
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determined from the frequency of occurrence of i and e within [t1, t2], each weighted with

the respective time, which the trajectory dwells there. Finally, an average is taken over the

ensemble of trajectories. The time spans t2−t1 should be large enough to contain on average

some incidents even of the least probable sites. Note, that the characteristic dwell times t(i,e)

are of the order O(γ−2) and especially exceed the driving period τ , such that t2 − t1 ≫ τ is

naturally required.

The random walk in the extended zone scheme is a diffusive process and the distribution

p(e) of an ensemble of trajectories eventually becomes Gaussian. Figure 3.3(a) shows an

example of the distribution at three times during the evolution of the random walk, each

with fitted Gaussians pf(e) = (
√

2πσe)
−1e−(e−ē)2/(2σ2

e ) with the mean ē and the variance σ2
e .

To allow a straightforward interpretation, the rates R
(K)
ik of this example are taken from a

low-dimensional system, consisting of the Floquet states that originate from the three lowest

eigenstates in the asymmetric double well potential

H(t) =
~

2

2

∂2

∂x2
+ x4 − x2 + x (µ+ A cosωt) . (3.59)

The temperature is chosen sufficiently small, such that the truncation to a three-level system

is appropriate, with β(E2 − E0) ≈ 8. The trajectories of the random walk start from an

initial distribution pi(e) ∼ δe,0 in the first Brillouin zone. Note, that the probabilities pi,

which are not shown in Fig. 3.3, converge on a much shorter time scale to their asymptotic

values, identical to the Floquet occupations. As Fig. 3.3(b) suggests that the random walk

in the extended zone scheme is biased: the trajectories evolve on average with a constant

drift velocity d, giving rise to the linear drift of the mean value 〈e〉 = d · t. The diffusive

character of the stochastic process is confirmed in Fig. 3.3(c) by the linearly increasing

variance 〈(e− 〈e〉)2〉 = D · t.

Figures 3.4(a) and (b) present the drift d and the diffusion constant D, respectively

(green), vs. the driving frequency ω. Both parameters reveal a very similar and distinct

resonant enhancement, occurring at the parameter positions of near degeneracies in the

quasienergy spectrum, see Fig. 3.4(c). These near degeneracies are avoided crossings, which

can be related to the resonance frequencies ω10 = (E1 − E0) /~, ω21, ω20, and ω20/2 of the

three-level system. For a higher-dimensional system with a denser spectrum the behavior of

d and D would become increasingly structured. The identification of the individual avoided

crossings in terms of the resonance frequencies of the undriven system is particularly clear

in the chosen example, since the system is weakly driven. We restrict the discussion to this

relatively clear case, whereas in general a more detailed analysis is required.

The characteristic parameters d and D of the diffusion process in the extended zone
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scheme are already determined by the underlying microscopic model:

d =
d

dt
〈e〉 =

d

dt

∑

i,e

pi(e)e =
∑

i,e

pi ṗ(e)e (3.60)

(3.58)
=

∑

k,i,K

pk R
(K)
ki

∑

e

[p(e+K) − p(e)] e =
∑

k,i,K

pk R
(K)
ki

∑

e

p(e) [e−K − e] (3.61)

= −
∑

k,i,K

pk R
(K)
ki K (3.62)

and

D =
d

dt

(
〈e2〉 − 〈e〉2

)
=

d

dt

∑

i,e

pi(e)e
2 − 2〈e〉 d

dt
〈e〉 (3.63)

(3.62)
=

∑

i,e

pi ṗ(e)e
2 + 2〈e〉

∑

k,i,K

pk R
(K)
ki K (3.64)

(3.58)
=

∑

k,i,K

pk R
(K)
ki

∑

e

[p(e+K) − p(e)] e2 + 2〈e〉
∑

k,i,K

pk R
(K)
ki K (3.65)

=
∑

k,i,K

pk R
(K)
ki

∑

e

p(e)
[
(e−K)2 − e2 + 2eK

]
(3.66)

=
∑

k,i,K

pk R
(K)
ki K

2 . (3.67)

In Figs. 3.4(a) and (b) the corresponding values for the drift d and the diffusion constant

D, respectively, are indicated by the black circles. The estimate (3.62) for the drift constant

d is identical to the fit parameter of the random walk (green). The estimate (3.67) for the

diffusion constant D qualitatively also agrees with the respective fit parameter of the random

walk. However, quantitatively there are considerable deviations, whose origin is open.

The observed strong correlation between d andD can be explained by means of Eqs. (3.62)

and (3.67), in combination with the circumstance of weak driving: if the driving is harmonic

and only weak, the rates R
(K)
ik are strongly peaked at specific Fourier contributions K∗

ik.

For the moment we assume the limiting case R
(K)
ik = R∗

ikδ(K − K∗
ik), which would result

from the specific coupling matrix Aik(t) = Aike
iK∗

ikωt. Further assuming, that the K∗
ik are

even identical for each of the pairs (i, k), the sums in Eqs. (3.62) and (3.67) simplify to the

approximate values d ≈ −K∗∑
k,i pkR

(K∗)
ki and D ≈ (K∗)2

∑

k,i pkR
(K∗)
ki , which are related

by D = −K∗d. In the present case, the ratio D/d is of the order −1, but with fluctuations,

that indicate the deviations from the rather restrictive approximation for very weak driving.

The existence of finite drift and diffusion constants indicates the failure of the detailed

balance piRik = pkRki. As a counterexample we again assume rates of the type R
(K)
ik =
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Figure 3.4: (a) Drift constant d and
(b) diffusion constant D vs. driving fre-
quency ω, determined as slopes from
the linear fits of ē(t) and σ2

e(t) (green),
compare Figs. 3.3(b) and (c), in com-
parison to the estimates by Eqs. (3.62)
and (3.67) based on the microscopic
model (black circles). (c) Quasiener-
gies εi of the underlying three-level sys-
tem, normalized with ~ω. The gray
lines in (a) are two different evaluations
of the approximation dI according to
Eq. (3.78), with the leading order reso-
nance frequencies ω10 ≈ 0.84, ω21 ≈ 0.76
and ω20 ≈ 1.60 alone (dotted line), in-
dicated on the abscissa of (c), and addi-
tionally including the higher order res-
onance frequency ω20/2 ≈ 0.80 (solid
line). For parameters see Fig. 3.3.

R∗
ikδ(K −K∗

ik). In this case the ratio between a rate and its reverse rate reduces to

Rik

Rki
=

∑

K R
(K)
ik

∑

K R
(K)
ki

=
R∗
ik

R∗
ki

= eβ(εik+K∗

ik~ω) (3.68)

and detailed balance piRik = pkRki is then fulfilled. On the other hand, it is obvious from

Eq. (3.62), that the drift must vanish, if detailed balance is fulfilled:

−d =
∑

k,i,K

pk R
(K)
ki K =

∑

k,i

pk R
∗
kiK

∗
ki

det. bal.
=

∑

k,i

piR
∗
ikK

∗
ki (3.69)

i↔k
=

∑

i,k

pk R
∗
kiK

∗
ik = −

∑

k,i

pk R
∗
kiK

∗
ki = d , (3.70)

where in the next to last step the property K∗
ik = −K∗

ki according to the assumed Aik(t) =

Aike
iK∗

ikωt has been used. Furthermore, inferring from the reasoning above, D would then

vanish together with d.

A further remark refers to the sign of d: although it is tempting to assume d ≤ 0, and
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although we have not observed counterexamples, we can not ascertain this assumption from

Eq. (3.62) in full generality. A negative sign of d means that energy is permanently absorbed

into the heat bath but is not retransferred from the heat bath into the driven system. This

is certainly a self-evident assumption in view of the assumed huge heat bath. The unlikely

events of a reversed energy flow from the bath into the system, though quite observable at

certain times in the evolution of individual trajectories, is not reflected in d as this quantity

measures the cumulative dynamics of many trajectories.

3.4.2 Energy absorption

The drift d is a measure for the rate, with which the system absorbs energy from the external

driving and eventually transfers it to the heat bath. The dissipation function

F :=
1

2
ηẋ2 (3.71)

of a classical damped oscillator [80, 81] with the damping constant η measures this rate of

energy dissipation, dE/dt = −2F . Note, that η = γ2 ensures consistency with the notation

of Sec. 3.1 and the definition of the rates Rik in Eqs. (3.19) and (3.31). We evaluate this

quantity for a paradigmatic model of classical mechanics, the periodically driven, damped

oscillator with the classical equation of motion

ẍ+ ηẋ+ ω2
0x = A cos(ωt) . (3.72)

Its underdamped solution (η ≪ ω0) is

x(t) = C0e
−ηt/2 cos(Ωt+ δ0) + C cos(ωt+ δ) (3.73)

with integration constants C0 and δ0 depending on the initial state, with Ω =
√

ω2 − η2/4

and C = A ((ω2 − ω2
0)

2 + η2ω2)
−1/2

and tan δ = ηω/(ω2 − ω2
0). After relaxation to its

steady state, the particle oscillates with the external frequency, x(t) = C cos(ωt+ δ), and

the dissipation function becomes F = (η/2)C2ω2 sin2 (ωt+ δ). The average dissipation rate

becomes

I(ω) := −
〈

dE

dt

〉

= 2〈F 〉 =
η

2
C2ω2 =

A2

2

ηω2

(ω2 − ω2
0)

2 + η2ω2
(3.74)

and for the near resonant case with |ω/ω0 − 1| ≪ 1

I(ω) ≃ A2

8

η

(ω − ω0)2 + η2/4
. (3.75)

To establish a link to the diffusion process in the extended zone scheme, we argue, that

the quantity ~ω〈e〉 measures the energy, that is on average absorbed from the driving and
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eventually transferred into the heat bath, and therefore set

I(ω) = −
〈

dE

dt

〉

!
= −~ω

d

dt
〈e〉(t) . (3.76)

Together with the observation of the constant drift 〈e〉 ≃ d · t, this leads us to the prediction

dHOI := −I(ω)

~ω
= − A2

2~ω

ηω2

(ω2 − ω2
0)

2 + η2ω2
≃ − A2

8~ω

η

(ω − ω0)2 + η2/4
(3.77)

for the drift constant d of the damped driven harmonic oscillator. This analytical form

describes the enhanced drift at the resonance and accords indeed very accurately with the

values of d obtained from the random walk for the driven harmonic oscillator. Deviations

only occur directly at the resonance ω → ω0. Note, that in the harmonic oscillator example

with the analytical form (3.77) the negative semi-definiteness dHOI ≤ 0 is indeed fulfilled.

Furthermore, we attempt to apply the analytical form (3.77) also to other driven systems

by superimposing resonance terms of the type (3.77), with the relevant system frequencies

ωij = (Ei −Ej)/~ of the system instead of the harmonic oscillator frequency ω0:

dI := − A2

2~ω

∑

i,j

ηω2

(ω2 − ω2
ij)

2 + η2ω2
≃ − A2

8~ω

η

(ω − ω2
ij)

2 + η2/4
(3.78)

Figure 3.4(a) compares this analytical form dI (dotted gray line), comprising the system

leading order resonances ω10, ω21 and ω20, to the drift d obtained from the random walk

(green points) and Eq. (3.62) (black circles). The other, solid gray line refers to an extension

of Eq. (3.78), including also the higher order frequency ω20/2 in addition to the leading order

resonance frequencies. Equation (3.78) gives a rough estimate for the resonantly enhanced

drift d. The correspondence of this analytical prediction dI to the numerically determined d is

here possible, because the considered system is only weakly driven. However, quantitatively

Eq.(3.78) shows considerable deviations from d, as it does not take into account the quantum-

mechanical matrix elements xij(K) of the system-bath coupling operator, which are essential

in the definition of the rates R
(K)
ij . Besides, Eq. (3.78) involves the eigenenergies Ei of the

undriven system instead of the quasienergies.

To summarize this section, the description in the extended zone scheme gives insight into

the process of energy absorption in time-periodic systems in contact with a heat bath. The

nature of this process is diffusive, with a finite drift bias. The diffusion on the energy

axis illustrates the non-equilibrium situation which is maintained even in the asymptotic

state: although the probabilities pi eventually converge to the time-independent Floquet

occupations, the distribution p(e) continues to drift without a limit and diffusively spreads

over the Brillouin zones. The diffusion is completely quantified by the drift constant d and
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the diffusion constant D, which both reflect the resonantly enhanced dissipation of energy at

avoided crossings. These parameters can be estimated directly from the microscopic model

and related to the classical dissipation function.



4 Statistical mechanics of time-periodic systems with

regular and chaotic states

The interplay of the periodic driving on the one hand and the interaction with a thermal

reservoir on the other hand modifies the transient dynamics of a quantum system and beyond

that enriches the long-time evolution with new fascinating facets. In place of the stationary

state of time-independent systems the relaxation process finally leads to an asymptotic state

that adopts the periodicity of the driving. It depends in general on the microscopic details

of the system-bath interaction.

As sketched in Section 3.1, the asymptotic state is best expressed by the density matrix in

the basis of the time-periodic Floquet solutions |ui(t)〉. The Floquet representation ensures

a non-perturbative treatment of the driven systems coherent dynamics, valid in principle

for arbitrary values of the driving amplitude. The Floquet density matrix elements ρij are

determined by the linear system of rate equations (3.26), provided that the weakness of the

system-bath interaction allows to employ the Born-Markov approximation and to neglect

small temporal oscillations about the cycle-averaged asymptotic density ρij . Beyond their

sole numerical evaluation from such rate equations, the Floquet density matrix elements ρij

still lack an intuitive understanding. In order to shed some further light in that direction, a

relation of the Floquet occupations pi ≡ ρii to the phase-space structure of the underlying

classical system is established in this chapter. We study the Floquet occupations pi for typical

examples from two classes of time-periodic systems: firstly an additively driven anharmonic

oscillator as representative of a continuously driven system, and secondly the quantum kicked

rotor from the class of kicked systems.

Note, that the kicking type of the periodic driving in principle allows for an alternative

approach: Since the kicks act during infinitesimal time spans and, according to the premises,

exclusively on the system itself, but not on the heat bath, one might neglect the system-

bath interaction during the kicks. The time evolution of the density operator is then split

into the time span of the free but damped evolution and in the infinitesimal time step

containing the action of the kicks on the system, which is then considered to be decoupled

from the heat bath. Such a strategy has been followed in Ref. [18] in order to study entropy

production in the open quantum kicked rotor. The authors consider the momentum p as

the coupling operator of the system-bath interaction, which is then of nondemolition type,

i.e. the interaction term and the Hamiltonian of the system commute. Consequently, also

the time-evolution of ρ is exactly solvable, provided that the time-evolution of the isolated

system is known [19]. However, the diagonal elements of ρ do not change in time under such

a nondemolition coupling and the system does not reach thermodynamic equilibrium. We

do not follow this approach.

Firstly, in Section 4.1 we demonstrate that the Floquet occupations of regular and chaotic
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Floquet states follow tremendously different distributions. Similar observations have been

made for a driven quantum particle in a box [23]. The authors report that the regular states

carry Boltzmann-like weights pm ∼ e−β〈Em〉τ as functions of their cycle-averaged energies

〈Em〉τ , whereas the chaotic states have nearly the same occupation probability. However, in

this particular example the regular region is almost identical to the undriven system, leading

to Boltzmann weights for the regular states by the following reasoning: the regular states

of the driven box potential emerge from the highly excited eigenstates of the undriven box

and still strongly resemble those. They change only slightly during the driving period τ =

2π/ω and single out one dominant Fourier contribution K∗ in the coupling matrix elements,

xnm(K) ≈ 0 forK 6= K∗. In this situation the ratio between a rate Rnm, defined in Eq. (3.31),

and its reverse rate Rmn simplifies to Rnm/Rmn = eβ(εnm+K∗~ω). In combination with the fact,

that their cycle-averaged energies are close to the eigenenergies in the undriven potential,

this property is responsible for the occupations being close to the Boltzmann weights. For

the lowest regular states, however, these properties are not satisfied very accurately and

deviations from the stated Boltzmann-behavior are clearly visible in Fig. (1) of Ref. [23].

These deviations are quite plausible as a consequence of rates occurring between the regular

and the chaotic Floquet states. As we will substantiate in this chapter, deviations from the

Boltzmann behavior can be even much stronger in generic situations.

In contrast to Ref. [23], we concentrate here on situations characteristic for strong driv-

ing, where the phase-space structure and the Floquet states are strongly perturbed compared

to the original time-independent system. This is in particular the case for the considered

kicked systems, whose time-independent counterpart is simply a freely evolving particle. The

strong driving allows to study the Floquet occupations far from the thermodynamic equi-

librium situation encountered in the time-independent system and at the same time having

dominant regular structures present in the classical phase space. Under such circumstances

we report significant deviations of the regular occupations from the Boltzmann result. In

many cases the distribution of the regular occupations can still be approximated by weights

of the Boltzmann type pm ∼ e−βeffE
reg
m as functions of the regular energies Ereg

m , introduced in

Section 2.3. For the effective temperature 1/βeff we derive an approximation as a function of

the winding number in the regular island (Section 4.2). Beyond the characterization of regu-

lar and chaotic occupations we give an overview about the implications of further important

features in a mixed phase space, such as resonance island chains and hierarchical regions

(Section 4.3). The chapter is closed by an analysis of the chaotic occupations in the semi-

classical limit in comparison to a random rate model (Section 4.4) and a short supplementary

section about the role of symmetry in the system-bath interaction (Section 4.5).

Starting from the familiar perspective of time-independent quantum systems, where the

occupation probabilities of the eigenstates in a canonical ensemble are functions of their

eigenenergies, the analysis of the Floquet occupations in terms of a suited energy is desirable.
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For lack of energy conservation in the time-periodic systems, an adapted measure for the

energy of the Floquet states is identified by the cycle-averaged energy

〈Ei〉τ :=
1

τ

∫ t+τ

t

dt′ 〈ui(t′)|H(t′)|ui(t′)〉 −E0 , (4.1)

where we have introduced an energy shift by a value E0 for later convenience. It is determined

by the classical periodic orbit at the center of the regular island, such that there the mean

energy is set to zero. The cycle-averaged energy allows to order the Floquet states in a natural

way, at least for moderate driving strengths and with the exception of states involved in an

avoided crossing.

4.1 Occupations of regular and chaotic Floquet states

4.1.1 Driven quartic oscillator

As an example of a continuously driven system we consider the additively driven quartic

oscillator with the Hamiltonian

H(t) =
p2

2
+ x4 + Ax cos(ωt) (4.2)

with dimensionless variables and parameters. The system has two independent parameters,

the driving amplitude A and the driving frequency ω = 2π/τ .

The stroboscopic Poincaré-section of the phase space referring to the Hamiltonian (4.2)

is shown in Fig. 4.1(a) for κ = 0.2 and ω = 5/6, where it features a chaotic domain at

low energies and besides two distinct regular regions: firstly the highly excited tori, that are

only slightly influenced by the driving, and secondly a regular island embedded in the chaotic

sea. The Poincarè-section, which maps the phase space only stroboscopically, depends on

the choice of the initial time 0 ≤ t0 < τ , here t0 = 0. In particular, under the variation of t0

the regular island rotates around the central point (x, p) = (0, 0).

The periodic parts |ui(t)〉 of the Floquet states are determined from the Floquet eigenequa-

tion (2.25), which is solved numerically with the help of the (t, t′)-technique [50,51] and using

the truncated eigenstate basis {|n〉 : n = 0, 1, . . . , NR − 1} of the undriven system. Using

a basis of NR = 300 eigenstates, we consider the N = 145 Floquet states of lowest mean

energy (4.1). With the chosen NR it is ensured that these Floquet states i = 0, 1, . . . , N − 1

have negligible overlap 〈n|ui(t)〉 with the eigenstates n ≥ NR. Whether the number N of

Floquet states is chosen sensible, in principle turns out only once the Floquet occupations pi

are determined: a truncation of the Floquet basis is justified if the occupations of all Floquet

states i > N fall below a critical small value. However, also the exponentially decreasing oc-

cupations pn ∼ e−βEn of the eigenstates |n〉 in the undriven system already give a reasonable

estimate for N . The issue of the truncation of the Floquet basis size N has been already
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Figure 4.1: (a) Stroboscopic Poincaré-
section of the classical phase space of
the driven oscillator (4.2). (b) Floquet
occupations pi vs. average energy 〈Ei〉τ
compared to the Boltzmann-like prediction
pi ∼ exp(−β〈Ei〉τ ) (dashed line). The insets
show Husimi representations of a regular Flo-
quet state localized in the central island (m =
10), a chaotic Floquet state, and a regular
state of the surrounding tori. (c) Floquet oc-
cupations pm of regular states of the central is-
land vs. regular energies Ereg

m , compared to the
Boltzmann-like prediction pm ∼ exp(−βEreg

m )
(dashed line). The parameters are κ = 0.2,
ω = 5/6, ~ = 0.002, β = 100, and ωc/ω = 100.
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addressed in the introduction of Section 3.2 and is in detail responded in Ref. [25].

According to the semiclassical eigenfunction hypothesis [30–32], almost all Floquet states

can be classified as either regular or chaotic if the effective Planck constant ~ takes a suffi-

ciently small value. As mentioned before, we denote with ~ a dimensionless parameter that

measures the size of Planck’s constant relative to the unit area of the phase space, i.e. rela-

tive to the typical value of the classical action. We have chosen the small value ~ = 0.002,

indicated in the corner of Fig. 4.1(a), such that the small central island of size Areg ≈ 0.33

hosts Nreg = 26 regular states. Besides, there are several chaotic states, whose number is

however restricted due to the finite size of the chaotic region. It is surrounded by regular

tori, on which further, highly-excited regular states are localized. The insets in Fig. 4.1(b)

show the Husimi representations (2.55) for one state out of each of these three classes.

The average energies 〈Ei〉τ of these three different types of Floquet states are found in

distinct intervals on the real axis R with only small overlaps, as indicated by the arrows in

Fig. 4.1(b). The regular states of the central island are lowest in energy, followed by the
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chaotic states and finally the highly excited regular states of the surrounding tori.

The oscillator in a weak interaction with a heat bath is analyzed within the framework of

the Floquet-Markov theory, following the lines of Section 3.1. We restrict the consideration

to the weak coupling limit that is well described in terms of the reduced rate-balance (3.30)

for the diagonal density matrix elements, i.e. the Floquet occupations pi ≡ ρii. In Fig. 4.1(b)

the resulting Floquet occupations pi are shown as function of the 〈Ei〉τ , by means of which

the three types of Floquet states are well-separated into distinct intervals. The monotonously

falling occupations at low values of 〈Ei〉τ belong to the central regular island. At intermediate

values of 〈Ei〉τ one finds the occupations of the chaotic states, which fluctuate around a mean

value p̄ch with a very small variance compared to the range of occupations of the regular

states. At high values of 〈Ei〉τ there are again monotonously falling occupations belonging

to the regular states of the surrounding tori.

Figure 4.1(b) also clearly demonstrates The observed characteristics of the occupations

pi is in contrast to the naive expectation pi ∼ e−β〈Ei〉τ motivated by the Boltzmann weights

of equilibrium thermodynamics. Note, that even the occupations of the low-energy states

in the central island notably differ from the Boltzmann result. The latter is indicated by

the dashed line in Fig. 4.1(b). A quantitative analysis of these observations will be done in

Section 4.2 for the numerically and analytically more convenient kicked rotor.

4.1.2 Kicked rotor

Kicked quantum systems feature all essential phase-space characteristics of periodically

driven systems. They allow for a simplified numerical and conceptual treatment at the

same time. Besides, kicked systems offer a further advantage in the context of these studies:

at moderately high values of the kick strength, κ & 1, their phase-space structure is com-

pletely unrelated to that of the corresponding unperturbed, time-independent system. For

the kicked rotor this is simply the free particle. In contrast, for systems with an additive

continuous driving force the emerging phase space remains structurally similar to that of the

originally autonomous system, at least for a moderate driving amplitude.

As a paradigmatic model for a kicked system with a mixed phase space we consider here

the kicked rotor

H(t) =
p2

2
+

κ

(2π)2
cos(2πx)

∑

n

δ(t− n) , (4.3)

as introduced in Section 2.2. Compared to the driven oscillator (4.2) it has a reduced number

of independent parameters, the kick strength κ alone. The driving frequency is fixed, ω = 2π,

as a speciality of the kicking type of the periodic driving. In an intermediate regime of κ

the stroboscopic Poincaré-section of phase space features a large regular island embedded in

the chaotic sea, see Fig. 4.2(a) for κ = 2.9.

The Floquet states |ψi(t)〉 are evaluated as eigenstates of the time evolution operator
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Figure 4.2: (a) Stroboscopic Poincaré-
section of the classical phase space of the
kicked rotor (4.3). (b) Floquet occupations
pi vs. average energy 〈Ei〉τ compared to the
Boltzmann-like prediction pi ∼ exp(−β〈Ei〉τ )
(dashed line). The insets show Husimi repre-
sentations of two regular (m = 0 and m = 18)
and a chaotic Floquet state. (c) Floquet occu-
pations pm of regular states vs. regular ener-
gies Ereg

m , compared to the Boltzmann-like pre-
diction pm ∼ exp(−βEreg

m ) (dashed line) and
the analytical prediction from Eqs. (4.36)
and (4.38) with the effective temperature βeff

(solid line). The parameters are κ = 2.9,
h = 1/210, β = 100, and ωc/ω = 100.
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U(τ, 0). As explicated in Section 2.2, this factorizes into a potential and a kinetic contribu-

tion, Eq. (2.38), and is evaluated in position representation, Eq. (2.50). The quantization on

the compact phase space, the two-torus T
2, makes the Hilbert space dimension N finite and

relates it to ~ by the condition h = 2π~ = 1/N . The area of the regular island is Areg ≈ 0.11

and supports Nreg = 23 regular states for N = 210.

The asymptotic state of the kicked rotor, when weakly coupled to a heat bath, is again

determined from the reduced rate-balance (3.30). The resulting Floquet occupations pi

are shown in Fig. 4.2(b) vs. average energy 〈Ei〉τ , with E0 = −κ/(2π)2. The regular and

chaotic states are again ordered with respect to this quantity, as indicated by the arrows in

Fig. 4.2(b). The regular states have small values of 〈Ei〉τ , since both kinetic and potential

energy are minimal in the center of the regular island, whereas the chaotic states spread over

the high-energetic regions of phase space. Similarly as for the driven oscillator, the regular

occupations depend monotonously on 〈Ei〉τ , while the occupations of the chaotic states form

a plateau with only weak fluctuations about a mean value p̄ch and seem uncorrelated with
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the average energies 〈Ei〉τ . This example for the kicked rotor again demonstrates that the

observed occupation characteristics is not appropriately described in terms of the Boltzmann-

like weights pi ∼ e−β〈Ei〉τ , which are indicated by the dashed line in Fig. 4.2(b).

4.1.3 Rate matrix

The Floquet rate matrixRij determines the Floquet occupations via Eq. (3.30). In Fig. 4.3 we

show Rij , or more precisely Rij−Riiδij , for both (a) the driven oscillator of Fig. 4.1 and (b) for

the kicked rotor of Fig. 4.2. Again employing 〈Ei〉τ as the ordering parameter for the entries

i, j, the regular and chaotic parts are well-separated, revealing a distinct block structure of

the matrix. There are only few rates between the regular and the chaotic subspace. Similarly,

the rates between the two different regular subspaces in the case of the driven oscillator (a)

are practically zero. Also by virtue of the chosen ordering, the regular domains feature a

band-structure with particular dominance of the first off-diagonals (nearest-neighbor rates).

The rates in the subspace of the chaotic states on the contrary fluctuate randomly.

One can thus record a close relation between the structure of the rate matrix Rij and the

resulting set of occupations. Firstly, the almost independent behavior of the occupation sets

of regular states on the one hand and chaotic states on the other hand originates from

the relatively weak rates Rij connecting the corresponding subspaces, i.e. with the two

indices pointing to different subspaces. Furthermore, the random character of the chaotic

rate submatrix gives rise to the equally random character of the set of chaotic Floquet

occupations. A further investigation of the chaotic occupations is deferred to Section 4.4,

where these are studied in the semiclassical limit, ~ → 0, in comparison to the solutions of

a random rate matrix model.
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Figure 4.3: Rate matrix Rij , with entries i 6= j sorted by increasing 〈Ei〉τ , for (a) the
driven oscillator (4.2) and (b) the kicked rotor (4.3), with magnified domain of the regular
states in the regular island. For parameters see Figs. 4.1 and 4.2, respectively.

4.2 Regular states

The observations of Figs. 4.1 and 4.2 indicate that the asymptotic state of a time-periodic

system in weak interaction with a heat bath carries signatures of the classical phase-space

structure. The Floquet occupations of the regular and the chaotic states behave very dif-

ferently, e.g. as functions of the average energies 〈Ei〉τ . In this section we focus on the

asymptotic occupations of the regular states. These follow a distinct hierarchy, for which

Figs. 4.1(b) and 4.2(b) suggest a roughly exponential dependence for the regular occupations

pm as functions of the average energies 〈Em〉τ . However, the regular occupations are dif-

ferent from the Boltzmann-like weights e−β〈Em〉τ with the true inverse bath temperature β.

In fact, there is no physical reason for a coincidence with the Boltzmann distribution when

expressed in terms of the, qualitatively suitable but arbitrary, energy measure 〈Em〉τ [24]. In

the following sections we make therefore use of an alternative energy measure for the regular

states, the regular energy Ereg
m that is introduced in Section 2.3. With the help of Ereg

m the

regular occupations pm can be consistently parametrized by exponential weights.

In order to avoid confusion with the indices, we continue to denote the Floquet states in

general, as well as all quantities referring to the entire Floquet basis by the indices i, j. The

indices m,n are reserved for the regular states and all quantities referring only to those.
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4.2.1 Quality of the exponential fits

Figure 4.2(c) shows the occupations pm of the regular states of the kicked rotor as function

of the regular energies Ereg
m . Likewise, Fig. 4.1(c) shows pm vs. Ereg

m for the regular states

of the central island in the driven oscillator (4.2). The functional dependence of the pm is

close to exponential, but different from the Boltzmann-like weights e−βE
reg
m . However, the

assumption of an exponential dependence of pm vs. Ereg
m is fulfilled far better than vs. 〈Em〉τ .

This is demonstrated in Fig. 4.4, where the deviation factors

wm :=
pm

p0e−βfit(em−e0) (4.4)

between the occupations pm and the respective exponential fit is shown for em being the

regular energy Ereg
m (red circles) on the one hand and the cycle-averaged energy 〈Em〉τ (black

diamonds) on the other hand. The fit involves the parameter

βfit :=
ln p1 − ln p0

e0 − e1
. (4.5)

For the kicked rotor (Fig. 4.4(a)) these factors wm for em = Ereg
m are close to 1 for the

majority of regular states, whereas the wm for em = 〈Em〉τ systematically deviate from 1

already for smaller values of the quantum number m. This indicates, that the exponential

scaling is far better fulfilled by using the regular energies Ereg
m .

For the driven oscillator (Fig. 4.4(b)) the quality of the fit with respect to Ereg
m is only

marginally better as with respect to 〈Em〉τ . The comparably poorer performance of a detailed

balance approximation is likely responsible for this, as discussed later in Section 4.2.3. In

other examples of continuosly driven systems, e.g. for a driven double well potential, we again

record a better quality of the fit with respect to Ereg
m , similar to the situation in Fig. 4.4(a).
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Figure 4.4: Factors wm between the regular occupations pm and an exponential fit for
(a) the kicked rotor (4.3) and (b) the continuously driven oscillator (4.2) based on the
average energies em = 〈Em〉τ (diamonds) and the regular energies em = Ereg

m (circles).
For parameters see Figs. 4.2 and 4.1, respectively.
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4.2.2 Effective temperature 1/βeff

In this section, the ratio of the reverse rates Rm,m+1 and Rm+1,m between two neighboring

regular states m and m + 1 is analyzed. We demonstrate that it is closely related to the

regular energy Ereg
m , introduced in Section 2.3. With the help of an approximate detailed

balance condition, the occupations pm can be parametrized by the function e−βeffE
reg
m . The

new parameter 1/βeff takes the role of an effective temperature and we observe that it can

deviate considerably from the actual temperature 1/β of the heat bath.

In the lower part of Fig. 4.3(a) the rate matrix Rij for the regular subspace is shown. We

recall that the indices i are ordered by increasing 〈Ei〉τ , coinciding with the natural order

of growing quantum number m. Figure 4.3(a) illustrates that the nearest-neighbor rates

Rm,m±1 are dominant among the regular states. The next-nearest neighbor rates Rm,m±2

between the regular states m and m ± 2 are zero for symmetry reasons, an aspect that is

discussed in further detail in Section 4.5.

The rates Rmn with |m− n| ≥ 2 also vanish exactly in the case of a harmonic oscillator-

like island with constant winding number and elliptic regular tori. To see this, one may

employ a set of adapted creation and annihilation operators a+ and a, which yield an al-

gebra a+ |m〉 =
√
m+ 1 |m+ 1〉 and a |m〉 =

√
m |m− 1〉 for the regular states of the

island at any fixed time t. The coupling operator x is a linear combination of the opera-

tors 1, a+ and a, with linear coefficients c0,1,2 depending on the island center, the rotation

angle and the squeezing factor (the ratio of the normal axes) of the elliptic island. Us-

ing the harmonic oscillator algebra, the only non-vanishing matrix elements of the coupling

operator x are the diagonal terms and the contributions of the neighboring regular states:

xmn(t) = 〈m(t)|x|n(t)〉 = c0(t)δm,n + c1(t)
√
m+ 1δn,m+1 + c2(t)

√
mδn,m−1. This property is

passed to the rates and the above-stated ‘selection rule’ thus becomes evident.

Even in the generic case the coupling operator A = x to the heat bath leads to dominant

rates between those states that are localized nearby in phase space. In the following analysis

of this section we neglect higher order rates. Using this approximation, the total rate balance

among the regular states is that of a linear chain and can be reduced to the detailed balance

condition
pm+1

pm
=
Rm,m+1

Rm+1,m
(4.6)

between two neighboring regular states m and m+ 1.

The ratio Rij/Rji of the rates between the Floquet states i, j is

Rij

Rji
=

∑

K |xij(K)|2 g (εji −K~ω)
∑

K |xji(K)|2 g (εij −K~ω)
=

∑

K |xij(K)|2 g (εij +K~ω) eβ(εij+K~ω)

∑

K |xij(K)|2 g (εij +K~ω)
, (4.7)

where Def. (3.31) and the properties xij(K) = x∗ji(−K) and g(E) = g(−E)e−βE have been

used.
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If there were just a single Fourier component xij(K
∗), which is approximately the case

for a weak harmonic driving, then the rate ratio simplifies to Rij/Rji = eβ(εij+K
∗
~ω) and

leads to Boltzmann-like occupations. In general, however, several components K have to be

considered. We factor out a so far unspecified Fourier component K0 in the summations of

Eq. (4.7), giving

Rij

Rji
= eβζijK0

∑

L
|xij(K0+L)|2
|xij(K0)|2

g(ζijK0
+L~ω)

g(ζijK0)
eβL~ω

∑

L
|xij(K0+L)|2
|xij(K0)|2

g(ζijK0
+L~ω)

g(ζijK0)

(4.8)

with the short-hand notation

ζijK0 := εij +K0~ω . (4.9)

When explicitly evaluating the correlation function g(ζijK0 + L~ω) according to its defini-

tion (3.15) for an oscillator bath and with the spectral density J(ω) according to Eq. (3.13),

the g-ratios appearing in Eq. (4.8) become

g(ζijK0 + L~ω)

g(ζijK0)
=

ζijK0 + L~ω

ζijK0

eβζijK0 − 1

eβ(ζijK0
+L~ω) − 1

· exp

( |ζijK0| − |ζijK0 + L~ω|
~ωc

)

(4.10)

=

(

1 +
L~ω

ζijK0

)
eβζijK0 − 1

eβ(ζijK0
+L~ω) − 1

· CL
(
ζijK0

~ω
,
ωc
ω

)

(4.11)

with the factors

CL(z, zc) = exp

( |z| − |z + L|
zc

)

= exp

( |z|
zc

(

1 −
∣
∣
∣
∣
1 +

L

z

∣
∣
∣
∣

))

. (4.12)

The parameter ωc is the approximate upper bound of the spectral modes in J(ω). We show

below, that |K0| ≤ 1 and that only small integers L contribute significantly to the sums in

Eq. (4.8), and in the case ωc ≫ ω the factors are therefore close to 1.

In the following steps we restrict the analysis of (4.8) to the regular states of a kicked

system with the Hamiltonian (2.34), e.g. the kicked rotor (4.3). In a kicked system the

evolution of the coupling matrix xij(t) can be expressed explicitly due to the factorization

of the time evolution operator U(τ, 0) into a pure kinetic and a pure potential part: the

commutation relations of the coupling operator x with the respective factors are

[
x, e−iV (x)τ/~

]
= 0 (4.13)

[
x, e−iT (p)t/~

]
= t

dT (p)

dp
e−iT (p)t/~ , (4.14)

based on which the matrix elements 〈ui(t)|x|uj(t)〉 can be expressed as

xij(t) = e−iεijt/~
(
x0
ij + tT ′(p0

ij)
)

(0 ≤ t ≤ τ) (4.15)
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with the initial matrix elements

x0
ij := 〈ui(0)|x |uj(0)〉 (4.16)

p0
ij := 〈ui(0)| p |uj(0)〉 . (4.17)

In detail, the individual steps to obtain Eq. (4.15) are the following:

xij(t) = 〈ui(t)|x|uj(t)〉 (4.18)

= e−iεijt/~〈ψi(0)|U−1(t, 0)xU(t, 0)|ψj(0)〉 (4.19)
(4.13)
= e−iεijt/~〈ψi(0)|eiT (p)t/~xe−iT (p)t/~|ψj(0)〉 (4.20)

(4.14)
= e−iεijt/~〈ψi(0)|x+ tT ′(p)|ψj(0)〉 = e−iεijt/~〈ui(0)|x+ tT ′(p)|uj(0)〉 (4.21)

= e−iεijt/~
(
x0
ij + tT ′(p0

ij)
)
. (4.22)

As a consequence of the time-periodicity, i.e.

x0
ij = 〈ui(0)|x |uj(0)〉 (4.23)

!
= 〈ui(τ)| x |uj(τ)〉 = xij(τ) = e−iεijτ/~

(
x0
ij + τT ′(p0

ij)
)

(4.24)

these matrix elements are not independent, but fulfill

τT ′(p0
ij) =

(
eiεijτ/~ − 1

)
x0
ij . (4.25)

Thus, the matrix elements xij(t) of Eq. (4.15) become

xij(t) = x0
ije

−iεijt/~

(

1 +
t

τ

(
eiεijτ/~ − 1

)
)

(0 ≤ t ≤ τ) (4.26)

and have the Fourier coefficients

xij(K) =
x0
ij

2π2

( εij
~ω

+K
)−2 (

1 − cos
(

2π
εij
~ω

))

. (4.27)

We have used
∫ τ

0
dzeaz (b+ cz) = (b/a−c/a2)(eaτ−1)+(c/a)τeaτ with a = −i(εij+K~ω)/~,

b = x0
ij , and c = T ′(p0

ij). With these and the ζijK0 from Eq. (4.9) the ratio of the matrix

elements in Eq. (4.8) finally adopts the form

|xij(K0 + L)|2

|xij(K0)|2
=

(

1 +
L~ω

ζijK0

)−4

. (4.28)

Caution with respect to the premised linear coupling operator A = x of the Caldeira-

Leggett model is required in the case of a kicked quantum map or other spatially periodic
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Figure 4.5: Fourier coefficients |xij(K)| of the coupling matrix elements (points) com-
pared to the approximation by Eq. (4.27), in particular for the regular states i = m =
0, j = m + 1 = 1 (black) and i = m = 0, j = m + 3 = 3 (green), as well as for the two
chaotic states i = 100, j = 101 (gray). The parameters are κ = 2.9 and h = 1/210.

systems. The unbound linear coupling operator breaks the spatial periodicity of the quantum

map and is therefore not uniquely defined on the torus. However, in the Floquet representa-

tion of the quantum kicked system the matrix elements of x are indistinguishable from the

matrix elements of its periodized counterpart x′ = (x mod 1), because the Floquet states

are evaluated only on a finite grid xl in the unit cell 0 ≤ xl < 1, Eq. (2.47). A more detailed

discussion about the role of the coupling operator can be found in Section 4.5. We emphasize,

that the explicitly time-dependent expressions (4.15) and (4.26) on the contrary are correct

only for the unbound linear coupling operator x. That is why Eqs. (4.15) and (4.26) do in

general not consistently describe the time evolution of the matrix elements xij(t). However,

the discrepancy is resolved, as we apply Eqs. (4.15) and (4.26) exclusively to the regular

states. Being localized in the center of the phase-space unit-cell, these have exponentially

small weights at its borders and are therefore not sensitive to the deviations of Eqs. (4.15)

and (4.26) from the coupling matrix (4.18). Accordingly, if restricted to the regular states,

the explicit expression (4.26) is a good approximation for the xij(t) and so is Eq. (4.27) for

xij(K). This is illustrated in Fig. 4.5, where the approximations (4.27) are in good agree-

ment with the xij(K) in the subspace of the regular states, xmn(K), e.g. for x01(K) (black)

or x03(K) (green), at least for the dominant contributions to the Fourier expansion. In

contrast, the Fourier coefficients xij(K) of matrix elements that involve at least one chaotic

state, e.g. i = 100, j = 101 (gray), are not approximated well by Eq. (4.27).

Finally, inserting Eqs. (4.10) and (4.28) into the rate ratio of Eq. (4.8) yields

Rij

Rji
= eβζijK0 · f

(
ζijK0

~ω
, βζijK0

)

(4.29)
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with the function

f (z, b) := e−b ·
∑

L (L− z)−3 (e(L−z)b/z − 1
)−1

CL(−z, zc)
∑

L (L+ z)−3 (e(L+z)b/z − 1)
−1
CL(z, zc)

. (4.30)

Upon an energy shift by integer multiples of ~ω, ζijK0 → ζijK0 + k~ω (k ∈ Z), it transforms

like

f(z + k, b+ βk~ω) = e−βk~ωf(z, b) , (4.31)

demonstrating that expression (4.29) for the rate ratio is independent of the particular choice

of K0. To see this, one has to use the property

CL(z + k, zc) = e(|z+k|−|z+k+L|)/zc = e(|z+k|−|z|)/zc e(|z|−|z+L+k|)/zc (4.32)

= e(|z+k|−|z|)/zc CL+k(z, zc) , (4.33)

where the L-independent factor e(|z+k|−|z|)/zc cancels in Eq. (4.30).

With the Boltzmann distribution of time-independent systems in mind, we now express

the relative occupation of two neighboring regular states as a function of the spacing

Ereg
m,m+1 := Ereg

m −Ereg
m+1 (4.34)

of their regular energies (2.69). We recall from Sec. 2.3 that this quantity is closely related

to the quasienergy spacing: because of Ereg
m mod ~ω = εm the energy spacing and the

quasienergy spacing can differ only by an integer multiple of ~ω, i.e. Ereg
m,m+1 = εm,m+1+K~ω.

We can now choose the index K0 in Def. (4.9) such that ζm,m+1,K0 = εm,m+1+K0~ω = Ereg
m,m+1

is fulfilled and the rate ratio in Eq. (4.29) becomes a function of the regular energy spacing,

Rm,m+1

Rm+1,m
= eβE

reg
m,m+1f

(
Ereg
m,m+1

~ω
, βEreg

m,m+1

)

. (4.35)

By requiring
R0,1

R1,0
= eβE

reg
0,1 f

(
Ereg

0,1

~ω
, βEreg

0,1

)
!
= eβeffE

reg
0,1 for the two lowest regular states

m = 0, 1 we define a rescaled, effective temperature 1/βeff with

βeff

β
:= 1 +

ln f
(
Ereg

0,1

~ω
, βEreg

0,1

)

βEreg
0,1

. (4.36)

In Fig. 4.6 this parameter is shown as a function of the winding number ν0 of the lowest

regular state, where we assume for simplicity ν0 ≃ −Ereg
0,1 /(~ω), see Def. (2.69) of Ereg

m and

the associated discussion in Section 2.3. This is fulfilled if the winding number is constant

or slowly varying and the variation of 〈L〉m can likewise be neglected. The parameter βeff/β

takes values smaller than 1 and is symmetric in ν0. A substantial deviation from the true
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Figure 4.6: Inverse effective temperature βeff/β according to Eq. (4.36) vs. winding
number ν0 for ωc/ω ≫ 1 and three different temperatures. Note that ν0 could be replaced
with −Ereg

0,1/(~ω).

bath temperature, βeff/β ≪ 1, takes place around |ν0| ≈ 0.5. In the limit |ν0| → 0 on the

other hand, where the kicked system approaches its static limit, the actual bath temperature

1/β is retained.

We recall from Section 2.3 that the winding number ν in kicked systems may be shifted

by an integer q resulting in a new set of regular energies whose spacing is enlarged by the

additional term q~ω. Conventionally ν is chosen in the interval [−1/2, 1/2]. By virtue of

the property (4.31) the product βeffE
reg
0,1 is however invariant under this shift and therefore

leaves the rate ratio R0,1/R1,0 unchanged.

The parametrization R0,1/R1,0 = eβeffE
reg
0,1 provides a useful analog to the rate ratio

R0,1/R1,0 = eβE0,1 of time-independent systems, with the eigenenergy spacing E0,1. Be-

yond that, this parametrization is meaningful for the entire set of regular occupations, if

βeff is able to parametrize the other rate ratios Rm,m+1/Rm+1,m as well. For that to hold

the function f (z, b) has to depend exponentially on z. In general this is not fulfilled. If

however the regular energy spacing Ereg
m,m+1 does not change substantially throughout the

island, which is often fulfilled even for generic islands of non-constant winding number, then

ln f (z, b) /b may be treated as a constant with respect to z. That is why we further assume

that the effective temperature defined in Eq. (4.36) from R0,1/R1,0 extends to the whole set

of nearest-neighbor rate-ratios even beyond the two lowest states 0 and 1,

Rm,m+1

Rm+1,m
≃ eβeffE

reg
m,m+1 . (4.37)

Inserting this into the approximate detailed balance amongst the regular states, Eq. (4.6),

this finally yields the occupation ratios

pm/pm+1 = e−βeffE
reg
m,m+1 , (4.38)

analogously to the Boltzmann weights.



68 4 Statistical mechanics of time-periodic systems with a mixed phase space

Figure 4.2(c) shows the regular Floquet occupations of the kicked rotor (4.3) vs. the

regular energies Ereg
m and demonstrates excellent agreement with the above predicted expo-

nential weights e−βeffE
reg
m (red line) for almost all regular states. Deviations occur for the

outermost regular states, m ≥ 20, only. These have a stronger weight outside the regular

island and are thus coupled stronger to the chaotic states. The additional rates between

these regular states and the chaotic states in the rate equations (3.30), see Fig. 4.3, enforce

a gradual adaptation between the outermost regular probabilities and the occupation level

of the chaotic states. Besides, Fig. 4.2(c) shows the large discrepancy of the Boltzmann-like

weights e−βE
reg
m with the true bath temperature 1/β.

4.2.3 Quality of the detailed balance assumption

This supplementary section serves to critically discuss some of the approximations in the

derivation of the Boltzmann-type distribution (4.38). An overview is given in Fig. 4.7, in

column (a) for the kicked rotor corresponding to Fig. 4.2. The regular occupations pm from

the rate equations (3.30) (black dots) are shown in (a1) and the respective occupation ratios

pm+1/pm of neighboring regular states in (a2). Furthermore, in order to probe the restriction

of the total balance to the detailed balance (4.6), we solve Eq. (3.30) with a reduced rate

matrix

R
(k)
ij :=

{

0 i = m, j = n and |m− n| > k

Rij otherwise
, (4.39)

which contains in the regular subspace only the neighboring rates Rmn with |m − n| ≤ k,

instead of the full rate matrix Rij . For k ≥ 3 the resulting regular occupations p
(k)
m match

the original occupations pm very well, e.g. p
(3)
m (orange circles), for which the difference to pm

is not even visible on the scale of Fig. 4.7(a1). We recall Rm,m±2 = 0, such that the p
(2)
m are

identical to the p
(1)
m (green circles) and are not shown in Fig. 4.7. We also compare pm+1/pm

in Fig. 4.7(a2) with the rate ratios Rm,m+1/Rm+1,m (black crosses). Not surprisingly, the

latter agree best with the occupation ratios of the p
(1)
m (green circles), as these are based

on the reduced rate matrix R
(1)
ij with contributions from the nearest-neighbor rates Rm,m±1

alone. The systematic deviation between pm+1/pm and Rm,m+1/Rm+1,m originates from the

existence of rates beyond the nearest-neighbor rates Rm,m±1, in particular rates between the

regular subspace and the chaotic states. These cause a gradual adaptation of the regular

occupations to the mean value p̄ch of the chaotic occupations and are thus responsible for

a deviation from the exponential Boltzmann-type prediction (4.38). Figure (a2) also shows

the approximation of Rm,m+1/Rm+1,m by Eq. (4.35) (black line), which performs excellently.

Finally, Fig. 4.7(a) contains the predicted weights e−βeffE
reg
m of Eq. (4.38) (red line). In

contrast to the excellent approximation (4.35), the latter approximation agrees only in the

leading order. The error of the approximation (4.38) compared to the approximation (4.35)

is a consequence of the assumption that the parameter βeff is independent of m. However,
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Figure 4.7: Illustration of some approximations leading to the prediction (4.38). (a1)-
(b1) Regular occupations pm vs. regular energies Ereg

m and (a2)-(b2) relative occupations
pm+1/pm of neighboring regular states for (a) the kicked rotor of Fig. 4.2 and (b) the
driven oscillator of Fig. 4.1. The occupations pm are the solutions of Eq. (3.30) based

on the full rate matrix Rij (black dots) and on the reduced rate matrix R
(k)
ij defined

in Eq. (4.39), here with k = 3 (orange circles) and k = 1 (green circles), respectively.
Further data in (a) are the analytical prediction pm ∼ e−βE

reg
m according to Eq. (4.38)

(red line), in (a1) additionally compared to the Boltzmann-like weights e−βE
reg
m (dashed

line). Moreover, (a2) shows the rate ratios Rm,m+1/Rm+1,m (black crosses) as well as
their approximation by Eq. (4.35) (black line).

the deviations are tiny on the scale of the absolute occupations pm in Fig. 4.7(a1), especially

in comparison to the Boltzmann-like weights e−βE
reg
m (dashed line).

For the continuously driven oscillator (4.2) the regular Floquet occupations pm are shown

in Fig. 4.1(c) vs. the regular energies Ereg
m . We fit an inverse temperature βfit ≈ 0.66β, again

corresponding to a higher temperature than the actual bath temperature. Equation (4.36)

however fails with a prediction of βeff = 0.06β. This is not surprising, because the derivation

of βeff contains assumptions which are justified for the kicked systems only. For the driven

oscillator Fig. 4.7(b) presents the same quantities as for the kicked rotor in (a), with the

exception of βeff. Qualitatively, the same observations and conclusions can be made. Quan-

titatively, the stronger deviations between pm+1/pm and Rm,m+1/Rm+1,m can be noticed and

are to be attributed to the rather strong influence of rates Rm,m±n with n > 1, compare

Fig. 4.3. We conclude that this absence of a detailed balance is responsible for the com-

parably poor quality of the exponential fit for the regular occupations pm with respect to

both Ereg
m and 〈Em〉τ , as illustrated in Fig. 4.4(b) by the rather fast deviation of the factors

wm from 1. Note, that in other examples of continuosly driven systems, e.g. the driven

double well potential of Chapter 5, a strong dominance of the nearest-neighbor rates can
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again be recorded and the detailed-balance assumption is justified far better there. Also the

exponential fit based on the regular energies Ereg
m performs better, compared to the mean

energies 〈Em〉τ . A systematic investigation, under which circumstances the dominance of

the nearest-neighbor rates allows to neglect the other rates between regular states, is still

lacking.

Coming back to the kicked systems, we can report that the weights of Eq. (4.38) ac-

curately parametrize the regular Floquet occupations in typical situations. However, being

based on the assumptions of detailed balance, Eq. (4.6), and m-independence of the param-

eter βeff, Eq. (4.37), there are a couple of circumstances, where the prediction (4.38) must

fail:

(i) For instance, they are limited to the semiclassical regime, where already a series of

regular states exists. In the deep quantum regime on the contrary, the few existing

regular states are strongly coupled to the chaotic states, comparable to the outermost

regular states in Fig. 4.2(c). Besides, the semiclassical eigenfunction hypothesis does

not necessarily apply in this regime: Floquet states that spread over regular as well as

chaotic parts of the classical phase space may exist.

(ii) Another situation, where (4.38) is not well-adapted is that of a strong internal variation

of the winding number and thus also of the regular energy spacing. Then, ln f (z, b) /b

cannot be treated as a constant and the parameter βeff is not well-adapted to states

m > 1. This can also happen, if ν varies only moderately around |ν| ≈ 0.5, where βeff is

particularly sensitive to variations of ν, see Fig. 4.6. For the kicked rotor this happens

e.g. at κ ≈ 4, where the central periodic orbit bifurcates and the regular island hence

splits into two islands. If on the other hand ν is constant throughout the island, which

is fulfilled if T ′(p) and V ′(x) are linear functions, the parametrization (4.37) works

particularly well and the occupations are well characterized by Eq. (4.38).

(iii) Yet another local disturbance of the exponential scaling (4.38) takes place as a conse-

quence of avoided crossings. We will discuss this point in detail in Section 5.

4.2.4 Dependence of βeff on the winding number ν

Figure 4.6 suggests that the effective temperature 1/βeff can assume values very different

from the true temperature 1/β of the heat bath. To verify this, we consider a linearized
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Figure 4.8: (a) Stroboscopic Poincaré-section for the kicked map with the kinetic
energy (4.40) and the stepwise defined potential (4.41). (b) Floquet occupations pi
vs. 〈Ei〉τ and insets with Husimi representations of the regular state m = 30 and
a chaotic state. (c) Inverse fit temperature βfit according to Eq. (4.43) (red dia-
monds) vs. winding number ν of the island, compared to the effective inverse tem-
perature βeff (black line) for β~ω = 1. (d) Relative deviation between βeff and βfit.
The variation of ν is done with the system parameters s = 1.5, ǫ = 0.05, and
r = 0.01, 0.1, 0.5, 1.0, 1.5, 1.8, 2.1, 2.3, 2.5, 2.6, 2.66, 2.666. The additional data points
(green dots) are for the kicked rotor with κ = 1.9, 2.5, 3.0, 3.7, 3.9. Other parameters
are h = 1/500, β = 500, and ωc/ω = 100.

kicked system with the kinetic energy and the kick potential

T (p) =
s

2
· p2 (4.40)

V (x) =







r
2
·
(
x− 1

2

)2 − 2r
25

1
10
< x < 9

10

0 otherwise
(4.41)

(4.42)

which is smoothed with a Gaussian of variance ǫ2 to avoid non-smooth behavior at the

points x = 1/10 and 9/10. Periodic boundary conditions are imposed in both position and

momentum.

The stroboscopic Poincaré-section in Fig. 4.8(a) is dominated by a regular island centered

at the fixed point (1/2, 0) for parameters r = 2.3, s = 1.5, and ǫ = 0.05. As V ′(x) and T ′(p)

are linear functions in a wide region around the fixed point, the winding number is constant
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throughout the regular island, ν = ν0. By variation of the harmonic frequency r of the

potential, ν is tunable in the range 0 < ν < 1/2. Note, however, that the island size shrinks

to 0 for r → 0 (implying ν → 0), as well as for r → 8/3 (implying ν → 1/2), where the limit

of stability, |r · s| = 4, is encountered. Figure 4.8(b) presents the set of Floquet occupations

for h = 1/500. Due to the constant winding number ν, the occupations excellently match

the exponential prediction of Eqs. (4.38) and (4.36). This is additionally demonstrated in

Figs. 4.8(c) and (d), which compares the fit parameter (red diamonds)

βfit :=
ln p1 − ln p0

Ereg
0 −Ereg

1

(4.43)

of the regular occupations pm to the inverse effective temperature βeff (black line).

Besides, Fig. 4.8(c) includes the fit parameter βfit for several parameter realizations of the

kicked rotor (4.3) (green dots). In contrast to the kicked system of Eqs. (4.40) and (4.41),

the winding number in the regular island of the latter is not constant inside the island.

Although this may lead to small deviations from the exponential scaling of the pm, the fit

parameter βfit in the center of the island agrees very well with the value of βeff and confirms

the leading order dependence of βeff on the winding number ν.
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4.3 Additional classical phase-space structures

The set of Floquet states in the examples of the last sections are dominated by regular states

in large regular islands on the one hand and chaotic states on the other hand. Apart from

these, other types of Floquet states can exist, depending on the structures in the classical

phase space and the size of the effective Planck constant h. The following sections give an

overview about the fingerprints of such additional types of Floquet states on the distribution

of the Floquet occupations pi.

4.3.1 Independent islands

In Sec. 4.2 the prediction pm ∼ e−βeffE
reg
m for the occupations of the regular island states

has been derived, with an effective temperature βeff that depends on the properties of the

regular island, in leading order on the winding number ν0 of the lowest regular state. This

dependence is best illustrated in a kicked system with independent regular islands of different

winding number. We construct such a system by replacing the potential energy of the kicked

rotor by a stepwise quadratic potential

V (x) =







rL
2

(
x− 1

4

)2
+ rR−rL

32
0 ≤ x ≤ 1

2

rR
2

(
x− 3

4

)2 1
2
≤ x < 1

, (4.44)

which is smoothed with a Gaussian of variance ǫ2 to avoid non-smooth behavior at the points

x = 0 and 1/2, see Fig. 4.9(a). The kinetic energy is generalized to read T (p) = sp2/2. Like

in the kicked rotor, periodic boundary conditions in position and momentum are imposed.

The potential and the stroboscopic Poincaré-section with two dominant regular islands at

xL = 1/4 and xR = 3/4 of the sizes AL = 0.053 and AR = 0.028, respectively, are shown

Fig. 4.9(a) for the parameter values rL = 0.2, rR = 2.0, s = 1.95, and ǫ = 0.005. The kicked

map with the kick potential (4.44) may also serve as a model system for a driven bistable

potential, as it is considered in Chapter 5. In contrast to a continuously driven system, it

is relatively easy to generate two regular islands of strongly differing winding numbers νL,R.

To this end, the independent harmonic frequencies rL,R have to be chosen at very different

values. The winding numbers of the two islands are both constant, νL = 0.10 and νR = 0.45,

as a consequence of the linear behavior of V ′(x) and T ′(p) in the domains of the islands.

The Floquet occupations are shown in Fig. 4.9(b) for h = 1/500. The prevailing features

are the two distinct, monotonous occupation branches with very different slopes. These

belong to the regular subsets each of which consists of the regular states localized in either

of the two islands, α = L,R. This feature can be retraced from the different orders of

magnitude of the involved rates. The spatial overlap between the states of different islands

is exponentially small and hence also the inter-island rates are negligible in comparison to the

intra-island rates, especially those between neighboring states mα, mα+1 of the same island.



74 4 Statistical mechanics of time-periodic systems with a mixed phase space

Figure 4.9: (a) Stepwise defined potential
V (x) of Eq. (4.44) and stroboscopic Poincaré-
section for the kicked map with V (x) and
T (p) = sp2/2. (b) Floquet occupations pi vs.
〈Ei〉τ and insets with Husimi representations
of the regular states mR = 8 and mL = 8.
The parameters are rL = 0.2, rR = 2.0,
s = 1.95, ǫ = 0.005, h = 1/500, β = 1000,
and ωc/ω = 100.
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The equilibration process, whose asymptotic state is described by the rate balance (3.30),

therefore takes place almost independently in the two islands. The main interaction between

the two occupation branches is mediated only by a coupling of the outermost regular states

with notably higher weight in the other island, or indirectly via the coupling to chaotic

states. The latter ensures that both occupation branches are ‘smoothly’ attached to the

chaotic occupation plateau. With the analysis of Section 4.2.2 we find the inverse effective

temperatures βeff,L/β ≈ 1.0 for the left island and βeff,R/β ≈ 0.29 for the right island, both

in excellent agreement with the corresponding inverse fit temperatures.

Around (x, p) = (1/4, 1/2) there exists a third regular region in phase space. It consists

of several nonlinear resonance chains, which host states of high average energy 〈Ei〉τ & 0.2.

In Fig. 4.9 these are found in a separate interval at small values of pi. However, no distinct

occupation hierarchy is visible among them, since the Floquet states are localized on several

different resonance island chains. The effective Planck constant h is not small enough to

support resonance states with principal quantum numbers m > 2 even in the biggest of

them. The occupations of resonance states for a better suited example are discussed in the

following section.

4.3.2 Nonlinear resonances

Apart from the islands centered at stable elliptic fixed points of period one, island chains

consisting of r regular islands are found in phase space around stable periodic orbits of
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period r. These are generated at nonlinear r:s-resonances, where the r-periodic trajectory

has the rational winding number ν = s/r with respect to the central fixed point in the

Poincarè-section. A trajectory on the secondary tori of the resonance passes from island to

island and returns after r periods to the island, where it initially started. Considering the

r–fold iterated map instead of the map itself, the trajectory always remains on one and the

same island. That is why the semiclassical quantization is done with respect to this map of

period r · τ .

To each principal quantum number m there exist r regular Floquet states |ψ(ml)〉 of

different quantum numbers l = 0, . . . , r − 1. We refer to these states as resonance states.

Each of them has equal weights in each of the dynamically connected resonance islands, but

different phases, according to the semiclassical approximation. The associated semiclassical

quasienergies ε(ml) are spaced equidistantly in [0, ~ω) with spacing ~ω/r. In Section 2.3 we

have introduced the semiclassical energies of the resonance states |ψ(ml)〉

Ereg
m = ~ω

ν
(r)
m

r

(

m+
1

2

)

+ ~ω
s

2r
− 〈L〉m , (4.45)

which are independent of the quantum number l. The winding number ν
(r)
m refers to the

iterates of the r–fold iterated map instead of the stroboscopic map itself.

Figure 4.10(b) shows the Floquet occupations pi vs. the average energy for the kicked

rotor with κ = 2.35, where the phase space features in addition to the main regular island

a 4:1-resonance around the periodic orbit of period 4, see Fig. 4.10(a). The area of a single

resonance island is A ≈ 0.015 and the entire resonance chain hosts Nreg = 4 · 15 resonance

states for h = 1/1000. The Floquet occupations of both the regular states of the central

island and the chaotic states resemble those of Fig. 4.2(b). In addition, one finds an occupa-

tion branch belonging to the resonance states. Interestingly, it has a positive slope stemming

from the fact that the average energies 〈E(ml)〉τ of the resonance states |ψ(ml)〉 decrease with

increasing quantum number m, in contrast to the regular states of the central island. This

is due to the asymmetry of the resonance tori around their respective island center in phase

space. This is another clear evidence, that the cycle-averaged energy does not serve as a

suitable measure to quantify the regular occupations by exponential weights in analogy to

the Boltzmann distribution.

The r resonance states |ψ(ml)〉 of fixed quantum number m have almost the same aver-

age energy 〈E(ml)〉τ . Small deviations from this semiclassical prediction exist only for the

outermost resonance states. These can be attributed to the occurrence of avoided crossings,

which break the degeneracy of the ε(ml) mod (~ω/r) for l = 0, . . . , r−1 and fixed m, as well

as the degeneracy of the 〈E(ml)〉τ . As long as the coupling to the heat bath does not disturb

the equivalence of the resonance islands, the occupations p(ml) of the r resonance states of
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fixed principal quantum number m are also degenerate,

p(ml) = pm , (4.46)

independent of the quantum number l. In Fig. 4.10(b) the corresponding 4 branches of the

resonance state occupations p(ml) therefore lie on top of each other and cannot be distin-

guished from each other.

Now we want to explain, that the occupations p(ml) of the resonance states are likewise

distributed as p(ml) ∼ e−βeffE
reg
m , according to the exponential weights (4.38) with the effective

temperature 1/βeff of Eq. (4.36). First we note that all arguments of Section 4.2.2, which

lead to the approximation (4.29) for the rate ratio of two regular states, apply without

restriction also to the resonance states, in particular Eq. (4.27) for the coupling matrix

elements xij(K) = x(ml)(nk)(K). The assumed detailed balance relation (4.6), however, is no

longer adapted to the structure of the rate matrix, since here also ‘internal’ rates exist, i.e.

rates in the subspace of the r equivalent resonance states l = 0 . . . r− 1 with fixed quantum

number m, in addition to the nearest-neighbor rates R(ml)(m±1,l). Nonetheless, the total rate

balance approximately decouples for each principal quantum number m into the r redundant

balance relations
p(m+1,l)

p(ml)

=
R(ml)(m+1,l)

R(m+1,l)(ml)

(4.47)

for the degenerate occupations p(ml). They have the same structure as Eq. (4.6). A motiva-

tion for this approximation is deferred to Appendix F. Figure 4.10(d) shows the rate matrix

R(ml)(m′ l′) restricted to the subspace of the 4 · 15 resonance states. The entries to the rate

matrix are sorted in such a way, that the semiclassical quasienergies ε(ml) = Ereg
m + (ls/r)~ω

are monotonously increasing functions of m + ls/r. By that measure, the rate matrix be-

comes approximately block-diagonal with 15 similar submatrices R(ml)(ml′), each for a fixed

value of the principal quantum number m. Besides, the four subfigures of Fig. 4.10(e) show

the four submatrices R(ml)(m′ l), each for a fixed value of the quantum number l, indicating

the equivalence of these rate matrices.

The decoupling into the r equivalent balance relations (4.47), each of which involves

the same rate ratio R(ml)(m+1,l)/R(m+1,l)(ml) independent of l, can be hold responsible for

the degeneracy (4.46) of the occupations p(ml). At the same time, it allows to make use of

Eq. (4.37) and to approximate the p(ml) by the exponential weights e−βeffE
reg
m of Eq. (4.38)

with the effective temperature 1/βeff of Eq. (4.36). Figure 4.10(c) shows the occupations p(ml)

of the resonance states vs. the regular energies Ereg
m . Even on the magnified scale of this

subfigure, compared to subfigure (b), the tiny differences of the p(ml) with different quantum

numbers l are not visible. The effective temperature 1/βeff is nearly indistinguishable from

the actual temperature 1/β, because the winding number ν
(r)
m=0/r = 0.79/4 ≈ 0.2 of the

resonance islands is small and yields a value of βeff/β very close to 1, compare Fig. 4.6. Note
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Figure 4.10: (a) and (b) analogously to Fig. 4.2 for the kicked rotor in presence of a 4:1-
resonance. The insets in (b) show Husimi representations of a regular state from the main
island, a resonance state and a chaotic state. (c) Floquet occupations p(ml) ≈ pm of the
resonance states vs. regular energies Ereg

m , the exponential prediction (4.38) with βeff ≈
0.98β (solid line), and the Boltzmann-like prediction pm ∼ exp(−βEreg

m ) (dashed line). (d)
Rate matrix R(ml)(m′l′) in the subspace of the resonance Floquet states, with (ml) 6= (m′l′)
sorted firstly by increasing principal quantum numberm. For fixedm the r different values
of the quantum number l are sorted in such a way, that the semiclassical quasienergies
ε(ml) = (Ereg

m + (ls/r)~ω) mod ~ω increase monotonously. (e) The 4 equivalent rate
matrices R(ml),(m′l), each for a fixed value of the quantum number l and m 6= m′. The
parameters are κ = 2.35, h = 1/1000, β = 500, and ωc/ω = 100.

that it still differs, though weakly, from βeff ≈ 0.93 of the main island. The parameter βeff is

the same for each of the four independent occupation branches p(ml). In contrast, the regular

states localized on dynamically unconnected islands constitute separate occupation branches

with respectively independent values βeff, as demonstrated in the example of Section 4.3.1.

A similar example, where a 4:1-resonance is situated inside the regular island, is shown
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Figure 4.11: (a) and (b) analogously to
Fig. 4.2 for the kicked rotor in presence of
a 4:1-resonance inside the main regular is-
land. The insets in (b) show Husimi represen-
tations of a regular state below the resonance
region, a resonance state and a regular state
between the resonance region and the chaotic
sea. (c) Floquet occupations p(ml) ≈ pm of
the resonance states vs. regular energy Ereg

m ,
the prediction (4.38) with the effective tem-
perature βeff ≈ 0.97β (solid line), and the
Boltzmann-like prediction pm ∼ exp(−βEreg

m )
(dashed line). The parameters are κ = 2.2,
h = 1/600, β = 500, and ωc/ω = 100.
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in Fig. 4.11. Accordingly, the four superposed occupation branches of the 4 · 9 resonance

states appear within the range of the regular occupations. The monotonous behavior of the

regular occupations is locally disrupted due to the finite rates of the outermost resonance

states to adjacent regular states of the main island. A further disruption of the monotonous

behavior is visible for states in the transition region to the chaotic states. This phenomenon

is related to an avoided crossing and will be explained in Section 5.2.

Another remark refers to the semiclassical limit: since the phase space of a generic time-

periodic system contains a hierarchy of nonlinear resonance chains and islands of all scales,

which host Floquet states if h is sufficiently small, we expect that the entire set of regu-

lar Floquet occupations becomes increasingly structured by the corresponding occupation

branches from nonlinear resonances.
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4.3.3 Beach states

The transition between regular phase-space regions and the chaotic sea is usually not sharp,

but shaped by a multitude of small island chains and cantori, the fractal remains of broken

KAM tori. These additional phase-space structures can strongly inhibit the classical flux of

trajectories towards and away from the regular island and, depending on the size of h, can

eventually give rise to the formation of quantum beach states, a term introduced in Ref. [82].

These reside on the transition layer around the regular islands and have little overlap with the

remaining chaotic sea. Typically, beach states have very similar appearance and properties

like the regular states of the adjacent island. Due to the proximity they partly even allow a

quantization similar to the EBK-quantization rules [82, 83].

At κ = 4 the central island of the kicked rotor bifurcates into a resonance around a

stable periodic orbit of period 2. It is accompanied by a series of partial barriers with a

reduced classical flux towards and away from the islands. This is indicated for κ = 4.415 in

the stroboscopic Poincaré-section of Fig. 4.12(a) by the comparatively high density of the

chaotic orbit in the vicinity of the island. Figure 4.12(b) shows the Floquet occupations pi

vs. the average energy 〈Ei〉τ . The highest occupations belong to the regular states of the

resonance. Figure 4.12(c) shows the regular occupations p(ml) vs. Ereg
m . In this example the

winding number ν
(r)
m=0/r = 0.71/2 ≈ 0.35 in the resonance islands yields a rather strong

deviation between β and βeff, with βeff/β ≈ 0.76. Furthermore, Fig. 4.12(b) demonstrates

that also the occupations of the beach states form a separate, nearly monotonous set in

the transition region between the occupations of the resonance states on the one hand and

of the chaotic states on the other hand. This is a consequence of a comparable structure

in the coupling matrix Rij , where also typically the nearest-neighbor rates dominate. At

the same time, due to the exponentially decaying overlap of the resonance states with the

chaotic phase-space region, the rates to the chaotic states are typically small as opposed

to the rates to the proximately localized beach states. Thus, the beach states mediate the

transition between the regular and the chaotic occupations. However, the occupations of

the beach states are not strictly monotonous as functions of 〈Ei〉τ as a result of avoided

crossings, especially with chaotic states.

4.3.4 Hierarchical States

As mentioned above, in the vicinity of regular islands typically a lot of partial barriers with

a limited classical flux towards and away from the island can be found, e.g. in the form of

cantori or based on stable and unstable manifolds [84, 85]. Depending on the ratio of h to

the classical flux, partial barriers can prevent Floquet states from spreading over the entire

chaotic domain, apart from tunneling tails. If the phase-space area enclosed by the island

and the partial barrier exceeds h, these states locally resemble chaotic states. For decreasing

values of h they resolve and occupy the hierarchy of the classical phase space better and
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Figure 4.12: (a) and (b) analogously to
Fig. 4.2 for the kicked rotor in presence of
a 2:1-resonance surrounded by a series of
strong partial barriers. The insets in (b)
show Husimi representations of a resonance
state (m = 3) and a beach state. (c) Flo-
quet occupations p(ml) ≈ pm of the reso-
nance states vs. regular energies Ereg

m , the ex-
ponential prediction (4.38) with βeff ≈ 0.76β
(solid line), and the Boltzmann-like prediction
pm ∼ exp(−βEreg

m ) (dashed line). The param-
eters are κ = 4.415, h = 1/600, β = 500, and
ωc/ω = 100.
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better and are therefore called hierarchical states [86]. The existence of these states does not

contradict the quantum-classical correspondence as their fraction vanishes with O(hα) in the

semiclassical limit. We apply the overlap criterion from Ref. [86] to determine, whether a

Floquet state is hierarchical or not: it is identified as a hierarchical state, if it is not a regular

state but comparably strongly localized, such that the Husimi weight
∫∫

Ω
dx0dp0Hψ(x0, p0)

within a large chaotic phase-space area Ω away from the regular island falls below 0.7. The

normalization is done, such that the Husimi weight assumes the value 1 for a state that is

uniformly spread over the entire phase space.

Figure 4.13(a) shows the Poincaré-section and Fig. 4.13(b) the Floquet occupations for

the kicked rotor with κ = 2.5, where the fraction of hierarchical states is comparatively

high [86]. In Fig. 4.13(c) the occupations of the hierarchical states are emphasized. The

figure indicates that their occupations are distributed analogously to the chaotic states which

explore the entire chaotic phase-space region. Again, the corresponding fluctuation pattern

of the occupations pi has its origin in the randomly fluctuating rates Rij in the subspace of
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Figure 4.13: (a) and (b) analogously to
Fig. 4.2 for the kicked rotor in presence of
a 4:1-resonance surrounded by a series of
strong partial barriers. The inset in (b) is
the Husimi representation of a hierarchical
state. (c) Magnification of (b) with empha-
sized data points of the hierarchical states
(large green crosses), which are determined
by the overlap criterion from the shaded
phase-space area Ω in (a). The parameters
are κ = 2.5, h = 1/1000, β = 500, and
ωc/ω = 100.

the hierarchical states, which resemble those amongst the other chaotic states.

To conclude, the occupation characteristics of the beach states and the hierarchical states

again confirm the influence of the classical phase structure not only on the spectrum and

on the Floquet states, but eventually also on the Floquet occupations and hence on the

asymptotic state.

Note, that in the above examples, Figs. 4.12 and 4.13, either of the two types is pre-

dominant, but still representatives of the other are present. In general, hierarchical states

and beach states are found in coexistence. For example, a few of the states of intermediate

energy 〈Ei〉τ that are indicated in Fig. 4.13 as hierarchical by the above overlap criterion

had rather to be classified as beach states or as states with scarring behavior, i.e. localized

on hyperbolic fixed points or on a family of parabolic fixed points.
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4.4 Chaotic states

The examples of the previous sections give evidence that the occupations pi of the chaotic

states fluctuate around a mean value p̄ch with a very small variance σ2
ch compared to the

range of occupations of the regular states, see e.g. Figs. 4.1 and 4.2. In particular, the

individual occupations of the chaotic states are uncorrelated with the cycle-averaged energy

〈Ei〉τ . In this section the distribution of the chaotic Floquet occupations is analyzed in more

detail. In particular, the scaling behavior of the relative width σch/p̄ch is investigated in the

semiclassical limit h→ 0.

4.4.1 Distribution of the chaotic Floquet occupations

The chaotic occupations are characterized by the mean value p̄ch = 1
Nch

∑Nch−1
i=0 pi and the

standard deviation σch from p̄ch

σch =

√
√
√
√ 1

Nch

Nch−1∑

i=0

p2
i − (p̄ch)

2 . (4.48)

With Nch we denote the number of chaotic states. If the area Areg of the regular regions in

phase space is larger than h = 1/N , they are resolved by the quantum system and therefore

host Nreg = ⌊Areg ·N + 1/2⌋ regular states. The number of chaotic states Nch = N −Nreg is

then smaller than the Hilbert dimension N .

We solve the rate equations (3.30) for the quantum kicked rotor and other kicked systems

with fully or dominantly chaotic spectrum. The statistical quality of the statistical param-

eters is improved by accumulating the solutions of Eq. (3.30) based on several realizations

of the rates (3.31). These are obtained by a variation of the Bloch phase θp in the interval

[0, 1/2]. In the insets (a) and (b) of Fig. 4.14 the distribution of the chaotic occupations is

shown for the kicked rotor in the absence of regular states (κ = 6.0) for two different values

of h. The distribution of the chaotic occupations is roughly Gaussian, compare the Gaussian

fit in inset (b), provided that σch ≪ p̄ch. Otherwise, if σch & p̄ch, the Gaussian character of

the distribution is distorted, because the positivity of the occupations pi enforces a repulsion

from 0 and thus entails an asymmetric distribution as in inset (a).

We want to study, how the characteristic parameters of the distribution, p̄ch and σch,

behave in the semiclassical limit h→ 0. The following paragraphs give a survey.

A. Mean chaotic occupation p̄ch

If only chaotic states exist, p̄ch = 1/Nch = 1/N is an immediate consequence of the normal-

ization 1 =
∑N−1

i=0 pi, and p̄ch decreases as p̄ch = 1/N = h in the semiclassical limit. In the
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Figure 4.14: Relative standard deviation σch/p̄ch = σchNch from the mean value p̄ch of
the chaotic occupations vs. 1/h = N for the kicked rotor with a mixed regular-chaotic
phase space (κ = 2.9: black dots), a macroscopically chaotic phase space (κ = 6.0: orange
dots), and for the linearized kicked system (4.40), (4.41) (r = 3.0, s = 1.5, ǫ = 0.05: green
diamonds). In contrast to these results for the coupling operator A = x, we compare with
σch based on the spatially periodic coupling operator A = sin(2πx)/(2π) for the kicked
rotor (κ = 2.9: blue triangles). The solid line indicates a power-law fit σch/p̄ch ∼ hb with
b = 1.6 and the dashed line is taken from the random-rate model (RRM) of Section 4.4.2.
The insets represent two of the underlying occupation distributions P (pi) for the kicked
rotor in absence of regular states, κ = 6.0, with (a) h = 1/30 and (b) h = 1/1000. In
(b) the distribution is compared to a Gaussian fit (orange line). Other parameters are
β = 100 and ωc/ω = 100.

presence of regular states, the mean chaotic occupation p̄ch is approximately

p̄ch =
1

Nch

(

1 −
Nreg−1
∑

m=0

pm

)

≤ 1

Nch

(4.49)

and can be estimated with the help of the approximate exponential distribution (4.38) as

p̄ch ≈ 1

N −Nreg

(

1 − p0e
βeffE

reg
0

Nreg−1
∑

m=0

e−βeffE
reg
m

)

. (4.50)

It can be shown, that p̄ch in the presence of regular states also scales proportional to h, where

more and more regular states emerge for h→ 0. However, the exact value of p̄ch depends on

θp, as the chaotic states and their quasienergies depend sensitively on θp. By variation of θp

a multitude of avoided crossings occurs in the spectrum, among them also avoided crossings

between chaotic and regular states. As will be discussed in Chapter 5, these are responsible

for modifications of the entire set of Floquet occupations, and consequently p̄ch fluctuates
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around the above-estimated value. In order to eliminate this side-effect of the θp-variation

and make the occupation distributions from different values of θp comparable, we shift in the

following analysis the actual mean chaotic occupation p̄ch to the renormalized mean value

p̄ch = 1/Nch, whenever the spectrum is not purely chaotic.

B. Relative standard deviation σch/p̄ch

Together with p̄ch also the standard deviation σch of the chaotic occupations pi decreases

in the semiclassical limit. Figure 4.14 illustrates the dependence of the relative standard

deviation σch/p̄ch = σchNch on 1/h = N . Firstly for the kicked rotor with a mixed phase space

(κ = 2.9: black points) and in the absence of regular states (κ = 6.0: orange points), as well

as for the kicked quantum system with the kinetic energy (4.40) and the kick potential (4.41)

(r = 3.0, s = 1.5 and ǫ = 0.05: green diamonds). Each of these realizations results in

similar distributions of the chaotic occupations. The measured values of σch/p̄ch are fairly

insensitive to the details of the dynamical system and suggest universality of the power-law

scaling behavior
σch

p̄ch
= σchNch ≈ a · hb (4.51)

with the exponent b = 1.6. The prefactor a depends on the temperature and especially on

the specific model employed to describe the heat bath and the system-bath coupling: in par-

ticular, σch/p̄ch can be considerably smaller, if instead of the conventional coupling operator

A = x the spatially periodic operator A = sin(2πx)/(2π) (compare A(2) in Section 4.5) is

employed (kicked rotor at κ = 2.9: blue triangles).

C. Statistical properties of the rates Rij and explanation for the power-law scaling of σch/p̄ch

Interestingly, σch/p̄ch ∼ hb = N−b with b = 1.6 > 0.5 drops faster than the error N−1/2 in

the determination of the mean value of a random variable by N independent measurements.

Starting from this comparison to the theory of random variables one might assess, that a

scaling behavior of σch/p̄ch with an exponent 1/2 reflects merely the increasing dimension

N = h−1 of the underlying rate equation system (3.30). The decrease with an exponent

b > 1/2 can hence only be explained by a further h-dependence of the rates Rij in the rate

equations (3.30).

To validate this assumption, we firstly consider the distribution of the rates Rij (i 6= j),

for which we observe in Fig. 4.15 an exponential distribution

P (R) = λe−λR (4.52)

with mean R̄ = 1/λ and variance σ2
R = 1/λ2. Although 1/λ decreases in the semiclassical

limit, compare e.g. 1/λ = 3 · 10−7 for h = 1/30 in Fig. 4.15(a) with 1/λ = 8 · 10−9 for

h = 1/1000 in Fig. 4.15(b), this is irrelevant for the distribution of the Floquet occupations.
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Figure 4.15: Distribution of the rates Rij for the kicked rotor in absence of regular states,
κ = 6.0, for (a) h = 1/30 and (b) h = 1/1000 and with β = 100, and ωc/ω = 100. The
orange lines indicate the exponential fits (4.52) with the standard deviations 1/λ = 3·10−7

in (a) and 1/λ = 8 · 10−9 in (b).

To verify this, we consider a change of the parameter λ in Eq. (4.52) to a value λ′. The

rescaled random variableR′ = λ/λ′R is then distributed according to the transformed density

Pλ′(R
′) = λ′e−λ

′R′

= λ′e−λR = λ′/λPλ(R). That means, changing the parameter λ is

equivalent to rescaling R by a global factor. However, such a factor to the rates Rij eventually

cancels in the homogeneous rate equations (3.30). Thus, the changing width σR of the Rij-

distribution does not affect σch/p̄ch and cannot account for the unexpected scaling behavior5.

Which other statistical parameters can be hold responsible for b > 1/2? In a second step

we consider the distribution of the quantity

ηij := max

(
Rij

Rji
,
Rji

Rij

)

− 1 > 0 (i 6= j) , (4.53)

where the maximum value out of the rate ratio Rij/Rji and its inverse Rji/Rij is chosen,

such that ηij is always positive definite. This quantity is found to be distributed roughly

exponentially, as indicated in the insets of Fig. 4.16 by the individual distributions P (ηij)

for (a) h = 1/30 and (b) h = 1/1000. The distributions are compared with the exponential

fits

P (η) = (1/ση)e
−η/ση (4.54)

(orange lines). Note, that in the distributions the contributions of θp = 0.0, 0.5 are omitted,

since in these cases the Floquet states are parity eigenstates: the coupling matrix elements

xij between states of the same parity vanish, and the distribution would then acquire an

additional contribution at ln(η) ≪ −1, i.e. for small η.

The width of the ηij-distribution, estimated by the standard deviation ση of the expo-

5Note, that this argument equally holds for a Porter-Thomas distribution
P (R) = (

√
2πσ)−1R−1/2 exp(−R/(2σ2)), which due to the enhanced weight at small R is somewhat

better suited to describe the Rij -distribution. However, the deviations to the exponential fit are only weak
and, as we find confirmed by random-rate model of the next section, have only marginal effect on the
distribution P (pi) of the occupations.



86 4 Statistical mechanics of time-periodic systems with a mixed phase space

10−4

10−2

100

0 25ηij

P
(a)

10−4

10−1

102

0.0 0.5ηij

P
(b)

0.01

0.1

1

10

10 100 10001/h

ση

Figure 4.16: Standard deviation ση of the quantities ηij according to Def. (4.53) vs.
1/h = N for the kicked rotor in absence of regular states, κ = 6.0. The solid line
indicates a power-law fit ση ∼ hα with α = 1.2. The insets represent two of the underlying
distributions P (ηij) for (a) h = 1/30 and (b) h = 1/1000, each compared to an exponential
fit (orange lines). Other parameters are β = 100 and ωc/ω = 100.

nential distribution (4.54), decreases in the semiclassical limit, as is illustrated in Fig. 4.16.

More specifically, ση describes a power-law scaling

ση ∼ hα with α = 1.2 . (4.55)

For the moment we consider the limit ση = 0, which is here approached for h → 0.

Independent of h, this limit would also be fulfilled, if the rates were ‘non-thermal’, i.e. if

the correlation function were energy-independent, g(E) ≡ g0. In that case, the rate Rij of a

transition and the rate Rji of the reverse transition would be exactly equal,

Rij =
2πγ2

~
g0

∑

K

|xij(K)|2 =
2πγ2

~
g0

∑

K

|xij(−K)|2 =
2πγ2

~
g0

∑

K

|xji(K)|2 = Rji , (4.56)

and therefore η = 0 would be fixed. It is instructive to compare this behavior with the case

of detailed balance, where ηij = pj/pi − 1 holds: in the high-temperature limit 1/β → ∞,

where all states acquire the same probability pi → 1/N , the widths of both distributions

P (pi) and P (ηij) approach zero.

For the actual Floquet rates Rij with energy-dependent g(E) and accordingly finite vari-

ance of the ηij , the following arguments explain the observed decrease of ση in the semiclas-

sical limit:

(i) The domain −~ωKmax ≤ E ≤ ~ωKmax, from which g(E) is evaluated in the rates (3.31),

decreases due to the factor ~ω in the semiclassical limit h→ 0. HereKmax is the Fourier

index that limits the Fourier expansion of xij to values |K| ≤ Kmax, beyond which the
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matrix elements xij(K) are negligible. With the energy domain of g(E) also its range

of values decreases.

(ii) Thus, when summing the Fourier contributionsK, the values
∑

K |xij(K)|2g(εji−K~ω)

in the rate Rij and
∑

K |xij(−K)|2g(εij −K~ω) in the reverse rate Rji approach each

other.

(iii) With Rij/Rji → 1 for all i and j, the width ση of the distribution of ηij goes to zero.

Finally, to come back to the starting point of our question, we relate the h-dependence of

ση to the h-dependence of σch/p̄ch: since the parameter ση decreases in the semiclassical

limit, the solutions of the rate equations adopt this additional h-dependence on top of the

trivial dependence on the dimension N = 1/h of the rate equation system. The decrease of

σch/p̄ch ∼ hb therefore scales with an exponent b > 1/2. In order to validate and to further

elucidate these conclusions, a random-rate model is introduced in the following section.

4.4.2 A random-rate model for the chaotic occupations

The universal scaling behavior of σch/p̄ch suggests that it should be reproducible by a random-

rate model. To verify this hypothesis, we replace the Floquet rates Rij in Eq. (3.30) by

independent random rates rij , which we assume to be exponentially distributed according to

Eq. (4.52). As mentioned above, the parameter λ does not affect the solutions of Eq. (3.30)

and can be chosen arbitrarily. The diagonal rates rii, which cancel in Eq. (3.30), can be set

zero.

To improve the statistical quality of the statistical parameters we accumulate the solu-

tions pi from 10000/Nch independent realizations of the random matrices of dimension Nch.

The dimension Nch takes the role of the Hilbert dimension N = Nch of the modelled quan-

tum dynamical system, provided that the latter has only chaotic states. It is thus implicitly

related to the effective Planck constant h = 1/N of the quantum system. It is the only

parameter of the isolated quantum system that is introduced to the random-rate model.

To incorporate also thermal properties into the random-rate model, we impose statistical

boundary conditions to the random rates rij on top of their exponential distribution. To

this end, the rates rij have to be correlated with their reverse rates rji. This is done by

either keeping rij unchanged and setting rji = (1 + ηji) · rij or keeping rji unchanged and

setting rij = (1 + ηij) · rji, where the decision between these two options is made randomly.

The ηij are independent random variables, which are uncorrelated to the original random

rates, and which by the above transformation rule are consistent with Def. (4.53). After

this transformation the rates are still found to be roughly exponentially distributed, though

with a different variance, provided that the ηij do not assume too high values ηij ≫ 1.

As mentioned before, an altered variance 1/λ2 in Eq. (4.52) is irrelevant for the resulting

occupations.
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Figure 4.17: Random-rate model: Occupation distributions P (pi) based on exponen-
tially distributed random rates rij simulating (a) Nch = 30 and (b) Nch = 1000 chaotic
Floquet occupations. The second parameter of the model is ση = 100/301.2 ≈ 1.7 in (a)
and ση = 100/10001.2 ≈ 0.03 in (b), respectively. In (b) the distribution is compared to
a Gaussian fit (orange line).

Based on the observed behavior of ηij for the kicked rotor, we determine the ηij from the

exponential distribution (4.54), whose standard deviation ση enters as a second parameter

into the random-rate model. Moreover, again based on the corresponding observation of h-

dependent scaling of ση in the true Floquet system (Fig. 4.16), we treat ση as Nch-dependent

with the scaling

ση(Nch) ∼ N−α
ch (4.57)

and with α = 1.2.

On the basis of the so constructed random rates rij, the solution vector pi of the rate

equations (3.30) assumes an equally random character. Starting from a uniform distribution

in the interval [0, 1] for Nch = 2, the distribution P (pi) develops with increasing dimension

Nch a Gaussian shape with an ever smaller variance σ2
ch. Two examples for P (pi) are shown

in Fig. 4.17 for the dimensions (a) Nch = 30 and (b) Nch = 1000. These figures correspond to

the insets (a) and (b) of Fig. 4.14, based on the true Floquet rate matrix Rij with the same

Hilbert dimension N = Nch. The distributions are quite similar, even though the prefactor

100 used in the presumed scaling (4.57) of ση only roughly equals the corresponding prefactor

of the power-law fit (4.55) of ση.

Figure 4.18 shows the resulting Nch-dependent scaling of the relative standard deviation

σch/p̄ch for the described realization of the random-rate model (highlighted red dots). The

Nch-dependence of σch/p̄ch is best parametrized by the power law

σch

p̄ch

∼ N−b
ch (4.58)

(red line) and with the exponent b = 1.6 it accords with the observed power law (4.51) in the

Floquet system. For comparison, we have added the σch/p̄ch-values from the random-rate

model in Fig. 4.14 (red dashed line).

Figure 4.18 contains additional data, which serve to visualize the connection between
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Figure 4.18: Random-rate model: Nch-scaling behavior of σch/p̄ch, based on exponen-
tially distributed random rates rij for a system consisting of Nch chaotic states. With
one exception (black stars), the rates rij are additionally correlated, such that the ηij of
Def. (4.53) become exponentially distributed with the standard deviation ση. The latter
is chosen according to the scaling (4.57) (solid symbols) with α = 0.5 (brown squares),
α = 1 (brown diamonds), α = 1.2 (highlighted red dots), and α = 2 (brown triangles).
A further realization (black diamonds) assumes fixed ση = 0.01. The lines represent
algebraic fits (4.58) with exponents b listed on the right side.

the scaling behavior of ση and the exponent b in Eq. (4.58). The data marked by brown

symbols refer to three further realizations of the scaling (4.57), but with different exponents

α = 0.5, 1, and 2, where the resulting power-law fits (brown lines) indicate a monotonous

dependence of the exponents b on α. Note, that the exponent b appears to be insensitive

to the use of other distributions for the random variables ηij, which are not presented here.

The only relevant dependence is established by α.

Secondly, if ση is treated as a fixed quantity, ση = 0.1 (black diamonds), instead of

the scaling (4.57), the resulting exponent b = 0.5 merely originates from the increasing

dimension Nch, as has been pointed out in the previous section. The exponent b = 0.5 is

even identically obtained, when no statistical boundary conditions at all are imposed on ηij ,

i.e. for independent rates rij and rji (black stars). These last two realizations correspond to

h-independent behavior of the rates in the Floquet system of the previous section and clearly

confirm our hypothesis, that the h-dependent scaling of ση is responsible for the power-law

scaling (4.51) with an exponent b > 1/2.

In conclusion, the random-rate model confirms the universality of the power-law behav-

ior (4.51), as well as the arguments, used in the last section to explain the unexpected scaling

exponent b = 1.6 > 0.5.
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4.4.3 Influence of dynamical localization

Up to this point we have considered quantum kicked systems quantized on the two-torus T
2

with the unit cell [0, 1) × [−1/2, 1/2). The Husimi representation shows almost all chaotic

states as more or less uniformly spread over the chaotic phase-space domain. As discussed

in Section 2.2, for a resonant value h = 1/N of the effective Planck constant the quantum

system automatically complies with the corresponding periodic boundary conditions in p-

direction. If in contrast the periodic boundary conditions in p-direction are abandoned, such

that the quantum dynamics takes place in the cylindrical phase space, the chaotic Floquet

states are known to be exponentially localized [53, 87–90]. This property is paraphrased as

dynamical localization in contrast to the Anderson localization observed for the eigenstates

of a static random potential. As a consequence of the localization a quantum wave packet

does not follow the diffusive growth of the kinetic energy 〈p〉2 ∼ t of the classical system for

arbitrarily long times. The reason is, that only those Floquet states can be excited during

the evolution, that overlap with the finite momentum range of the initial wave packet.

The localized wave functions

|ψi(p)| ∼ exp

(

−
∣
∣p− p(i)

∣
∣

ξ

)

, (4.59)

decay roughly exponentially with a characteristic localization length ξ around a state-

dependent value p(i), see Fig. 4.19(a). For the kicked rotor, it has been shown that ξ is

proportional to the classical diffusion constant D in phase space [87, 91], which itself is a

function of the kick strength [44, 52, 53],

D := lim
t→∞

1

t

〈
(p(t) − p(0))2

〉
=

1

2

( κ

2π

)2

. (4.60)

The increase of ξ with κ is qualitatively illustrated in Fig. 4.19(a) by typical eigenstates

|ψ(p)| for three different values of κ. In order to examine the influence of localization on the

distribution of the chaotic occupations, we therefore vary the kick strength κ of the kicked

rotor.

To observe localization at all, we have to generalize the periodic boundary conditions in

p-direction to p→ p+Mp, and by that extend the unit cell to [0, 1)× [−Mp/2,Mp/2). If Mp

is larger than the localization length ξ, this allows the wave functions to develop its localized

form, similarly as if it were computed on the cylindrical phase space. The new periodic

boundary conditions are compatible with the quantum system only for the adapted resonant

values h = Mp/N of the effective Planck constant, Eq. (2.52), with incommensurate values

of Mp and N . These are chosen according to a rational approximate of the golden mean

φ =
(√

5 − 1
)
/2 ≈ Q/P , here in particular Mp = P = 233, N = N0 ·P +Q = N0 ·233+144.

The value of the effective Planck constant in the extended cell with Mp = 233 is then
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Figure 4.19: (a) Chaotic states in momentum representation |ψ(p)| vs. p for h = 233/377
and three values of the kick strength κ = 6, 10, and 20 of the kicked rotor. (b) Relative
standard deviation σch/p̄ch of the chaotic occupations vs. κ for the kicked rotor with
four different values of h = Mp/N : h = 233/377 ≈ 1 (black), 233/610 ≈ 1/2 (red),
233/843 ≈ 1/3 (green), and 233/1076 ≈ 1/4 (blue).

comparable to the value 1/N0 in the original cell with Mp = 1, i.e. h = Mp/N ≈ 1/N0. This

specific choice of Mp and N is motivated by the requirement, to be far from a commensurable

combination of Mp and N , where the quantum system would behave as if quantized on a

two-torus with effectively smaller size of the unit cell.

Figure 4.19(b) demonstrates that the distribution of the chaotic occupations, in particular

their relative standard deviation σch/p̄ch, in the presence of localized chaotic states is not

independent of κ. This is in contrast to the case Mp = 1 of Fig. 4.14 without localization.

As the reason we identify the localization length ξ, which increases proportional to κ2. At

small localization length ξ the values of σch/p̄ch are largest. We explain this by the different

orders of magnitude of the involved rates Rik: the largest rates are between those states

that are closely localized in phase space and hence have a large overlap. States with small

mutual overlap on the contrary have only tiny rates. This situation is qualitatively similar

to the pronounced band structure of the rate matrix in the subspace of the regular states.

In contrast to the regular states in a regular island, however, the localization centers p(i) of

the localized chaotic wave functions ψi(p) are irregularly spread over the entire momentum-

axis. That is why the chaotic occupations still fluctuate irregularly around the mean value

p̄ch, without monotonous branches as formed by the regular occupations. Note, that in the

example of the kicked rotor localization occurs in momentum-space whereas the system-bath

coupling operator is x.

For increasing κ the value of σch/p̄ch drops, because ξ grows and even separated states

tend to have a larger overlap. Compared to the strongly localized states, the number of

negligibly small rates shrinks. Finally, if ξ comes into the order of Mp, the size of the unit

cell is insufficient to resolve the localization. The rates then have similar properties as for

Mp = 1 and σch/p̄ch decreases no longer.

These conclusions are further supported by the random-rate model introduced in the
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Figure 4.20: Random-rate model: Rela-
tive standard deviation σch/p̄ch vs. localization
length ξ for exponentially distributed random
rates rij for a system of dimension Nch. The
rates rij are correlated by the use of exponen-
tially distributed quantities ηij , Def. (4.53) be-
comes with a standard deviation ση = 100/N1.2

ch .
In accordance with Fig. 4.18 the saturation
plateaus for ξ ≫ Nch scale proportional to
N−1.6

ch .
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previous section. It is here extended by the aspect of localization. The localization length

is introduced by the exponential cut-off

rij → rije
−|i−j|/ξ , (4.61)

superimposed on the distributions of the random rates rij and of the ηij . By that, the

indices i play the role of the quantization grid points in p-direction with the period Nch

instead of Mp. To ensure the periodic boundary conditions, i.e. the invariance of rij for

the shifts i → i + Nch and j → j + Nch, the spacings |i − j| in Eq. (4.61) are replaced by

|i− j| → |i− j + (Nch − 1)/2| mod (Nch − (Nch − 1)/2).

Figure 4.20 shows the relative standard deviation σch/p̄ch of the resulting random occu-

pations vs. the new model parameter ξ for several matrix dimensions Nch, which are directly

comparable to the Hilbert dimensions of Fig. 4.19. The ξ-dependence of σch/p̄ch discussed

for Fig. 4.19 is clearly confirmed. The occupations are independent of ξ, as long as ξ is

smaller than the fundamental scale that is resolved by the quantum system, ξ ≪ 1. This

limit is not observed in the true Floquet system of Fig. 4.19, as there the localization length

is always larger than the fundamental quantized momentum scale Mp/N . For larger values

of ξ the random-rate model qualitatively reproduces the decrease of σch/p̄ch and saturates

when ξ exceeds the system size, ξ ≫ N .

As a concluding remark we would like to relate these findings with the destruction of

quantum localization reported in the literature. The authors of Ref. [92] study the time

evolution of a wave packet in the damped quantum kicked rotor on the cylinder. Its mean

squared displacement 〈p2〉 does not saturate any more for high values of the damping con-

stant. Although we do not explicitly study time dependent phenomena here, we come to a

similar conclusion: All chaotic Floquet states are asymptotically occupied with almost the

same probability p̄ch, independent of their center of localization. An evolving wave packet

must therefore explore the entire available phase space in the course of time and is hence

not localized any more.
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We conclude this section about the occupations of the chaotic states with a remark about

Floquet systems with a purely chaotic spectrum. The truncation of the eigenbasis of a

time-independent system is a familiar concept, which is indispensable in numerical imple-

mentations. It basically relies on the hierarchy of the statistical weights: only a finite number

of states acquires sufficient probability to contribute appreciably to the dynamics of the sys-

tem, whereas the other, high-energetic states can be neglected. As the findings of this section

indicate, there is no such occupation hierarchy among the chaotic states. Thus, if there are

only chaotic states in a Floquet system, no truncation of the Hilbert dimension seems possi-

ble. Reliable studies on the occupation statistics of a system with purely chaotic spectrum

can thus only be made for systems with a finite Hilbert space, like the kicked rotor on the

two-torus.
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4.5 System-bath interaction and symmetry

The Floquet occupations studied so far are based on the linear coupling operator A = x to

the heat bath, as it is suggested by the Caldeira-Leggett model [71]. To a kicked system that

is quantized on the two-torus T
2 according to Section 2.2 it has to be applied with caution:

the unbound linear coupling operator breaks the spatial periodicity of the quantum kicked

system and is therefore not uniquely defined on T
2, while it is well-defined in the Hilbert

space of square-integrable functions over R, e.g. the eigenfunctions of a one-dimensional

bound system. However, this seeming discrepancy is resolved once x is represented in the

basis of the Floquet states of the quantum kicked system: they are spatially quasi-periodic

and, by the quantization on T
2, they need to be evaluated only on a finite grid xl in the

unit interval 0 ≤ xl < 1, see Eq. (2.47). The coupling matrix in the Floquet representation

is hence also evaluated solely at these values xl,

xij(t) = 〈ui(t)|x|uj(t)〉 =

N−1∑

l=0

〈ui(t)|xl〉xl〈xl|uj(t)〉 (4.62)

with x|xl〉 = xl|xl〉. In this representation the matrix elements of x are indistinguishable

from the matrix elements of its periodized counterpart x′ = (x mod 1). The linear coupling

operator x of the Caldeira-Leggett model is thus adapted to the periodicity of the quantum

kicked system.

However, the discontinuity of x′ at the borders of the unit cell might cause unwanted

artefacts. These can be only of marginal influence for the regular states of a regular island

situated well inside the unit cell, because of the only exponentially small tunneling tails out-

side the island. Note, that the action of x′ does not depend on the position xc of the regular

island. This can be seen from the fact, that a shifted coupling operator x̄ = x− xc merely

introduces a diagonal term in the matrix elements, x̄ij(t) = 〈ui(t)|x̄|uj(t)〉 = xij(t) − xcδij ,

which cancels in the systems of rate equations, Eqs. (3.26) and (3.30).
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Figure 4.21: Coupling operators A(α) vs. x for α = 0 - 4 according to Defs. (4.63)-(4.66).
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The chaotic states, which on the other hand typically have strong weights at the borders

of the unit cell, directly map the discontinuity of x′ = (x mod 1) to the matrix elements. It

can therefore be expected that the choice of a different, smoothly continued coupling operator

would mainly affect the distribution of the chaotic states. To confirm this assumption we

compare the action of A(0) = (x− 1/2) to the following four coupling operators, shown in

Fig. 4.21:

A(1)(x) :=







−(2/3)x x ≤ 3/10

(x− 1/2) 3/10 < x < 7/10

−(2/3)(x− 1) 7/10 ≤ x

(4.63)

A(2)(x) := − sin(2πx)/(2π) (4.64)

A(3)(x) := (x− 1/2)2 (4.65)

A(4)(x) := (cos(2πx) + 1) /(2π2) . (4.66)

These enter the definition (3.31) The original correlation function (3.9) in Def. (3.31) is kept,

on the grounds of the assumption that the interaction operator γB =
∑

n cnxn of the heat

bath remains unchanged in the interaction Hamiltonian Hsb = γA⊗ B.

A comment on the coupling operators (4.63)-(4.66) seems necessary: we are aware that

these coupling operators appear questionable from the point of view of the Caldeira-Leggett

model, where the linearity of the coupling operator x accounts for the weakness of the in-

teraction with the heat bath. Moreover, x is appropriate to generate a velocity-proportional

damping force in the corresponding quantum Langevin equation, see Appendix A. The ad-

ditionally introduced operators (4.63)-(4.66) would reproduce corresponding versions of the

quantum Langevin equation with non-conventional functional dependences of the damping

force.

The operators A(1,2) generalize A(0) in a natural way: they keep the local linearity of the

Caldeira-Leggett model around xc = 1/2, of course only approximately in case of A(2), and

are at the same time continuous on T
2 and thus adapt the periodicity of the quantum map.

The two other coupling operators on the contrary are even functions with respect to the

center xc = 1/2 of the regular island.

The situation is in particular clear for the values θq = 0 and θp = (n + 1)/2 (n ∈ Z) of

the Bloch phases, where the Floquet states are eigenstates of a parity operator with either

even or odd parity6. The regular states m are of alternating parity, giving rise to ‘selection

rules’ for the matrix elements of the coupling operator: for the operators A(0,1,2), which are

odd with respect to xc, this implies A
(0,1,2)
m,m±2ν = 0 (ν ∈ N), as the involved Floquet states

6The kicked rotor possesses a parity symmetry with respect to the island center xc = 1/2 due to its
symmetric kick potential. However, a parity operator with respect to the values of the quantization grid (2.47)
exists only, if the inversion point xI is located at a grid point, xI = xc − n/N . This happens for the values
θp = (n+ 1)/2 of the Bloch phase.
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Figure 4.22: Floquet occupations p′i vs. 〈Ei〉τ based on (a) the odd system-bath coupling

operators A(1) (red) and A(2) (blue) on the one hand, and on (b) the even coupling
operators A(3) (orange) and A(4) (green) of Defs. (4.63)-(4.66). In both subfigures these
are compared to the corresponding occupations pi stemming from A(0) = (x−1/2) (black).
Besides, the relative deviations (p′i−pi)/pi from the occupations pi are shown in the lower
subfigures. See Fig. 4.2 for parameters.

have equal parity. In this case also the corresponding rates are zero. As the matrix elements

A
(0,1,2)
m,m±ν at the same time decrease with ν due to increasing spatial separation of the states,

this realizes a distinctly dominant rate Rm,m±1 between the neighboring regular states, as

discussed in Section 4.2. Since identical selection rules apply to each of the operators A(0,1,2)

and since A(0) is identical to A(1) within the island and is also a good approximation for A(2)

there, the resulting occupations pm of the regular states should be similar. This is confirmed

in Fig. 4.22(a) showing the Floquet occupations pi for the quantum kicked rotor at κ = 2.9,

where the rates are based on A(1) (red) and A(2) (blue), in comparison to those based on A(0)

(black). The latter are the same as in Fig. 4.2. The shift between the occupations of the

inner regular states is a mere normalization effect. Besides, the similar occupations pm for

the discontinuous operator A(0) and the continuous operators A(1,2) confirm the anticipated

insensitivity of the regular states on the behavior of the coupling operator at the borders of

the unit cell. On the other hand, if the regular island would cross the unit cell border, the

use of the coupling operator A(0) is certainly questionable.

In contrast, these operators make a difference for the chaotic occupations, with a con-

siderably smaller variance σ2
ch of the occupation distribution for A(1,2) than for A(0). This

indicates that the variance of the chaotic occupations, as observed in Section 4.4, is to some

extent enhanced by the discontinuous jump of the coupling operator A(0).
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Now we consider the coupling operatorsA(3,4), which are even with respect to xc. For their

matrix elements the alternating parity of the regular states implies A
(3,4)
m,m±(2ν+1) = 0 and thus

the rates between states of different parity vanish, irrespective of whether they are regular

or chaotic. This results in a decoupling of the rate equations (3.30) into the two independent

subsystems of even and odd states. In other words, the null space of the matrix Mii;kk

in Eq. (3.30) is of dimension two, supporting two linearly independent solutions7. Hence,

the states of different parity form independent occupation branches, which are separated by

a small gap, as can be seen in Fig. 4.22(b) for the even operators A(3) (orange) and A(4)

(green), again in comparison to A(0) (black). The occupations stemming from A(3) and A(4)

are similar, as A(3) is the leading term in the expansion of A(4) around xc = 1/2.

While the above stated is exactly true for the values θq = 0 and θp = (n+1)/2, the Floquet

states are no longer exact eigenstates of the parity operator for all other phases θp 6= (n+1)/2

and the matrix elements A
(0,1,2)
m,m±2ν as well as A

(3,4)
m,m±(2ν+1) become finite. Nonetheless, at least

the lowest regular states remain to be approximate eigenstates of a parity operator and the

corresponding matrix elements are still found to be strongly suppressed.

In reference to Section 4.2.2 the observations of this section indicate that the prediction of

exponentially distributed regular occupations, Eq. (4.38), which relies on a nearest-neighbor

assumption for the rates between regular states, can be justifiable in an even broader context,

e.g. for generalized models of the system-bath coupling.

To summarize, the present chapter has given diverse examples for the occupation distribution

in the asymptotic state of time-periodic quantum systems coupled to a heat bath. Each of

them fits in a quite general picture, by which the Floquet occupations are characterized from

a semiclassical perspective. The different classes of Floquet states follow very different types

of occupation distributions. The regular states have exponentially scaling occupations, which

in the case of kicked systems can be quantified by weights eβeffE
reg
m of the Boltzmann type,

depending on their regular energy Ereg
m and the effective temperature βeff. The same applies

to the regular states of nonlinear resonances. The chaotic and hierarchical Floquet states on

the contrary form a plateau of almost equal occupations with only small fluctuations, which

are uncorrelated with the cycle-averaged energies 〈Ei〉τ .

7Since there exists only a single normalization condition for the entire set of occupations, the relative

weight between the two independent solutions p
(even)
i and p

(odd)
i is then in principle arbitrary. However, since

neither of the subsets is physically distinguished, both should be weighted equal, i.e. pi = p
(even)
i /Z if ui(x)

is even and pi = p
(odd)
i /Z if ui(x) is odd, with Z =

∑

i p
(even)
i +

∑

i p
(odd)
i .
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5 Occupations at avoided crossings and bath-induced

switching

The spectrum of a Floquet system is bounded within a finite interval 0 ≤ ε < ~ω and

typically features a multitude of avoided level crossings under variation of a parameter. These

can give rise to complex behavior, when the dimension of the Hilbert space is successively

increased. This issue is discussed in some more detail in the introduction of Section 3.2.

In contrast to time-independent systems, where the energy provides a natural measure to

truncate the basis of the (in general infinite) Hilbert space, a priori there does not exist any

such means of truncation in time-periodic systems. However, if the system interacts with a

thermal reservoir and certain Floquet states are singled out by their dominant occupation, a

physically reasonable truncation criterion is then re-established by the Floquet occupations.

It is especially instructive to ask, how the occupation hierarchy behaves at points of near

degeneracy encountered at avoided crossings. As shown in Ref. [25], the asymptotic density ρ

is not affected by a small avoided crossing, provided that it is smaller than a specific effective

coupling strength. Thus, the complex behavior in a dense quasienergy spectrum arising from

the avoided crossings is eventually resolved by the interaction with the heat bath.

In this section we study the implications of large avoided crossings on the Floquet oc-

cupations. A remarkable consequence appears to be the possibility of a novel bath-induced

switching, i.e. a macroscopic change of the asymptotic state into an almost orthogonal state

compared to the original equilibrium state [37]. One might relate this behavior to the class

of non-equilibrium steady states [93, 94], which are enabled by the permanent pumping of

energy into the system by the external field and the properly counterbalancing dissipation of

energy into the thermal bath. In contrast to such situations, where the statistical physical

parameters describing the system on macroscopic scales are constant in time, however, the

asymptotic state of the switching which we will study still varies periodically in time.

In Ref. [37] the switching is demonstrated between the wells of a bistable potential,

where a weak periodic driving switches the cycle-averaged asymptotic probability density

from the ground state of the undriven system in the left well to the right well. The double

well potential, the archetype of a switchable system, is experimentally realized in supercon-

ducting quantum interference devices (SQUIDs) [95], atom-optical potentials [40, 96], spin

tunneling in condensed matter [97], or in the transfer of protons along chemical bonds [98].

In some cases the model can be restricted to a two-level system. Different approaches for

switching by a population inversion in driven two-level systems have been proposed, e.g.

induced by symmetry-breaking [99], structured environments [100], strong non-equilibrium

noise [101], or strong driving [102]. However, the restriction to a two- or a three-level system

limits the possible switching mechanisms and the existence of more than two states is even

indispensable for the switching mechanism presented in the following section.
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This Chapter is organized as follows: Firstly, in Section 5.1, the switching in the double-

well potential is demonstrated and explained with the help of the effective rate equations of

Section 3.2. In the same section also a displacement of the switching effect is introduced,

where the avoided crossing significantly influences the asymptotic state far away from its

actual position in parameter space. An explanation is given with the help of the Lamb shifts

discussed in Section 3.3. Furthermore, the insight from the study of the driven double well

facilitates the interpretation of certain phenomena in the occupation distribution, which

clearly deviate from our observations in Chapter 4. Such phenomena are quite generally

encountered in driven systems and are here again discussed for the kicked rotor (Section 5.2).

These studies for the kicked rotor in turn help to put the switching mechanism in a broader

context (Section 5.3). Finally, the chapter is closed by the introduction of a simplified,

analytically solvable rate model, which can retrace the characteristic occupation phenomena

caused by avoided crossings.

5.1 Switching in a double well potential

We study a particle in an asymmetric double well potential in the quantum regime, where the

ground state is in the left well and the first excited state is in the right well, see Fig. 5.1(a).

It is driven by an additive time-periodic force, leading to the system Hamiltonian

H(t) =
p2

2
+ x4 − x2 + x (µ+ A cosωt) . (5.1)

The two quantum wells of the potential render macroscopically distinguishable states

that are probed via the spatial probability density ρ(x, t). After a phase of relaxation this

quantity adopts the system’s time-periodicity in the long-time limit and the asymptotic

spatial probability density averaged over one period of the driving

ρ(x) := lim
t→∞

1

T

∫ t+T

t

dt′ 〈x| ρ(t′) |x〉 (5.2)

=
∑

i,j

ρij
1

T

∫ T

0

dt u∗j(x, t)ui(x, t) (5.3)

is then of particular interest. In the second line this quantity is expressed in terms of the

asymptotic Floquet density matrix ρij.

Figure 5.1(b) shows that for the undriven double well, A = 0, at low temperatures al-

most all probability is concentrated in the left well. This reflects the dominant occupation of

the ground state in thermodynamic equilibrium. In contrast, for a small driving amplitude,

A0 ≈ 0.008, the probability density is almost completely transferred to the right well, as

Fig. 5.1(c) demonstrates. Note, that the driving amplitude is much weaker than the asym-

metry, A0 ≪ µ, such that at all times the right well is energetically higher than the left well
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Figure 5.1: (a) Asymmetric double well po-
tential and its eigenenergies without driving,
A = 0 (solid line). The variations of the poten-
tial for a small driving amplitude A0 ≈ 0.008
(dashed and dotted line) are almost indistin-
guishable. (b) Asymptotic probability density
ρ(x) for A = 0 and a small temperature 1/β =
1/100, with almost all probability in the left
well. (c) Cycle-averaged asymptotic probability
density ρ(x) according to Eq. 5.3 for A = A0,
with more than 99 % of probability in the right
well, demonstrating a switching to a macroscop-
ically different state, that is induced by a weak
driving. See Fig. 5.2 for parameters.

(Fig. 5.1(a)). The observed switching phenomenon is therefore unrelated to previous studies

on hysteretic switching in a driven dissipative double well [103–105].

This example demonstrates that even a weak periodic driving not only alters the static

Boltzmann occupation probabilities slightly [25,74], but can switch to an almost orthogonal

and macroscopically different asymptotic state of the system by only a small parameter

variation. This is in sharp contrast to time-independent systems, where the asymptotic

occupations are determined by Boltzmann weights and vary slowly with a parameter.

5.1.1 Inspection of the Floquet occupations

We get a first insight into this dramatic phenomenon from Fig. 5.2. In Fig. 5.2(a) one can

see that under the variation of the driving amplitude A the quasienergy spectrum has an

isolated avoided around A = A0
8. The involved states originate from the second and the

7th excited state of the undriven system. With an energy above the potential barrier the

latter is not confined to one of the wells, while the second excited state is localized in the left

well. We emphasize, that both the ground state, which is dominantly populated at A = 0,

and the first excited state, which will turn out to be dominantly populated at A = A0, are

not involved in this avoided crossing.

An intuitive understanding of the switching from the rate equations (3.26) or (3.30)

themselves seems impossible: tuning through the avoided crossing, the two involved Floquet

states 2 and 7 hybridize and eventually exchange their character. This hybridization affects

a large number of rates Rlj;ki in Eq. (3.26), where one of the four indices is 2 or 7.

It is convenient to express ρ(t) in a basis that does not significantly change in the neigh-

borhood of the avoided crossing. Such a basis uses the diabatic states instead of the two

adiabatic Floquet states themselves. The former are determined by the locally linear trans-

formation (3.42). The diabatic states 2 and 7 do not hybridize and, like all the other states

8Note, that ∆, indicated by an arrow, is indeed the minimal spacing, albeit it might appear somewhat
oversized due to the aspect ratio.
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Figure 5.2: (a) Quasienergy
spectrum for the 17 lowest Flo-
quet states vs. driving amplitude
A and magnification of the avoided
crossing at A = A0 (solid lines)
with ∆ = |ε2(A0) − ε7(A0)| ≈
1.82 ·10−6, the quasienergies corre-
sponding to diabatic states 2 and
7 (dashed lines), and eigenener-
gies of the undriven potential (in-
set). (b) Asymptotic occupations
p̄i in the diabatic basis (solid lines)
and their approximation based on
the effective rate Rac, Eqs.(3.43)
and (3.45) (dotted lines). (c) same
as (b) with logarithmic axis for
p̄i. The parameters are µ = 0.03,
~ = 0.04, 1/ω = 0.768, β = 100,
γ = 10−3 and ωc/ω = 100. A
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not involved in the avoided crossing, do not significantly change in the neighborhood of the

avoided crossing. Changes of ρ along the parameter A can therefore be visualized without

the trivial consequences of the hybridization and state exchange. Besides, the states in this

basis are nearly identical to the eigenstates 2 and 7 of the undriven system (Fig. 5.2(a),

inset), since the driving amplitude is indeed very weak, A≪ µ. This allows to identify the

Floquet indices, which in general are arbitrary, with the quantum numbers of eigenstates in

the undriven system.

As a basis we haven chosen the Floquet states arising from the 17 lowest eigenstates and

computed the Floquet density matrix from Eq. (3.26). The diagonal densities p̄i ≡ ρ̄ii are

shown vs. A in Fig. 5.2(b) and, with a logarithmic scale, in (c). One observes that p̄0, which

corresponds to being in the ground state of the undriven system, drops from close to one

to almost zero for A = A0. In contrast, the probability p̄1 increases almost to one, which

corresponds to the first excited state being dominantly populated. The tiny occupations p̄2

and p̄7, i.e. the probabilities to be in one of the states of the avoided crossing, become equal.

These observations for the p̄i are consistent with the spatial probability density observed in

Fig. 5.1(c) and can indeed be exploited for a switching between the wells: tuning the driving

amplitude from outside the avoided crossing into its center is accompanied by a probability

transfer from the former ground state in the left well to the first excited state localized in

the right well.

These observations demonstrate that in the presence of avoided crossings the occupations
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not only of the two involved states are affected, but a whole set of states are repopulated.

While the equality p̄2 ≃ p̄7 at the center of an avoided crossing of states 2 and 7 is quite

plausible, the main question is still unanswered: how can states 0 and 1, which are not

involved in the avoided crossing, interchange their probability?

5.1.2 Explanation based on the effective rate Rac

We will answer the above question by using the effective approximate rate equations (3.45)

of Section 3.2. Therein, the rates R̄ik are expressed in the diabatic basis and the direct rates

R̄27, R̄72 acting between the diabatic states 2 and 7 of the avoided crossing are replaced by

the new rate of Def. (3.43)

Rac =
Γ

(~Γ/∆)2 + 4d2
, (5.4)

see Fig. 5.3. The dimensionless distance d from the center A0 is d = (A−A0) · (σ1 − σ2)/∆

with the characteristic quantities of the avoided crossing, A0 = 7.62 · 10−3, ∆ = 1.82 · 10−6,

σ2 = −3.41 · 10−3, and σ7 = 7.48 · 10−6. The composite rate Γ =
∑

k

(
R̄2k + R̄7k

)
− 2R̄22;77

is specific to the considered avoided crossing. The rate R̄22;77 is real-valued due to Hs(−t) =

Hs(t), as is shown in Appendix D.

As γ is chosen sufficiently small, the main assumption in the derivation of Eqs. (3.43)

and (3.45) is fulfilled: the quasienergy spacings exceed the rates in Eq. (3.26), with the

possible exception of |ε̄7 − ε̄2| in the vicinity of the avoided crossing. Accordingly, the dotted

lines in Fig. 5.2(b), which indicate the solutions of the approximate rate equations (3.45),

reproduce the solutions of the full rate equations (3.26). The approximation is especially

accurate near the center of the avoided crossing, since there the absolute dominance of

Rac compared to all other rates ensures that all in Eq. (3.45) neglected terms are indeed

negligible.

The approximate rate equations (3.45) with Rac facilitate the interpretation of the switch-

ing effect. Firstly, the observed equality of p̄2 and p̄7 at the center of the avoided crossing is

in line with the arguments in Section 3.2: for the small value of γ the criterion ~Γ ≪ ∆ holds

and the rate Rac therefore exceeds Γ as well as the other rates at A ≈ A0. This enforces

10−10
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γ2

A

Figure 5.3: Effective rate R = Rac (blue) vs.
driving amplitude A, as well as several rates
appearing in Eq. (3.45), in particular R = R̄7k

(green) and R = R̄2k (orange), which are con-
stituents of Γ. Note, that there is an addi-
tional avoided crossing among two other unre-
lated states at A > A0 in the presented range of
A, which is the same as in Fig. 5.2. See Fig. 5.2
for parameters.
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almost equal occupations p̄2 ≃ p̄7 in the solution of the rate equations (3.45). The dominant

occupation of state 1 around A0 has to be attributed to the combination of the following

facts:

(i) The overall probability flux between any two states is in general nonzero, even in the

asymptotic state, as detailed balance is broken by the periodic driving.

(ii) The rates between neighboring states localized in the same well are much larger than

other intra-well rates as well as inter-well rates. The latter is due to the small spatial

overlap between the states of different wells. Therefore, among the states confined to

the same well, detailed balance approximately holds true, e.g. between state 0 and 2

or state 1 and 3.

(iii) Rac is the dominating rate around A0 with the maximum value Rac(A0) = ∆2
~
−2Γ−1,

see Fig. 5.3, and induces occupation equality of states 2 and 7. In Fig. 5.2(c) the

resulting depopulation of state 2 towards state 7 can be observed.

(iv) The relative occupation of state 0 and 2 remains constant due to the approximate

detailed balance among the states in the left well. That is why p̄0 decreases together

with p̄2.

(v) The states in the right well still equilibrate likewise as away from the avoided crossing,

but with respectively increased weights due to probability conservation, see Fig. 5.2(c).

In conclusion, this reasoning explains the dominant occupation of state 1 around A0 and

hence the localization of ρ(x) in the right potential well, observed in Fig. 5.1(c).

A minimal example, where one of the partners of the avoided crossing is the ground

state 0 in the left well, is shown in Fig. 5.4. The hybridization partner, state 3, is again not

confined in one of the wells. The above discussion simplifies, since step (iv) is eliminated

and essentially just three states are involved. For this example the non-diagonal density

element ρ̄03 is presented in Fig. 5.5. According to the presumptions of the approximate rate

equations at the avoided crossing, this is given by ρ̄03 = (2d+ i~Γ/∆) (Rac/Γ) · (p̄0 − p̄3)

(compare Eq. (3.47)). The real part Reρ̄03 is always zero at A = A0, whereas the imaginary

part Imρ̄03 is finite there and scales with Rac(A0) · (p̄0(A0) − p̄3(A0)) ∼ γ2. Figure 5.5

demonstrates the excellent agreement between this approximation at the avoided crossing

(dotted line) and the solutions of Eqs. (3.26) (solid line).

5.1.3 Switching efficiency and parameter study

What are the optimal parameters for this switching effect? To measure the switching effi-

ciency we consider the probability in the right potential well

Pr(A) =

∫ ∞

0

dx ρ(x) . (5.5)
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Figure 5.4: (a) Quasienergy
spectrum for the ten lowest Flo-
quet states vs. driving amplitude
A and magnification of the avoided
crossing at A = A0 (solid lines)
with ∆ = |ε0(A0) − ε3(A0)| ≈
3.57·10−6, the quasienergies corre-
sponding to diabatic states 0 and
3 (dashed lines), and eigenenergies
of the undriven potential (inset).
(b) Asymptotic occupations p̄i in
the diabatic basis (solid lines) and
their approximation based on the
effective rate Rac, Eqs. (3.45) and
(3.43) (dotted lines). (c) same as
(b) with logarithmic axis for p̄i.
The parameters are µ = 0.08, ~ =
0.1, ω = 0.8165, β = 60, γ = 10−4,
and ωc/ω = 100.

This quantity is shown in Fig. 5.6(a). Figures 5.6(b) and (c) illustrate the dependence on

the parameters of the heat bath and the coupling for the individual occupations p̄i(A0) at

A = A0 and the resulting value of Pr(A0).

A. Coupling strength Γ

Firstly, Figs. 5.6(b1)-(b2) study the influence of the coupling strength Γ specific to the

considered avoided crossing. This composite rate is like all other rates proportional to the

damping constant γ2. If the coupling to the heat bath is larger than the minimal splitting of

the avoided crossing, ~Γ > 100∆, almost no probability is switched to the right well. (Note,

that even for the largest values of ~Γ in Figs. 5.6(b1)-(b2) the assumption of weak coupling

of the Floquet-Markov approach is still fulfilled.) This is due to the fact that in this limit

Rac becomes negligible compared to the other rates and thus the influence of the avoided

crossing vanishes [25]. Qualitatively speaking, the avoided crossing is not resolved by the

heat bath. Together with the smallness of the driving amplitude A this explains that the

occupations p̄i(A0) are roughly comparable to the Boltzmann weights e−βEi, indicated at the

right side of Fig. 5.6(b2).

In contrast, for small coupling ~Γ < ∆ the increased influence of Rac leads to a reduced

occupation imbalance p̄2− p̄7 of states 2 and 7 and eventually, by Arguments (iv)-(v), causes

a high value of Pr(A0). In the limit ~Γ/∆ → 0 the effective rate diverges in the center of

the avoided crossing, Rac(A0) = ∆2
~
−2Γ−1 ∼ γ−2, whereas the other rates grow smaller and
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Figure 5.5: Real and imaginary part of the non-diagonal density matrix elements ρ̄03 vs.
A. The solid line represents the corresponding part of the solution vector of Eq. (3.26),
subsequently transformed to the diabatic basis via the transformation (3.42). The dotted
line represents the approximation (3.47) based on the effective rate Rac. See Fig. 5.4 for
parameters.

smaller, R̄ik ∼ γ2. To fulfill the set of equations (3.45) for all values of γ, the occupation

imbalance p̄2 − p̄7 has to approach zero in this limit, scaling proportional to γ4, as is seen

e.g. from the equation for i = 2:

0 = (p̄2 − p̄7)R
ac
0 + p̄2

∑

k 6=7

R̄2k −
∑

k 6=7

p̄kR̄k2 . (5.6)

The occupations p̄i(A0) are then independent of ~Γ/∆ and consequently also Pr(A0). Note,

that the γ-independent occupations are identical to the solutions of the reduced rate equa-

tions (3.30). The latter is applicable here, since the limit ~Γ/∆ ≪ 1 is achieved by assuming

a small value of the coupling constant γ, whereas the spacing ∆ is fixed for the chosen

avoided crossing.

B. Temperature 1/β

Figures 5.6(c1)-(c2) show the influence of the temperature 1/β on the p̄i(A0) and on Pr(A0).

The values of β can be related to the level spacing E1 − E0 of the undriven system. At

high temperatures, 1/β ≫ E1 − E0, the Floquet states are almost equally occupied, both

away from the avoided crossing as well as at its center, resulting in Pr(A0) ≈ 0.5. For

temperatures 1/β < E1 − E0 the probability in the right well becomes dominant, while, of

course, it vanishes in the undriven case A = 0. At these low temperatures, states 0 and

1 have a large occupation imbalance at A ≪ A0. Only thereby the avoided crossing can

induce a macroscopically relevant change of occupations and thus entail a maximum value

of Pr(A0). For even lower temperatures, however, Pr(A0) drops to zero. The occupation

equality p̄2 ≃ p̄7 at A = A0 originates here from an increase of p̄7 towards p̄2, in contrast to

the decrease of p̄2 towards p̄7 observed in Fig. 5.2(c2). By Argument (iv), also p̄0 remains
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therefore constant together with p̄2 and switching does not take place. The origin of this low-

temperature dependence lies in the normalization, which imposes an additional boundary

condition. At very low temperatures a massive decline of p̄0 and p̄2 is no longer compensable

by an increase of the tiny occupations of other states, if at the same time the relative

occupations, determined by the temperature and the arguments (i)-(v), are to be satisfied.

This dependence at very low temperatures is traceable with a simplified, analytically solvable

rate model, which we introduce in Section 5.4.
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Figure 5.6: (a) Total probability in the right well Pr vs. driving amplitude A. (b1)
Peak height Pr(A0) of total probability in the right well at A = A0 vs. effective coupling
strength ~Γ/∆ and (b2) corresponding occupations p̄i(A0) in the diabatic basis with
highlighted values of p̄0 = p0 (blue), p̄1 = p1 (red), p̄2 (orange), and p̄7 (green). The
same quantities are shown in (c1)-(c2) vs. the temperature 1/β. Diamonds indicate the
parameters of Fig. 5.2. The bars at the right side of (b2) indicate the Boltzmann weights
e−βEi of the seven lowest eigenstates in the undriven system. The dashed line in (c1)
represents Pr(A = 0), the probability in the right well without driving. The dotted line
at 1/β = E1 − E0 indicates the transition between the high and the low-temperature
regimes.

C. Correlation time 1/ωc

For the parameters of Fig. 5.4 the dependence on the coupling strength Γ and on the tem-

perature 1/β is presented in Figs. 5.7(a) and (b). The characteristics are widely similar,

but Pr(A0) does not drop to zero for 1/β → 0, i.e. the switching is maintained even for low

temperatures. In addition, we allow for a variation of the spectral cut-off parameter ωc of

the heat bath, which is considered in column (c). The behavior of Pr(A0) on a varying cor-
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relation time τc, which we approximate as 1/ωc, is similar to that for varying temperature.

A strong influence of ωc is detected only for τc & 1/ω. Such high values of τc, being of the

order of the driving period 2π/ω, may not necessarily be compatible with the assumptions

underlying the Floquet-Markov master equation. In the present case, we have checked that

the Born-Markov criterion of Eq. (3.10) is still fulfilled, as well as the alternative condition

of Eq. (B.51). Notwithstanding the questionableness of the small ωc-values in Figs. 5.7(c1)-

(c3), these shed some light on the sensitivity to the structure of the heat bath: although the

rate equations assume a huge heat bath with a quasi-continuous spectral density, the crude

limitation of spectral modes to values smaller than ωc mimics a finite heat bath, or even a

structured heat bath with only few bath modes. As Fig. 5.7(c3) indicates, all Floquet states

tend to have similar occupations in the limit ωc ≪ ω.

An additional surprising phenomenon is observed in Figs. 5.2(b)-(c) and in Figs. 5.4(b)-(c):

the influence of the avoided crossing on the occupations occurs within a significantly broader

range of the driving amplitude A compared to the width of the avoided crossing. For example,

with the parameters of Fig. 5.4 the full width at half maximum fwhm(Pr) of Pr(A) is a factor

of 5 larger than the width of the avoided crossing ∆ac = 2∆/(σ3−σ0), and for the parameters

of Fig. 5.2 even a factor of 30 larger. The occupations are sensitive to the rate Rac, if its

magnitude is larger than or comparable to other significant rates R̄ik in Eq. (3.45). Since

these rates vary over many orders of magnitude, see Fig. 5.3, this criterion may be fulfilled

even beyond the avoided crossing, |A− A0| > ∆ac/2. This gives qualitative insight into the

enlarged parameter range of influence of the avoided crossing as observed in fwhm(Pr). For

an implementation of the switching mechanism this feature is desirable, as it reduces the

necessary parameter resolution. The second row of Fig. 5.7 shows the dependence of the

width of fwhm(Pr) on the parameters. The increase of fwhm(Pr) at enhanced correlation

time 1/ωc is particularly large, but is accompanied by a decrease of the switching efficiency

Pr(A0).

For a clear presentation we have chosen examples in the limit of a small driving amplitude

A, where the Floquet states are not very different from the eigenstates of the undriven system.

In this case an avoided crossing requires near-resonant driving, E7−E2 ≈ 3~ω in Fig. 5.2 and

E3−E0 ≈ 3~ω in Fig. 5.4. This is not an exclusion criterion: we have observed switching also

in the case of strong driving, supporting the generality of the proposed switching mechanism.

However, at strong driving A ≥ µ the regular islands, which originate from the presence of the

potential wells, are dissolved and their regular states do not exist any more. As the chaotic

states tend to carry occupations of similar size, any change of occupations between them

will be hardly detectable. Besides, the chaotic states are macroscopically not distinguishable.

In that sense, only the switching between the regular states of different regular islands is

desirable.
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Figure 5.7: (a1) Peak height Pr(A0) of total probability in the right well at A = A0

and (a2) full width at half maximum fwhm(Pr) of Pr(A) vs. effective coupling strength
~Γ/∆. (a3) Occupations p̄i(A0) in the diabatic basis with highlighted values of p̄0 = p0

(blue), p̄1 = p1 (red), and p̄3 (green). The same quantities are shown in (b1)-(b3) vs.
the temperature 1/β and in (c1)-(c3) vs. the spectral cut-off parameter ω/ωc. Diamonds
indicate the parameters of Fig. 5.4. The dashed line in (b1) represents the probability in
the right well without driving, Pr(A = 0). The dotted line at 1/β = E1 − E0 indicates
the transition between the high and the low-temperature regimes.

We now briefly discuss possible advantages of the switching mechanism in applications:

(i) If one uses a laser for the periodic driving, the amplitude dependence of the switching

mechanism and the beam profile allow switching at a 3D spatially localized position with a

resolution smaller than the focus width. (ii) In situations where a theoretical modeling of

the system, e.g. a complex molecule, is not achievable and no other switching mechanism is

known, the generic appearance of avoided crossings in periodically driven systems suggests

the existence of driving parameters for the desired switching.

5.1.4 Displaced signatures of avoided crossings

As the studies of the previous sections demonstrate, the Floquet occupations pi in the vicinity

of an avoided crossing are very sensitive to the values of the involved quasienergies εa,b,

especially the minimal spacing ∆ and the asymptotic slopes σ1,2 of the quasienergies. That

is why any modifications of the spectrum may lead to severe changes of the pi. A candidate
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for such spectral modifications would be e.g. a disturbed time-periodicity, as resulting from

the finite duration of the driving or from a pulse-shaped driving. A different, inevitable

cause of spectral renormalizations are the Lamb shifts, that arise from the back action of

the bath on the system energies, see Section 3.3.

We have modified the Floquet-Markov master equation to a form that includes the Lamb

shift contributions. The rate equation (3.49) for its asymptotic solutions pLSi is formally

identical to the original rate equation (3.26) neglecting the Lamb shifts. In contrast, however,

the rates Rlj;ki have to be replaced by the modified rates R̂lj;ki, which we introduce in

Appendix C.

In Fig. 5.8 we study the influence of the Lamb shifts on the density matrix in the double

well with an avoided crossing between states 0 and 2, similar to the minimal example of

Fig. 5.4. Firstly, the first row shows the diabatic occupations. The solid lines represent the

solutions p̄LSi of the modified rate equations (3.49), properly transformed into the diabatic

representation of states 0 and 2. The three subfigures compare the p̄LSi for three different

values of the coupling strength γ. Each of them is sufficiently small to guarantee ~Γ/∆ < 1,

such that the occupation transfer at the avoided crossing takes place at all. Besides, each

of the subfigures compares with the original occupations p̄i (dash-dotted lines), which are

based on the solution of Eq. (3.26), where no Lamb shifts are taken into account.

As a most remarkable result we observe that the Lamb shifts displace the influence range

of the avoided crossing in parameter space away from its actual position A0. In particular,

the value of A, where the occupation imbalance |p̄0 − p̄2| is minimal as a signature of the

maximum change of occupations, differs strongly from A0 in Figs. 5.4(b) and (c). The

distance to A0 increases proportional to γ2.

How can an avoided crossing influence the Floquet occupations at a parameter value far

away from its actual position? The answer is yet again given by the system of effective

rate equations at the avoided crossing, with the additional rate Rac. In contrast to the

approach of Section 3.2 leading to the definition (3.43) of Rac, we have to take into account

the Lamb shifts in the derivation of Rac. This is done in Appendix E and leads to the

modified definition (3.53) of Rac,

Rac =
Γ

(~Γ/∆)2 + (2d− ~Σ/∆)2 . (5.7)

It differs from Def. (3.43) by the contribution of Σ, an effective rate, which is defined similarly

to Γ, see Eq. (E.7). This quantity shifts the maximum value of Rac away from A = A0 to

the remote value

A∗
0 = A0 +

d∗∆

σ1 − σ2

= A0 +
~Σ

2(σ1 − σ2)
. (5.8)

We have recorded this parameter value in Figs. 5.8(b) and (c), where it is in excellent

agreement with the position of minimal occupation imbalance p̄0 − p̄2.
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Apart from the modified definition of Rac, the form (3.45) of the approximate rate equa-

tions is unchanged, compare Eq. (3.52). The dotted lines in Fig. 5.4 represent its solutions

and are in good agreement with the p̄LSi . Note, that the small bumps observed at A0 in

Figs. 5.8(b) and (c) occur due to the transformation from the adiabatic to the diabatic ba-

sis, which is determined by the locally linear model (3.33) of Section 3.2. Since Eq. (3.52)

is already represented in the diabatic basis, these deviations are seen in its entire solution

vector (dotted lines), whereas in the solutions of Eq. (3.49) they are only present in the two

occupations p̄LS0 (blue) and p̄LS2 (green), which are transformed from the adiabatic occupa-

tions at the avoided crossing.
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Figure 5.8: Asymptotic occupations p̄LSi (solid lines) vs. A under the influence of an
increasing effective coupling strength ~Γ/∆ = 4.72·10−3 (a), 3.02·10−1 (b), and 7.98·10−1

(c). The p̄LSi are compared to the occupations p̄i (dash-dotted lines) neglecting the Lamb
shift. Besides, the dotted lines indicate the approximation based on the effective rate Rac,
Eq. (5.7). All occupations are represented in the diabatic basis. The second and third
row show the real and imaginary part of the non-diagonal density matrix elements ρ̄LS02

(solid lines) and ρ̄02 (dash-dotted lines) in the diabatic basis, as well as their respective
approximations based on the effective rate Rac (dotted lines). The other parameters are
µ = 0.09, ~ = 0.13, ω = 10.16/13, β = 70, and ωc/ω = 100.
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5.2 General occupation characteristics at avoided crossings

This section continues the study of Floquet occupations under the influence of avoided

crossings. In contrast to the previous section, it focusses on the semiclassical regime that

has been under consideration in Chapter 4. We consider the quantum kicked rotor with

a kick strength κ ≈ 2.9, very close to the parameter realization in Fig. 4.2. Figure 5.9(a)

shows the Floquet occupations pi vs. the mean energies 〈Ei〉τ for two different values of the

kick strength κ. The difference of these κ-values is sufficiently small, such that the classical

phase space and almost all regular states vary only marginally. For two of the regular

Floquet states, which we denote a and b, this is however not the case, as they undergo under

variation of κ an avoided crossing centered at κ0 ≈ 2.857. The avoided crossing is shown

in the magnification of the Floquet spectrum in Fig. 5.10(a). In contrast to the hybridizing

states a and b, the corresponding diabatic states change only slightly throughout the avoided

crossing and are identical to the semiclassical modes with the quantum numbers m1 = 5 and

m2 = 15.

The avoided crossing strongly influences the Floquet occupations, and most prominently

the regular occupations: firstly, away from the avoided crossing at κ1 ≪ κ0 (black dots in

Fig. 5.9(a)), the regular occupations monotonously decrease with 〈Ei〉τ , similar as in Fig. 4.2.

When approaching the center of the avoided crossing, κ3 ≈ κ0 (red dots), the occupations pi

are locally disturbed. The gradual transition of the occupation characteristics from κ1 ≪ κ0

to κ3 ≈ κ0 is illustrated in further detail in the sequence of subfigures of Fig. 5.10(c), showing

pi vs. 〈Ei〉τ for κ1, κ3, and three further values of κ in the vicinity of the avoided crossing.

For a better comparison, the data points from the first subfigure referring to κ1 are repeated

in each of the subsequent figures (gray points).

The hybridization of the states a and b near κ3 results in an adjustment of their mean

energies 〈Ea〉τ and 〈Eb〉τ , illustrated in Fig. 5.10(b), as well as of their occupations pa and

pb. In Fig. 5.9(a) the data points of the states a and b at κ3 (marked as ‘ac’) are therefore

found indistinguishable on top of each other. Beyond that, also the occupations pm of all

regular states with quantum numbers m from the interval [m1, m2] change severely. More

specifically, they tend to the value of occupation pa ≈ pb of the hybridized states. In contrast,

their mean energies 〈Em〉τ do not change notably under the tiny κ-variation, like those of

the diabatic states m1 and m2. The relative occupations pm/pn among the regular states

with quantum numbers outside the range [m1, m2] are also not affected. Only the absolute

values of their occupations pm are shifted as a compelling consequence of the normalization
∑

i pi = 1. The latter is also the origin of a shift of the chaotic occupation plateau.

These observations are in line with the massive influence of an avoided crossing observed

in the previous section for a driven bistable potential. In the present example, however, ~ is

far smaller than in the examples of Section 5.1 and in particular supports more regular states.

Thereby it is clearer to see, how the character of the set of Floquet occupations changes as a
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Figure 5.9: (a) Floquet occupations pi vs.
mean energies 〈Ei〉τ for two different values
of κ, namely κ1 = 2.856350 (black) and
κ3 = 2.857175 (red) close to the center of the
avoided crossing between the states m1 = 5
and m2 = 15. The insets show Husimi rep-
resentations of the states m1 and m2 at κ1

and of a corresponding hybridized state at κ3.
(b) Occupations p̄m of the regular states vs.
regular energies Ereg

m at κ3 and comparison to
the analytical solution (5.13) of the rate model
with Rm,m+1/R0,1 = (m+ 1) (solid gray line)
and with Rm,m+1/R0,1 ≡ 1 (dashed gray line),
respectively. The effective rate Rac between
the states m1 and m2 is indicated. Note, that
p̄m1 and p̄m2 are represented in the diabatic
basis by means of the transformation (3.42),
in contrast to the Floquet occupations pi in
(a). The parameters are h = 1/210, β = 100,
and ωc/ω = 100.
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whole in the presence of the avoided crossing. The interpretation of the observed phenomenon

is very similar in both cases and is again made intuitive by the use of the approximate rate

equations (3.45). In the examples of Figs. 5.9 and 5.10 the occupations pi are the solutions

of the reduced rate equations (3.30), where the non-diagonal elements ρij are neglected. For

this to hold, all rates are required to be small compared to all quasienergy spacings, and in

particular ~Γ < ∆ is assumed. That is why, according to the discussion in Section 3.2, the

additional rate Rac exceeds all the other rates at κ0 and so generates the balanced population

between the diabatic states, p̄m1 ≃ p̄m2 . Likewise, the non-monotonous behavior of the

occupations of regular states from the interval [m1, m2], as well as the unchanged relative

occupations outside of this interval, can be qualitatively explained by similar arguments as

those in Section 5.1.2. A quantitative account is however intricate, but it is possible to model

the observed behavior by a simplified and analytically solvable rate model. This is done in

Section 5.4.

Apart from avoided crossings between two regular states m1 and m2, avoided crossings

between a regular state m1 on the one hand and a chaotic state on the other hand are

found in the Floquet spectrum. An example for the resulting Floquet occupations is shown

in Fig. 5.11(a), again for κ ≈ 2.857 and with m1 = 10. Again, the occupations far away

from the avoided crossing (black dots) are compared to those close to its center (red dots).
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Figure 5.10: (a) Extract from the quasienergy spectrum ε′i vs. kick strength κ in the
interval [2.85635, 2.85800] and magnification of the avoided crossing of the regular states
m1 = 5 and m2 = 15. The ε′i are renormalized to eliminate the huge slope difference
between ε̄5 and ε̄15, ε

′
i = εi − (κ − κ0) · (σ5 + σ15)/2. (b) Mean energies 〈Ei〉τ of the 21

lowest regular states. (c) Floquet occupations pi vs. 〈Ei〉τ for a sequence of five κ-values
indicated in (a) and (b). For each of the subfigures the Husimi functions of the adiabatic
states a and b are represented within the phase-space area [0.2, 0.8] × [−0.3, 0.3].

In the latter case, the occupation of the regular state m1 is forced down to the chaotic

occupation level. At the same time, the occupations pm of the entire subset of regular states

m > m1 changes in a nontrivial way, but similarly as in the example of Fig. 5.9(a) and can

be quantitatively explained with the model proposed in Section 5.4.

We emphasize that the remarkable influence of an avoided level crossing on the entire set

of Floquet occupations is bounded to the non-equilibrium character of the driven system.

In a time-independent system on the contrary, an avoided crossing entails only a local shift

in the occupations of the two involved states and leaves the Boltzmann-distribution of the

entire set of occupations unchanged.
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Figure 5.11: Floquet occupations in pres-
ence of an avoided crossing between the reg-
ular state m1 = 10 and a chaotic state in
analogy to Fig. 5.9. Here, κ assumes the val-
ues 2.856400 (black) and 2.856897 (red) close
to the center of the avoided crossing. Note
in (b), that we have simulated the avoided
crossing of m1 with a chaotic state in the rate
model (5.13) by an avoided crossing between
m1 and m = 22, the last regular state. The
parameters are h = 1/210, β = 100, and
ωc/ω = 100.
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5.3 Switching between independent islands

The previous section shed further light on the switching effect of Section 5.1. We want to

explain this relation with the series of subfigures in Fig. 5.12, showing the Floquet occupa-

tions pi vs. the mean energies 〈Ei〉τ for three different driving amplitudes A of the double

well potential, starting with A = 0 in Fig. 5.12(a). The corresponding classical phase space,

where the motion in the two wells is separated by a separatrix, is shown as an inset. The

effective Planck constant ~ = 0.025 is sufficiently small to support several states in either

of the regular regions left and right of the separatrix. Of course, at A = 0 the Boltzmann

distribution determines the occupations, which depend solely on their energy but not on

their localization in the different wells. For A > 0 a small chaotic layer emerges between the

islands corresponding to the two wells of the potential, see the insets in Figs. 5.12(b)-(c).

Still, there are several regular states in both islands, states 0,2,4, and 6 in the left and states

1,3,5, and 7 in the right island. Figures 5.12(b)-(c) show that the regular states of the differ-

ent regular islands form separate branches in the pi−〈Ei〉τ representation, with a separation

that increases over orders of magnitude, when A approaches the value A ≈ 0.0292432 in (c).

The explanation is similar to the arguments of Section 5.1.2 and is sketched in the follow-

ing paragraphs. The spatial overlap between the states of different islands is exponentially

small and hence also the inter-island rates are negligible in comparison to the intra-island
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Figure 5.12: Floquet occupations pi vs. mean energies 〈Ei〉τ of the driven double well
potential (5.1) for the driving amplitudes (a)A = 0, (b)A = 0.029, and (c) A = 0.0292432.
The insets show the corresponding stroboscopic Poincaré-sections. The other parameters
are µ = 0.02, 1/ω = 0.900995, ~ = 0.025, β = 140, and ωc/ω = 100.

rates, especially those between neighboring states in the same island. The equilibration pro-

cess, whose asymptotic state is described by the rate balance (3.26), therefore takes place

almost independently in the two islands. An interaction between the independent occupation

branches is only indirectly mediated via the weak rates between the the outermost regular

states and the chaotic states. As these rates depend sensitively on the parameters and as

they are different in the two islands, separate occupation branches are generated.

If a regular state in one of the islands undergoes an avoided crossing, e.g. with a chaotic

state, the dominating rate Rac induces occupation equality of the two involved states. The

values of A in Figs. 5.12(b)-(c) are not arbitrary, but lie in the vicinity of the avoided

crossing between state 4 in the left well and the delocalized state 11 with 〈Ē11〉 > 0. Upon

approach to the avoided crossing, p̄4 is shifted down to the value of p̄11. Since its relative

occupation p̄4/pn to the other regular states n = 0 and 2 in the left island remains the same

due to the approximate detailed balance there, the entire left occupation branch decreases

together with p̄4. This explains, why the separation to the right occupation branch grows

significantly. Eventually, the states in the right island hold the dominant occupations. By

these arguments it is clear that the largest probability transfer is achieved, if the avoided

crossing is between a chaotic state and the ground state 0, instead of state 4. However, the

parameter range supporting such an avoided crossing is generally very small in contrast to

the outer regular states. The reason is the exponentially decreasing spatial overlap of the

regular states in the chaotic region.

From the discussed example we can conclude, that the application of the bath-induced

switching is not restricted to the driven double well system (5.1). Any system with indepen-

dent, i.e. not dynamically connected islands, is capable of this mechanism upon variation of

a parameter, provided that these islands host regular states. A counterexample are Floquet

states, which have comparably high overlap with both islands, e.g. as a consequence of strong

dynamical tunneling or as in the case of the resonance states in Section 4.3.2.
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5.4 Analytical model for the signatures of avoided crossings

To account for the local modifications of the occupations pm, which are entailed by an avoided

crossing, we apply a simplified, analytically solvable model for the rate equations (3.45). It

is based on the nearest-neighbor rate model in Ref. [25]. We restrict it to the chain of Nreg

regular states and, at first in absence of an avoided crossing, assume that each of them is

coupled only to its directly neighboring states. Under this circumstance detailed balance is

fulfilled. The primary parameter of the model is the rate ratio of the first two states, g :=

R0,1/R1,0 = eβeffE
reg
0,1 . We approximate the rate ratio Rm,m+1/Rm+1,m as independent of m,

i.e. Rm,m+1/Rm+1,m ≡ g for all m, and from that obtain the solution pm = p0g
m = 1−g

1−gNreg g
m

of Eq. (3.45). The approximation is especially suited for regular islands with a constant

winding number νm and, thereby, also nearly m-independent Ereg
m,m+1 in Eq. (4.37).

The rates themselves however differ from state to state. In contrast to Ref. [25], where

Rm,m+1/R0,1 is presumed as constant, we make use of the approximation

Rm,m+1

R0,1
= m+ 1 . (5.9)

This relation holds exactly for the regular states of a harmonic oscillator-like island with

constant winding number and elliptic tori. Their coupling-matrix elements have the property

xm,m+1/x0,1 =
√
m+ 1, which has already been shown in Section 4.2.2 with the help of the

associated algebra of creation and annihilation operators. Beyond the application to elliptic

islands of constant winding number we presume relation (5.9) for arbitrary islands, which

seems to be in general a good approximation.

To account for an avoided crossing between the states m1 and m2, the model introduces

as the second free parameter the additional rate Rac to the direct rates Rm1,m2 and Rm2,m1 .

By that, the flux

Fm,m−1 := pmRm,m−1 − pm−1Rm−1,m (5.10)

is rendered non-zero for all m1 < m ≤ m2. The rate equations (3.45) translate to the flux

equations

0 = F1,0

0 = Fm+1,m − Fm,m−1 m6=0,m1,m2

(pm1 − pm2)R
ac = Fm1+1,m1 − Fm1,m1−1

− (pm1 − pm2)R
ac = Fm2+1,m2 − Fm2,m2−1

(5.11)

which have the solution Fm,m−1 = F with

F := (pm1 − pm2)R
ac (5.12)
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for m1 < m ≤ m2, and Fm,m−1 = 0 otherwise. The occupations assume the values

pm =







p0 gm m≤m1

pm1

[

(1 − gm2−m1) rm
1+rm2

+ gm−m1

]

m1<m≤m2

pm2g
m−m2 m2≤m

(5.13)

with

rm := Rac

m−m1∑

k=1

gm−m1−k

Rm1+k,m1+k−1
. (5.14)

For Rac ≫ R1,0 the parameter rm2 diverges and pm2/pm1 = (1 − gm2−m1)
rm2

1+rm2
+ gm2−m1

then approaches 1.

Note, that the model solution (5.13) relies on the nearest-neighbor coupling and on the

m-independence of Rm,m+1/Rm+1,m, whereas Rm,m+1/R0,1 is still unspecified therein. The

latter only comes into play in the evaluation of the rm. With the assumption (5.9) these

adopt the values rm = Rac

R1,0

∑m−m1

k=1
gm−m1−k

m1+k
. With the further simplified assumption of

entirely m-independent rates, as in Ref. [25],

Rm,m+1

R0,1
= 1 , (5.15)

these are rm = Rac

R1,0

∑m−m1

k=1 gm−m1−k = Rac

R1,0

1−gm−m1

1−g leading to a solution with the occupa-

tions pm = pm1

rm2+gm−m1

rm2+1
of the states m1 < m ≤ m2. In this simplified model, even all

occupations of the states m1 < m ≤ m2 assume degenerate values in the limit Rac ≫ R1,0.

Figure 5.13 shows the analytical solutions (5.13) on the basis of both assumptions (5.9)

(filled dots and solid lines) and (5.15) (open circles and dotted lines) for a series of values

Rac/R1,0. It indicates that Rac can lead to notable deviations from the exponential scaling

of the pm already for small values of Rac/R1,0 ≪ 1. With increasing values of Rac/R1,0 the

gradual formation of a plateau-like pattern of the occupations pm with m1 ≤ m ≤ m2 is

observed. An accompanying shift of the entire set of occupations ensures the normalization.

The size of this shift depends firstly on the size of g and secondly on the separation m2 −m1

of the states involved in the avoided crossing.

In Figs. 5.9(b) and 5.11(b) we apply the analytical model to the respective subsets of regu-

lar states and compare its solution (5.13) for the assumptions (5.9) (solid gray line) and (5.15)

(dashed gray line) to the occupations p̄m from the solution of the rate equations (3.30). In

both figures the kick strength κ is close to the center of an avoided crossing. The regular

energies Ereg are not well defined for the hybridizing states of the avoided crossing, but well-

defined for the respective diabatic states m1 and m2. That is why the occupations in these

subfigures are represented in the diabatic basis by means of the transformation (3.42). The

comparison indicates that the analytical model succeeds to reconstruct the local disturbance
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Figure 5.13: Analytical solutions of the rate model for Nreg = 20 states. The nearest-
neighbor rates Rm,m+1 scale according to Eqs. (5.9) (solid line and filled symbols)
and (5.15) (dotted line and open symbols). Without an avoided crossing, Rac = 0, both
yield the same exponential scaling (gray line). An avoided crossing between the states
m1 = 3 and m2 = 17 is modelled by the rate Rac, with the values Rac/R1,0 = 0.001, 0.1,
10, and the limit Rac/R1,0 → ∞. The parameters R1,0 = 1 and g = 0.5 are fixed.

of the exponential scaling for the states m1 < m < m2. In particular the model solutions

based on the assumption (5.9) agrees accurately with the numerical solutions.

In the example of Fig. 5.11(b) the analytical model is not perfectly adapted, since it does

not account for chaotic states. As a way out, we have applied the model as if the avoided

crossing were between the regular states m1 = 10 and the outermost regular state, m = 22.

Note also, that in both presented examples Rac is indeed the dominant rate, where the

approximate rate equations (3.45) are in excellent agreement with the rate equations (3.30).

In a case, where Rac is no longer the largest rate, the solutions of Eqs. (3.45) and (3.30) may

differ noticeably, and by construction the analytical model based on the assumption (3.45)

yields better agreement.

To summarize, the present chapter has given diverse examples for the signatures of avoided

crossings in the asymptotic state of a time-periodic quantum system coupled to a heat

bath. Avoided crossings as inherently quantum properties lead to new phenomena in the

distribution of the Floquet occupations, going beyond the characterizations in Chapter 4,

which are based on the semiclassical character of the Floquet states. Still, these features can

be explained and quantified by a set of approximate rate equations with an effective rate

Rac, and are accessible by analytically solvable models. Their presence can be exploited for

the proposed switching mechanism, which is most impressively demonstrated in a weakly

driven double well potential, but is also applicable in a broader context.



6 Summary and outlook

A core question of statistical mechanics is the characterization of the asymptotic state ap-

proached by a quantum system, when it interacts with a thermal reservoir. In the familiar

equilibrium thermodynamics of time-independent systems in the weak-coupling limit it is

answered by the canonical distribution, where the eigenstates of the isolated quantum sys-

tem are occupied with the statistical weights pi ∼ e−βEi . In non-equilibrium situations,

where external fields permanently pump energy into the system and prevent its relaxation

to equilibrium, this is in general an intricate question, that cannot be answered by deduction

from the time-independent case.

A special situation is present in a non-equilibrium steady state, where the statistical phys-

ical parameters that describe the system on macroscopic scales are constant in time, despite

the fact that the system is not in thermal equilibrium. This constancy in time is no longer

guaranteed in quantum systems driven by a time-periodic field. Here the asymptotic state

ρ under a weak coupling to the thermal reservoir becomes time-periodic. Such systems are

the object of investigation of this thesis. The asymptotic state is studied in terms of the

Floquet occupations pi = ρii, i.e. the statistical weights which the Floquet states acquire

asymptotically. They are evaluated from the rate equations (3.26) with time-independent

rates Rlj;ki, describing probability flows between the individual Floquet states and decoher-

ence processes. The obtained occupations of the Floquet states can be classified according

to their semiclassical character. This is demonstrated for several types of time-periodic sys-

tems, which feature the characteristic mixed phase space of non-integrable systems with

coexistent regular and chaotic dynamics. The occupations of the chaotic Floquet states fluc-

tuate weakly around a mean value p̄ch. The regular Floquet states on the contrary acquire

probabilities that are roughly exponentially distributed.

In contrast to previous studies of a driven particle in a box [23], where the regular states

carry occupations close to the Boltzmann weights, we observe that in general the regular

occupations can considerably deviate from the Boltzmann result. This observation is possible

as we focus on time-periodic systems where the classical phase space and the Floquet states

are strongly perturbed compared to the originally time-independent system. This is in

particular true for the kicked systems under consideration. In many cases the distribution

of the regular occupations can still be well approximated by weights of the Boltzmann type,

pm ∼ e−βeffE
reg
m , depending on the regular energies Ereg

m . The effective temperature 1/βeff is

evaluated as a function of the winding number in the regular island. Of course, as the driven

system is not in an equilibrium state, this temperature might not be directly comparable to

the true temperature 1/β of the heat bath. The proper definition of such a non-equilibrium

temperature is a subtle problem [106–108], and the critical question for future investigations

is, whether the quantity βeff is accessible by a measurement. As we are not aware of any

counterarguments at the present stage, we claim that this is indeed the case. Besides,
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as detailed balance can be only approximately fulfilled in driven systems, the quantitative

predictive power of the established Boltzmann-type distribution for the regular states is

of course not comparable to time-independent systems. In particular for the continuously

driven systems other approximation techniques have to be developed in future work.

For the chaotic states we report for h → 0 a decreasing relative width σch/p̄ch of the

occupation distribution, with a power-law scaling that hints to universal behavior. If the

chaotic states are dynamically localized in phase space, the distribution of the rates Rik

is broadened, and the chaotic occupation distribution consequently tends to an increasing

width σch for small localization length ξ. Our interpretations about the behavior of the

chaotic occupation distribution are supported by the insight of a random-rate model.

Apart from the regular and chaotic states, other types of Floquet states can be found in

time-periodic systems. We find that the occupation characteristics of such states still reflects

their regular or chaotic nature: beach states, which are very similar to the regular states

and situated close, but outside of the regular island, form a correlated set of occupations,

which is qualitatively comparable to the regular occupations. In contrast, the occupations

of hierarchical states, which have the properties of chaotic states, but live in a restricted

region of the chaotic phase space, are distributed analogously to the chaotic states.

A situation, where such purely classical information is of course no longer sufficient to

account for the observed occupations, is present at avoided crossings, which are ubiquitous

in the quasienergy spectra of Floquet systems. Avoided crossings can give rise to promi-

nent changes in the set of Floquet occupations. As an impressive demonstration we propose

a switching between the wells of an asymmetric double well potential. This new switch-

ing mechanism is intuitively explained by the effective rate equations (3.45) at the avoided

crossing which introduce an additional rate Rac. This rate becomes important once the

characteristic coupling strength Γ at the avoided crossing is small compared to its size ∆,

~Γ < ∆, and might then severely influence the whole set of Floquet occupations. A macro-

scopic probability transfer is facilitated, if in particular the initially dominantly occupied

state is involved in the avoided crossing. However, the switching works even if the Floquet

states involved in the avoided crossing have only small probabilities both in the initial and

in the final state. This is possible, because firstly the equilibration in the two potential wells

takes place almost independently, and secondly detailed balance is approximately fulfilled

in both of them. We emphasize that the remarkable impact of an avoided level crossing

on the entire set of Floquet occupations is a consequence of the non-equilibrium character

of the driven system. In a time-independent system on the contrary, an avoided crossing

entails only a local shift in the occupations of the two involved states and of course leaves the

Boltzmann-distribution of the entire set of occupations unchanged. At the same time, the

new switching mechanism is very different from standard techniques which allow to transfer

a wave packet from one well to the other by resonant or near resonant driving and negligible
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coupling to a heat bath. In those cases a specific initial wave packet has to be prepared

and the driving has to be applied for a specific duration. In contrast, for the here presented

switching the initial state of the system is arbitrary and the duration of the driving is arbi-

trary, if it is only longer than the relaxation time. The presence of the heat bath is essential

for the switching.

In conclusion, with the presented characterizations of the Floquet occupations we demon-

strate that ubiquitous signatures of the classical dynamics are reflected in the asymptotic

density matrix of the open quantum system. In this way it is feasible to draw an intuitive

and coherent picture of the asymptotic state, shedding new light on the statistical mechanics

of time-periodic quantum systems. We claim that the phase-space characterization provides

a generic picture. An accurate and reliable quantitative prediction of the asymptotic state

is difficult, e.g. for a strongly structured phase space. This is not surprising, since the in-

terplay of the time-periodic driving and the dissipation does not only generate interesting

phenomena in the relaxation dynamics, but can also make the asymptotic state susceptible

to the details of the interactions. Besides, the insight gained from the classical phase-space

analysis is a mainly semiclassical perspective, whereas states in the deep quantum regime do

not necessarily adhere to the phase-space classification scheme. On the other hand, we ex-

pect the semiclassical picture to be consistent with the corresponding analysis of the classical

regime. For a verification in future work, the Floquet density matrix has to be transformed

into an appropriate phase-space representation, which has to be compared to the asymp-

totic solution of a Fokker-Planck equation for the classical density. The implementation

of a Fokker-Planck equation for general time-periodic systems is highly nontrivial and still

deserves further studies [109–111].





A The harmonic oscillator heat bath

A.1 Quantum Langevin equation

The damped motion of a Brownian particle in a fluctuating environment is a paradigmatic

model of classical mechanics. The equation of motion is the Langevin equation

ẍ+ ηẋ+ V ′(x) = ξ(t) (A.1)

with a damping force proportional to the velocity ẋ and the damping constant η as pro-

portionality factor, and with the fluctuating force ξ(t). In this section we briefly sketch the

derivation of a quantum version of the Langevin equation, starting from the microscopic

description of the quantum system interacting with the bath of independent harmonic oscil-

lators of Section 3.1. The derivation is based on Refs. [70, 72, 73]. The Hamiltonian of the

composite system

Htot = Hs +Hb +Hsb =
p2

2
+ V (x) +

∑

n

(

p2
n

2mn
+
mnω

2
n

2

(

xn −
cn

mnω2
n

x

)2
)

(A.2)

(Eq. (3.5)) with Hb = p2
n/(2mn) + mnω

2
nx

2
n/2 and Hs = p2/2 + V (x) rules the Heisenberg

equations of motion for the coordinate operators x and xn of the relevant subsystem and the

bath oscillators, respectively,

ẍ+ V ′(x) =
∑

n

cn

(

xn −
cn

mnω2
n

x

)

(A.3)

ẍn + ω2
nxn =

cn
mn

x . (A.4)

The solution of Eq. (A.4) is

xn(t) = x(h)
n (t) +

cn
mnωn

∫ t

t0

dt′ sin(ωn(t− t′)) x(t′) (A.5)

with the solution of the homogeneous part

x(h)
n (t) = xn(t0) cos(ωn(t− t0)) +

pn(t0)

mnωn
sin(ωn(t− t0)) . (A.6)

These solutions xn(t) are inserted into Eq. (A.3),

ẍ+ V ′(x) +
∑

n

c2n
mnω2

n

x =
∑

n

cn

(

xn(t0) cos(ωn(t− t0)) +
pn(t0)

mnωn
sin(ωn(t− t0))

)

+
∑

n

c2n
mnωn

∫ t

t0

dt′ sin(ωn(t− t′))x(t′) , (A.7)
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where one makes use of

∫ t

t0

dt′ sin(ωn(t− t′))x(t′) =
1

ωn
cos(ωn(t− t′))x(t′)

∣
∣
∣
∣

t

t0

− 1

ωn

∫ t

t0

dt′ cos(ωn(t− t′))ẋ(t′) (A.8)

to obtain

ẍ+

∫ t

t0

dt′
∑

n

c2n
mnω2

n

cos(ωn(t− t′))ẋ(t′) + V ′(x) = (A.9)

∑

n

cn

(

xn(t0) cos(ωn(t− t0)) +
pn(t0)

mnωn
sin(ωn(t− t0))

)

−
∑

n

c2n
mnω2

n

cos(ωn(t− t0))x(t0) .

With the definitions

η(t) :=
∑

n

c2n
mnω2

n

cos(ωnt) (A.10)

ξ(t) :=
∑

n

cn

(

xn(t0) cos(ωn(t− t0)) +
pn(t0)

mnωn
sin(ωn(t− t0))

)

(A.11)

the Heisenberg equation of motion for the system coordinate reads

ẍ+

∫ t

t0

dt′ η(t− t′)ẋ(t′) + V ′(x) = ξ(t) − η(t− t0)x(t0) . (A.12)

The second term on the lhs acts as a damping force, whereas the first term on the rhs plays

the role of a fluctuating force.

The damping kernel η(t) can be expressed using the spectral density of the heat bath

J(ω) :=
π

2

∑

n

c2n
mnωn

(

δ(ω − ωn) − δ(ω + ωn)
)

, (A.13)

compare Eq. (3.11), where the contributions of the bath modes are weighted with the indi-

vidual coupling strength. When invoking Def. (A.13), it is cast into the form

η(t) =
1

2

∑

n

c2n
mnωn

(∫ ∞

0

dω
cos(ωt)

ω
δ(ω − ωn) +

∫ 0

−∞
dω

(

−cos(ωt)

ω

)

δ(ω + ωn)

)

=
1

π

∫ ∞

−∞
dω J(ω)

cos(ωt)

ω
=

2

π

∫ ∞

0

dω J(ω)
cos(ωt)

ω
, (A.14)

where the last step uses J(−ω) = −J(ω). In the continuum limit the spectral density is
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treated as a continuous function. With the ansatz

Jo(ω) = ηω (A.15)

the damping kernel becomes

ηo(t) =
η

π

∫ ∞

−∞
dω cos(ωt) =

2η

2π

∫ ∞

−∞
dω

1

2

(
eiωt + e−iωt

)
= 2ηδ(t) (A.16)

and, using
∫ t

t0
dt′ δ(t− t′) = 1/2, the Heisenberg equation of motion finally adopts the form

ẍ+ ηẋ+ V ′(x) = ξ(t) − 2ηδ(t− t0)x(t0) . (A.17)

This quantum Langevin equation is identical to the classical version (A.1), except for the term

2ηδ(t−t0)x(t0), which is relevant only within the initial relaxation step. This correspondence

is the motivation for Assumption (A.15) on the spectral density. In particular it ensures that

the Langevin equation becomes Markovian, i.e. memoryless: the evolution at time t does

not depend on the state x(t′) at times t′ < t, as is still the case in Eq. (A.12) for a general

time-dependent damping kernel η(t).

A.2 Correlation function

Here we want to evaluate the correlation function

G(t− t′) := 〈B̃(t)B̃(t′)〉b = Trb

(

B̃(t)B̃(t′)ρb

)

(A.18)

of the bath coupling operator B =
∑

n cnxn in the interaction term Hsb of the Hamilto-

nian (A.2). Note, that the supplementing term, ∼ x2, in the Hamiltonian (A.2) is diagonal

in the Hilbert space of the heat bath. It serves to remove a coupling induced renormalization

of the system energies and is therefore absorbed in Hs.

The operators in Def. (A.18) are required in the interaction picture, where the unper-

turbed system has the Hamiltonian H0 = Hs +Hb. As this is in contrast to the Heisenberg

picture of the preceding section, it explains that the time-dependent oscillator coordinates

x̃n(t) are here given by the homogeneous part of Eq. (A.6) alone and B̃(t) is hence iden-

tical to ξ(t) defined in Eq. (A.11). Setting t0 = 0 for simplicity and with x̃n(0) ≡ xn and

p̃n(0) ≡ pn the correlation function reads

G(t− t′) = 〈B̃(t)B̃(t′)〉b =

〈
∑

n,m

cncm

(

xn cos(ωnt) +
pn

mnωn
sin(ωnt)

)

(A.19)

·
(

xm cos(ωmt
′) +

pm
mmωm

sin(ωmt
′)

)〉

.
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The individual bosonic correlations at equal time t0 = 0 and with respect to the Hamiltonian

Hb and the equilibrium density ρb ∼ e−βHb of the heat bath are

1

2
mnω

2
n 〈xnxm〉 =

1

2mn
〈pnpm〉 =

~ωn
4

coth

(
~ωn

2kBT

)

δnm and (A.20)

〈xnpm〉 = −〈pmxn〉 =
1

2
i~δnm . (A.21)

They are related to the bosonic occupation number of the bath modes

nβ(ωn) =
(
eβ~ωn − 1

)−1
(A.22)

by the identity coth(β~ωn/2) = 2nβ(ωn) + 1. Besides, the bosonic occupation number has

the property nβ(−ωn) = −(nβ(−ωn)+1). With the individual correlations G(t−t′) becomes

G(t− t′) =
∑

n

c2n

(
~

2mnωn
coth

(
~ωn

2kBT

)(

cos(ωnt) cos(ωnt
′) + sin(ωnt) sin(ωnt

′)
)

+
i~

2mnωn

(

cos(ωnt) sin(ωnt
′) − sin(ωnt) cos(ωnt

′)
))

(A.23)

=
∑

n

~c2n
2mnωn

(

coth

(
~ωn

2kBT

)

cos(ωn(t− t′)) − i sin(ωn(t− t′))

)

(A.24)

=
∑

n

~c2n
2mnωn

(

nβ(ωn)e
iωn(t−t′) − nβ(−ωn)e−iωn(t−t′)

)

(A.25)

=
∑

n

~c2n
2mnωn

(

nβ(ωn)e
iωn(t−t′) + (nβ(ωn) + 1) e−iωn(t−t′)

)

. (A.26)

Now the correlation function of Eq. (A.25) is expressed with the spectral density J(ω),

G(t) =
∑

n

~c2n
2mnωn

(
1

2

∫ ∞

0

dω δ(ω − ωn)
(

nβ(ω)eiωt − nβ(−ω)e−iωt
)

(A.27)

+
1

2

∫ 0

−∞
dω δ(ω + ωn)

(

nβ(−ω)e−iωt − nβ(ω)eiωt
))

=
~

2π

∫ ∞

−∞
dω J(ω)

(

nβ(ω)eiωt − nβ(−ω)e−iωt
)

(A.28)

=
~

2π

∫ ∞

−∞
dω J(ω)

(

nβ(ω)eiωt + (nβ(ω) + 1)e−iωt
)

. (A.29)
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Finally, the Fourier-transformed correlation function reads

g(ω) =
1

2π

∫ ∞

−∞
dt G(t)e−iωt (A.30)

(A.28)
=

~

2π

1

2π

∫ ∞

−∞
dt

∫ ∞

−∞
dω′ J(ω′)

(

nβ(ω
′)ei(ω

′−ω)τ − nβ(−ω′)e−i(ω′+ω)τ
)

(A.31)

=
~

2π

∫ ∞

0

dω′ J(ω′)
(

nβ(ω
′)δ(ω′ − ω) − nβ(−ω′)δ(ω′ + ω)

)

(A.32)

=
~

2π

(

J(ω)nβ(ω) − J(−ω)nβ(ω)
)

=
~

π
J(ω)nβ(ω) , (A.33)

where J(−ω) = −J(ω) has been used in the last line. Correctly scaled to energy-units it is

g(E) :=
1

2π~

∫ ∞

−∞
dtG(t)e−iEt/~ =

g(E/~)

~
=

1

π
J(E/~)nβ(E) . (A.34)

With that, the relation (3.15) between the Fourier-transformed correlation function g(E)

and the spectral density J(ω) of the heat bath is established.



B Derivation of the Floquet-Markov master equation

and its asymptotics

This section recapitulates the derivation of the Floquet-Markov master equation, i.e. the

equation of motion for the reduced density operator ρ(t) in the Born-Markov approximation,

appropriately conditioned to time-periodic systems. For time-independent systems this is

a standard technique, see e.g. [68, 77]. In the context of time-periodic systems the master

equation is completely analogous, but special care has to be taken when considering the

different time scales of the relevant microscopic processes [20–22,25].

B.1 Evolution of the density operator

The microscopic description of an open quantum system in contact with a heat bath is based

on the composite Hamiltonian

Htot(t) = Hs(t) ⊗ 1b +Hsb + 1s ⊗Hb (B.1)

with the Hamiltonian Hs(t) of the system of interest and the Hamiltonian Hb of the heat

bath, where both are in mutual interaction via the coupling term Hsb. The combined degrees

of freedom of system and bath are characterized in terms of the density operator ρtot of the

composite system, whose evolution is ruled by the Liouville-von Neumann equation

i~
∂

∂t
ρtot(t) = [Htot(t), ρtot(t)] . (B.2)

With the objective of a perturbation expansion, where the interaction termHsb is understood

as a weak perturbation of the uncoupled system, H0(t) = Hs(t) + Hb, an evaluation in the

interaction picture is convenient. The unitary transformation

W̃ (t, t0) = U−1
0 (t, t0)W (t) U0(t, t0) , (B.3)

mediated by the propagator

U0(t, t0) = T̂ exp

(

−i

∫ t

t0

dt′H0(t
′)/~

)

(B.4)

of the uncoupled system, transforms an operator W (t) into the interaction picture. We

denote operators in the interaction picture by a tilde and introduce the short-hand nota-

tion W̃ (t) ≡ W̃ (t, 0). The propagator U0(t, t0) is a solution to the Schrödinger equation

i~(∂/∂t)U0(t, t0) = H0(t)U0(t, t0) with the initial condition U0(t0, t0) = 1s ⊗ 1b. In the
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interaction picture the Liouville-von Neumann equation becomes

i~
∂

∂t
ρ̃tot(t, t0) = −

[

H̃0(t, t0), ρ̃tot(t, t0)
]

+ U−1
0 (t, t0) i~

∂

∂t
ρtot(t, t0) U0(t, t0) (B.5)

=
[

H̃sb(t, t0), ρ̃tot(t, t0)
]

. (B.6)

By integration

ρ̃tot(t) ≡ ρ̃tot(t, 0) = ρtot(0) − i

~

∫ t

0

dt′
[

H̃sb(t
′), ρ̃tot(t

′)
]

(B.7)

and reinsertion in Eq. (B.6) the equation of motion becomes

∂

∂t
ρ̃tot(t) = − i

~

[

H̃sb(t), ρtot(0)
]

− 1

~2

∫ t

0

dt′
[

H̃sb(t),
[

H̃sb(t
′), ρ̃tot(t

′)
]]

. (B.8)

While the density operator ρtot(t) contains the statistical information of the composite

system, one is generally only interested in the degrees of freedom of the relevant system,

whose statistical information subsumes in the reduced density operator

ρ(t) := Trb

(

ρtot(t)
)

, (B.9)

where the degrees of freedom in the Hilbert space of the bath are traced out. Since the

propagator U0(t, t0) factorizes,

U0(t, t0) = T̂ exp

(

− i

~

∫ t

t0

dt′Hs(t
′)

)

⊗ e−
i
~
Hb(t−t0) = Us(t, t0) ⊗ Ub(t, t0) , (B.10)

the trace in Def. (B.9) commutes with the unitary transformation (B.3), such that

ρ̃(t, t0) = U−1
0 (t, t0) Trb

(

ρtot(t)
)

U0(t, t0) = U−1
s (t, t0) Trb

(

ρtot(t)
)

Us(t, t0) (B.11)

= Trb

(

U−1
s (t, t0) ρtot(t) Us(t, t0)

)

= Trb

(

U−1
0 (t, t0) ρtot(t) U0(t, t0)

)

(B.12)

= Trb

(

ρ̃tot(t, t0)
)

. (B.13)

The equation of motion for the reduced density operator in the interaction picture ρ̃(t, t0) is

hence obtained from Eq. (B.8) by tracing over the bath degrees of freedom,

∂

∂t
ρ̃(t) = − i

~
Trb

[

H̃sb(t), ρtot(0)
]

− 1

~2

∫ t

0

dt′ Trb

[

H̃sb(t),
[

H̃sb(t
′), ρ̃tot(t

′)
]]

. (B.14)
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B.2 Born-Markov approximation

The equation of motion (B.14) for ρ̃(t, t0), though still exact, is not suitable for integration in

practical applications. It still contains the density operator ρtot(t) of the composite system.

Besides, the integrand on the rhs of the integro-differential equation depends on its solution

at earlier times t′ ≤ t. That is why Eq. (B.14) is often treated in the limit of weak system-

bath interaction, where the effective strength γ of the interaction term Hsb is small compared

to that of H0(t), and a series of approximations are feasible.

With a first assumption, that the interaction Hamiltonian H̃sb(t) in the Hilbert space of

the heat bath is zero on average, Trb

(

H̃sb(t) ρb

)

= 0, the first term on the rhs of Eq. (B.14)

is eliminated. Technically, this can always be achieved by adding Trb (Hsb ρb) to the system

Hamiltonian Hs(t) [77]. Secondly, according to the Feynman-Vernon initial condition [112],

system and heat bath are assumed to be initially uncorrelated,

ρtot(0) = ρ(0) ⊗ ρb . (B.15)

Herein, the reduced density operator of the heat bath ρb is assumed to be of the canonical

form ρb ∼ e−βHb , since the heat bath is understood to be in equilibrium at the temperature

1/β. Despite of the initially uncorrelated state (B.15), correlations between system and bath

may arise during evolution. These, being of the order O(Hsb), are neglected in the course of

the Born approximation

ρ̃tot(t) ≈ ρ̃(t) ⊗ ρb . (B.16)

The factorization (B.16) moreover acts on the assumption that the heat bath due to its

mere dimension and the weak interaction with the system on average remains unaffected

by processes in the system and for all times retains the equilibrium state ρb. By virtue of

the Born approximation, Eq. (B.14) becomes a closed integro-differential equation of second

order in Hsb,
∂

∂t
ρ̃(t) = − 1

~2

∫ t

0

dt′ Trb

[

H̃sb(t),
[

H̃sb(t
′), ρ̃(t′) ⊗ ρb

]]

. (B.17)

The second approximation, the Markov approximation, replaces ρ̃(t′) in Eq. (B.17) by

ρ̃(t) and moreover removes the distinction of the preparation time t = 0. The state ρ̃(t) then

depends no longer on its history, i.e. on ρ̃(t′) at times t′ < t. Qualitatively speaking, the

Markov approximation is reasonable for the premised huge dimension of the reservoir, which

is constantly held in equilibrium: Any minor modifications of the bath stemming from the

weak interaction with the system decay faster than the time between successive interaction

events and information about a previous interaction event can therefore not return to the

system. The appropriateness of the Markov approximation is hence a question whether the

bath correlation time is small compared to the typical time of changes in the system. The

explicit implementation of the Markov approximation requires some care and is sketched in
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the following paragraphs. The resulting equation of motion for ρ(t) is Eq. (B.29).

Firstly, the coupling operator Hsb can be specified to be

Hsb = γA⊗ B (B.18)

with an operator A acting in the Hilbert space of the system and an operator B acting in

the Hilbert space of the heat bath, or, more generally, a sum of such coupling terms. The

coupling parameter γ is a measure for the strength of the interaction. It serves as the small

parameter in the perturbation expansion, leading to the rhs of Eq. (B.17), which is of the

order O(γ2). Equation (B.17) now becomes

∂

∂t
ρ̃(t) = −γ

2

~2

∫ t

0

dt′ Trb

[

Ã(t) ⊗ B̃(t),
[

Ã(t′) ⊗ B̃(t′), ρ̃(t′) ⊗ ρb

]]

(B.19)

= −γ
2

~2

∫ t

0

dt′
(

G(t− t′)
(

Ã(t)Ã(t′)ρ̃(t′) − Ã(t′)ρ̃(t′)Ã(t)
)

+ G(t′ − t)
(

ρ̃(t′)Ã(t′)Ã(t) − Ã(t)ρ̃(t′)Ã(t′)
))

. (B.20)

In the second line the correlation function of the bath coupling operator B

G(t− t′) :=
〈
B̃(t)B̃(t′)

〉

b
= Trb

(

B̃(t)B̃(t′)ρb

)

(B.21)

is defined, which refers to the thermal equilibrium state ρb of the heat bath and whose time-

dependence is generated by the free bath Hamiltonian Hb. Besides, the property G(−t) =

G∗(t) has been used in Eq. (B.20).

To perform the Markov approximation, Eq. (B.20) is retransferred into the Schrödinger

picture via

∂

∂t
ρ(t) = − i

~

[
Hs(t), ρ(t)

]
+ Us(t, 0)

∂

∂t
ρ̃(t, 0) U−1

s (t, 0) . (B.22)

With the help of Us(t, 0) Ã(t, 0)Ã(t′, 0)ρ̃(t′, 0)U−1
s (t, 0) = A(t)Ã(t′, t)ρ̃(t′, t) and three equiv-

alent relations it becomes

∂

∂t
ρ(t) = − i

~

[
Hs(t), ρ(t)

]
(B.23)

−γ
2

~2

∫ t

0

dt′
(

G(t− t′)
(

A(t)Ã(t′, t)ρ̃(t′, t) − Ã(t′, t)ρ̃(t′, t)A(t)
)

+ G(t′ − t)
(

ρ̃(t′, t)Ã(t′, t)A(t) − A(t)ρ̃(t′, t)Ã(t′, t)
))

(B.24)
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and with the substitution t′ → t− t′

∂

∂t
ρ(t) = − i

~

[
Hs(t), ρ(t)

]
(B.25)

−γ
2

~2

∫ t

0

dt′
(

G(t′)
(

A(t)Ã(t− t′, t)ρ̃(t− t′, t) − Ã(t− t′, t)ρ̃(t− t′, t)A(t)
)

+ G∗(t′)
(

ρ̃(t− t′, t)Ã(t− t′, t)A(t) − A(t)ρ̃(t− t′, t)Ã(t− t′, t)
))

.

The correlation function G(t) decays on the characteristic time scale τc. Ideally, one

might even think of a δ-correlation G(t) ∼ δ(t). This property of the correlation function is

the key to the Markov approximation: under the assumption, that any essential changes in

the state of the system occur only on time scales larger than τc, the contribution ρ̃(t− t′, t)

to the integrands in Eq. (B.25) can be replaced by ρ(t) in the time interval 0 ≤ t′ ≤ τc:

ρ̃(t− t′, t) ≈ ρ̃(t, t) = ρ(t) for 0 ≤ t′ ≤ τc . (B.26)

As a consequence of the approximation, the equation of motion becomes local in time, i.e.

the evolution at the time t depends only on the current state ρ(t). The action of the heat

bath is now coarse-grained on the scale τc, meaning that changes on time scales smaller than

τc are not resolved any more. Times larger than τc, in contrast, do not contribute to the

integration in Eq. (B.25), since the correlation function G(t′) is assumed to be zero there.

For this reason the upper integration borders in Eq. (B.25) can just as well be extended to

infinity, thereby abolishing the explicit dependence on the preparation time in Eq. (B.25).

An estimate of the error brought about by the Markov approximation can be found e.g.

in Ref. [68] in the case of time-independent systems and, generalized to the case of Floquet

systems, in Ref. [25]: in the expansion (B.25) ρ̃(t) changes with the characteristic rate

Γ(2) =
γ2

~2
τc〈A2〉〈B2〉 . (B.27)

The Markov presumption, that the influence of these second-order terms is small on the time

scale τc, thus requires9

τcΓ
(2) ≪ 1 . (B.28)

At this point we emphasize, that the Markov approximation is done with respect to the

interaction picture: the correlation time τc is compared to the characteristic time scale

1/Γ(2) of changes in ρ̃(t). Being an operator in the interaction picture, its evolution is not

ruled by the coherent, possibly fast contributions −i [Hs(t), ρ(t)] /~. That is why apart from

the criterion (B.28) no conditions specific to the time-periodicity of the system have to be

9An equivalent criterion (B.51), based on the relaxation rate of the fastest decaying eigensolution of the
Floquet-Markov master equation, is stated below in Eq. (B.51).
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imposed. The authors of Ref. [25] in particular point out that the more restrictive condition

~Γ(2) < εij for all i and j, as stated in Refs. [22,74], is in general not mandatory for the Born-

Markov approximation. Note besides, that the condition (B.28) at the same time entails the

condition of validity for the Born approximation, i.e. that the contribution of the next order

of the perturbation expansion is weak compared to the second order in γ.

To summarize the last paragraphs, the master equation in Born-Markov approximation

reads

∂

∂t
ρ(t) = − i

~

[
Hs(t), ρ(t)

]
(B.29)

−γ
2

~2

∫ ∞

0

dt′
(

G(t′)
(

A(t)Ã(t− t′, t)ρ(t) − Ã(t− t′, t)ρ(t)A(t)
)

+ G∗(t′)
(

ρ(t)Ã(t− t′, t)A(t) − A(t)ρ(t)Ã(t− t′, t)
))

.

The first term represents the evolution of the isolated system. The second term accounts

for dissipative effects originating from the interaction with the reservoir. Equation (B.29) is

however not of the Lindblad form. A Markovian master equation of the Lindblad form,

∂ρ

∂t
= − i

~

[
Hs, ρ

]
+

1

2

∑

α

([
Lαρ, L

+
α

]
+
[
Lα, ρL

+
α

])

(B.30)

with constant operator coefficients Lα, generates a completely positive semigroup [113], i.e.

it conserves the intrinsic properties of ρ as a density operator, namely

ρ+ = ρ Hermiticity, (B.31a)

Trρ = 1 normalization (B.31b)

0 ≤ ρii ≤ 1 positivity. (B.31c)

In particular the conservation of positivity is not ensured by Eq. (B.29), and it could in

general generate unphysical solutions with violated positivity of the diagonal density matrix

elements ρii. This is however a transient effect, whereas Eq. (B.29) is by definition valid,

only after an initial time span has elapsed.

B.3 Master equation in Floquet representation

Adapted to the relevant degrees of freedom of the isolated Floquet system, the master

equation is represented in the periodic parts |ui(t)〉 of the Floquet states. We recall that those

constitute a complete orthonormal set of basis states. Applying the eigenequation (2.25) of

the Floquet operator H(t) = H(t) − i~∂/∂t, the lhs of Eq. (B.29) combined with the first
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term on the rhs reads in this basis

〈

ui(t)
∣
∣
∣
∂ρ

∂t
+

i

~

[
Hs(t), ρ(t)

]
∣
∣
∣uj(t)

〉

=
〈

ui(t)
∣
∣
∣
∂ρ

∂t

∣
∣
∣uj(t)

〉

+
i

~

〈

ui(t)
∣
∣
∣

(

εi − i~
∂

∂t

)

ρ(t)
∣
∣
∣uj(t)

〉

− i

~

〈

ui(t)
∣
∣
∣ρ(t)

(

εj + i~
∂

∂t

) ∣
∣
∣uj(t)

〉

=
∂

∂t
ρij(t) +

i

~
εijρij(t) . (B.32)

We have introduced the short-hand notation εij = εi − εj for the quasienergy spacings.

Secondly, with Us(t, t0) |uj(t0)〉 = e−iεj(t−t0)/~ |uj(t)〉, the matrix elements for the rhs of

Eq. (B.29) become

〈ui(t)|A(t)Ã(t− t′, t)ρ(t) |uj(t)〉 =
∑

k,l

Aik(t)Akl(t− t′)ρlj(t)e
iεlkt

′/~ (B.33a)

〈ui(t)| Ã(t− t′, t)ρ(t)A(t) |uj(t)〉 =
∑

k,l

Aik(t− t′)ρkl(t)Alj(t)e
iεkit

′/~ (B.33b)

〈ui(t)| ρ(t)Ã(t− t′, t)A(t) |uj(t)〉 =
∑

k,l

ρik(t)Akl(t− t′)Alj(t)e
iεlkt

′/~ (B.33c)

〈ui(t)|A(t)ρ(t)Ã(t− t′, t) |uj(t)〉 =
∑

k,l

Aik(t)ρkl(t)Alj(t− t′)eiεjlt
′/~ . (B.33d)

The time-periodic matrix elements Aij(t) = 〈ui(t)|A |uj(t)〉 are expanded in a Fourier series

Aij(t) =
∑

K,M

ei(M−K)ωt 〈ui(K)|A |uj(M)〉 (B.34)

=
∑

L

eiLωt
∑

K

〈ui(K)|A |uj(K + L)〉 =
∑

L

eiLωtAij(L) (B.35)

based on the expansion of the periodic states |ui(t)〉 =
∑

K e
iKωt |ui(K)〉. The coefficients

Aij(L) have the property Aij(−L) = A∗
ji(L). The Floquet representation of the master

equation becomes

(
∂

∂t
+

i

~
εij

)

ρij(t) = −γ
2

~2

∑

k,l,M,L

ei(M+L)ωt (B.36)

·
(

Aik(M)Akl(L)ρlj(t)

∫ ∞

0

dt′G(t′)ei(εlk−L~ω)t′/~

− Aik(L)ρkl(t)Alj(M)

∫ ∞

0

dt′G(t′)ei(εki−L~ω)t′/~

+ ρik(t)Akl(L)Alj(M)

∫ ∞

0

dt′G∗(t′)ei(εlk−L~ω)t′/~

− Aik(M)ρkl(t)Alj(L)

∫ ∞

0

dt′G∗(t′)ei(εjl−L~ω)t′/~
)

.
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The correlation function G(t) appears in Eq. (B.36) in terms of its Laplace transform, which

is related to the Fourier transform

G(t) =

∫ ∞

−∞
dE g(E) eiEt/~ with (B.37)

g(E) =
1

2π~

∫ ∞

−∞
dtG(t) e−iEt/~ (B.38)

via the relation

∫ ∞

0

dt′G(t′) e−iEt′/~ = lim
δ→0

∫ ∞

−∞
dE ′

∫ ∞

0

dt′ g(E ′)ei(E
′−E+iδ)t′/~ (B.39)

= i~ lim
δ→0

∫ ∞

−∞
dE ′ g(E ′)

E ′ −E + iδ
(B.40)

= π~g(E) + i~P
∫ ∞

−∞
dE ′ g(E

′)

E ′ − E
. (B.41)

Inserted in Eq. (B.36), the first term of (B.41) implicitly describes thermal transition pro-

cesses between individual Floquet states. The other term, the Cauchy principal value, is

responsible for shifts of the quasienergies with respect to the original spectrum of the iso-

lated system, which are known as the Lamb shifts in quantum optics [77]. In Appendix C we

explicitly take into account the Lamb shifts in the master equation. Especially at avoided

crossings their influence on the asymptotic state of time-periodic systems can be important,

as is demonstrated in Appendix E. However, in many applications their contribution is

usually disregarded, being of the order O(γ2). In time-independent systems in the weak-

coupling limit they only influence the non-diagonal density matrix elements, but not the

asymptotic occupations [77]. Without the Lamb shifts, the equation of motion reads

(
∂

∂t
+

i

~
εij

)

ρij(t) = −πγ
2

~

∑

k,l,M,L

ei(M+L)ωt
(

Aik(M)Akl(L)ρlj(t)g(L~ω − εlk) (B.42)

− Aik(L)ρkl(t)Alj(M)g(L~ω − εki)

+ ρik(t)Akl(L)Alj(M)g(−L~ω + εlk)

− Aik(M)ρkl(t)Alj(L)g(−L~ω + εjl)
)

.

These terms can be simplified by the thermodynamic transition rates

Rlj;ki(t) :=
∑

L

Rlj;ki(L)eiLωt with (B.43)

Rlj;ki(L) :=
∑

K

R
(K)
lj;ki(L) = 2π

γ2

~

∑

K

Alj(K + L)A∗
ki(K)g(εik −K~ω) , (B.44)
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(L,K ∈ Z) which allow to simplify e.g.

π
γ2

~

∑

K

Aik(K + L)Akl(−K)
︸ ︷︷ ︸

A∗

lk(K)

g(εkl −K~ω) =
1

2
Rik;lk(L) (B.45)

π
γ2

~

∑

K

Alj(−K + L)
︸ ︷︷ ︸

A∗

jl(K−L)

Akl(K)g(εlk −K~ω) =
1

2
R∗
jl;kl(−L) (B.46)

and the final form of the Floquet-Markov master equation is obtained:

(
∂

∂t
+

i

~
εij

)

ρij(t) = (B.47)

−1

2

∑

k,l

(

ρlj(t)Rik;lk(t) + ρil(t)R
∗
jk;lk(t) − ρkl(t)

(

Rlj;ki(t) +R∗
ki;lj(t)

))

.

B.4 Rate equations for the asymptotic state

The elements

Mij;kl :=
1

2

(
∑

m

Rim;kmδjl +
∑

m

R∗
jm;lmδik − Rlj;ki −R∗

ki;lj

)

+
i

~
εijδikδjl (B.48)

of the coefficient matrix M (t) in the coupled set (B.47) of linear first-order differential

equations,

ρ̇ij = −
∑

k,l

Mij;kl(t) ρkl , (B.49)

are periodic with the period τ and therefore employ the Floquet theorem. Accordingly,

Eq. (B.49) has a complete set of solutions, each of which can be factorized into a product of

a relaxation factor eσnt and a periodic function pij;n(t). The general solution of Eq. (B.47) is

ρij(t) =
∑

n

ane
σntpij;n(t) . (B.50)

If U(t + τ, t) = T̂ exp
(∫ t+τ

t
dt′ M (t′)

)

is diagonalizable, all functions pij;n(t) are periodic

with period τ . Otherwise, these are in general ‘polynoms’ with periodic coefficients [46, 47].

The general solution (B.50) has to fulfil the properties (B.31) of a density matrix at all

times t. Positive real parts of the Floquet exponents, Re(σn) > 0, are incompatible with

these requirements, as well as the combination of Re(σn) = 0 with a finite order of the

‘polynoms’ pij;n(t), i.e. for Re(σn) = 0 the functions pij;n(t) are truly periodic. Solutions

with a finite imaginary part of the Floquet exponent, Im(σn) 6= 0, can only occur in complex

conjugate pairs to ensure real-valued diagonal elements ρii(t). For the same reason, the trace
∑

i pii;n vanishes, if Im(σn) is incommensurable with the frequency ω = 2π/τ .
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Solutions with Re(σn) < 0 decay in the course of time. Among these, the fastest decaying

eigensolution eσ1tpij;1(t) is of particular interest for the Markov approximation, as its decay

rate −Re (σ1) = |Re (σ1)| = maxn(|Re (σn)|) determines the upper bound for the relaxation

rate of the system. Thus,

−Re (σ1)τc ≪ 1 (B.51)

is an alternative formulation of the Markov criterion.

As shown in the following section, Eq. (B.47) preserves the norm of ρ and so at least

one solution with Re(σ0) = 0 exists. This is the asymptotic solution ruling the long-time

behavior of the system. It holds the preserved trace
∑

i pii;0(t) = 1. Consequently, the traces

of the transient solutions on the contrary are zero. The question, whether Im(σ0) 6= 0 in the

asymptotic solution is allowed, cannot be answered by implication. In principle, a solution

pair with finite imaginary parts ±ω0,

ρij(t) = a0pij;0(t) + a1e
iω0tpij;α(t) + a2e

−iω0tpij;β(t) (B.52)

with vanishing traces
∑

i pii;α(t) =
∑

i pii;β(t) = 0 is compatible with the aforementioned

requirements. Notwithstanding their possible existence, we have not detected such solution

types and we will here regard the periodic density matrix

ρij(t) ≡ pij;0(t) =
∑

K

eiKωtρij(K) (B.53)

as the general asymptotic solution of Eq. (B.47). This equates to a suited choice of initial

conditions. Note, that the asymptotic solution might be even denoted as stationary, in

reference to its vanishing relaxation rate Re(σ0) = 0.

Using the Fourier expansions (B.53) and (B.43) of the density matrix and of the rates,

the differential equations (B.47) are cast into a system of linear equations for the Fourier

components,

i

~
(K~ω + εij) ρij(K) = −1

2

∑

k,l,L

(

ρlj(K − L)Rik;lk(L) + ρil(K − L)R∗
jk;lk(−L)

−ρkl(K − L)
(

Rlj;ki(L) +R∗
ki;lj(−L)

))

. (B.54)

The rates on the rhs of this equation are of the order O(γ2), whereas the lhs is of the order

O(γ0). In the spirit of the weak-coupling assumption, the rates are regarded small with

respect to the relevant rates of change in the isolated system, in particular to the driving

frequency ω on the lhs. Consequently, the leading Fourier coefficients

ρij := ρij(K = 0) (B.55)
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dominate all other contributions ρij(K 6= 0), which account for small temporal oscilla-

tions about the average value ρij. When neglecting them and consistently also the rates

Rlj;ki(K 6= 0), the system of homogeneous linear equations for the time-independent ρij re-

mains

0 =
1

2

∑

k,l

(

ρljRik;lk + ρilR
∗
jk;lk − ρkl

(

Rlj;ki +R∗
ki;lj

))

+
i

~
εijρij , (B.56)

with the rates

Rlj;ki := Rlj;ki(K = 0) =
1

τ

∫ τ

0

dt Rlj;ki(t) . (B.57)

B.5 Some properties of Eqs. (B.47) and (B.56)

Equation (B.47) preserves the norm of ρ,

∂

∂t

∑

i

ρii = −1

2

∑

k,l,i

(

Rik;lk(t)ρli +R∗
ik;lk(t)ρil −

(
Rli;ki(t) +R∗

ki;li(t)
)
ρlk

)

= −1

2

∑

l,i

(

ρli
∑

k

Rik;lk(t) + ρil
∑

k

R∗
ik;lk(t)

)

+
1

2

∑

k,l

(

ρkl
∑

i

Rli;ki(t) + ρkl
∑

i

R∗
ki;li(t)

)

= −1

2

∑

k,l

(

ρkl
∑

i

Rli;ki(t) + ρkl
∑

i

R∗
ki;li(t)

)

+
1

2

∑

k,l

(

ρkl
∑

i

Rli;ki(t) + ρkl
∑

i

R∗
ki;li(t)

)

= 0 ,

as well as its Hermiticity,

∂

∂t

(
ρ∗ij − ρji

)
=

∑

k,l

(
M∗

ij;kl(t)ρ
∗
kl −Mji;kl(t)ρkl

)
=
∑

k,l

(
Mji;lk(t)ρlk −Mji;kl(t)ρkl

)

= 0 ,

where in the second line the initial condition ρ∗kl(0) = ρlk(0) has been used. Using the

Hermiticity of ρ, the equations (B.56) for the complex valued ρij can be transformed into

equivalent equations for the quantities {ρii, Reρij , Imρij (i < j)},

0 =
∑

k

Mii;kk ρkk +
∑

k,l,k<l

(

2Re (Mii;kl) Reρkl − 2Im (Mii;kl) Imρkl

)

(B.58a)

0 =
∑

k

ReMij;kk ρkk +
∑

k,l,k<l

(

Re (Mij;kl +Mij;lk)Reρkl − Im (Mij;kl −Mij;lk) Imρkl

)

0 =
∑

k

ImMij;kk ρkk +
∑

k,l,k<l

(

Im (Mij;kl +Mij;lk)Reρkl + Re (Mij;kl −Mij;lk) Imρkl

)

.
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The coefficients Mij;kl have the following properties

M∗
ii;kl(t) = Mii;lk(t) (B.59a)

M∗
ij;kk(t) = Mji;kk(t) (B.59b)

M∗
ij;kl(t) = Mji;lk(t) (B.59c)

(
Mij;kl(t) ±Mij;lk(t)

)∗
= ±

(
Mji;kl(t) ±Mji;lk(t)

)
. (B.59d)
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The interaction between the relevant system and the heat bath induces a renormalization of

the original spectrum of the isolated system. As a consequence, the heat bath experiences

a perturbed spectrum that deviates from the original spectrum by the Lamb shifts. In this

section we explicitly include the Lamb shifts in the Floquet-Markov master equation and

the rate equation for its asymptotic solution. The starting point is Eq. (B.36), where we no

longer neglect the contributions of the Cauchy principal values originating from the Laplace

transformations,

∫ ∞

0

dt′G(t′)e−iEt′/~ (B.41)
= π~g(E) + i~P

∫ ∞

−∞
dE ′ g(E

′)

E ′ − E
(C.1)

= π~g(E) − i~2 (∆′(E) + ∆2(E)) (C.2)
∫ ∞

0

dt′G∗(t′)e−iEt′/~ (B.41)
= π~g(−E) + i~P

∫ ∞

−∞
dE ′ g(−E ′)

E ′ − E
(C.3)

= π~g(−E) − i~2 (∆′(E) + ∆1(E)) . (C.4)

Herein the following Lamb shift terms have been introduced

∆1(E) := − 1

π~
P
∫ ∞

0

dE ′ J(E ′/~)
1

E ′ − E
(C.5a)

∆2(E) :=
1

π~
P
∫ ∞

0

dE ′ J(E ′/~)
1

E ′ + E
(C.5b)

∆′(E) := − 1

π~
P
∫ ∞

0

dE ′ J(E ′/~)
nβ(E

′)

E ′ − E
+

1

π~
P
∫ ∞

0

dE ′ J(E ′/~)
nβ(E

′)

E ′ + E
, (C.5c)

where the relation g(E) = nβ(E)J(E/~)/π between the correlation function g(E), the ther-

mal occupation number nβ(E) and the spectral density J(ω) of the boson bath is employed.

Including these terms, Eq. (B.36) becomes

(
∂

∂t
+

i

~
εij

)

ρij(t) = −γ
2

~2

∑

k,l,M,L

ei(M+L)ωt (C.6)

·
(

Aik(M)Akl(L)ρlj(t)
(

π~g(ζklL) − i~2 (∆′(ζklL) + ∆2(ζklL))
)

− Aik(L)ρkl(t)Alj(M)
(

π~g(ζikL) − i~2 (∆′(ζikL) + ∆2(ζikL))
)

+ ρik(t)Akl(L)Alj(M)
(

π~g(−ζklL) − i~2 (∆′(ζklL) + ∆1(ζklL))
)

− Aik(M)ρkl(t)Alj(L)
(

π~g(−ζljL) − i~2 (∆′(ζljL) + ∆1(ζljL))
) )

.
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We have introduced the short-hand notation ζklL = εk − εl + L~ω and define the quantities

Slj;ki(t) :=
∑

L

Slj;ki(L)eiLωt with (C.7)

Slj;ki(L) := 2γ2
∑

K

Alj(K + L)A∗
ki(K)

(
∆′(−ζkiK) − ∆1(ζkiK)

)
(C.8)

(L,K ∈ Z) in close analogy to the definitions of the rates Rlj;ki(t) in Eqs. (B.43) and (B.44).

The individual Lamb shift terms in Eq. (C.6) can be simplified with the help of the relations

∆2(−E) = −∆1(E) and ∆′(−E) = −∆′(E),

iγ2
∑

L

Aik(K + L)A∗
lk(L)

(
∆′(−ζlkL) + ∆2(−ζlkL)

︸ ︷︷ ︸

−∆1(ζlkL)

)
=

i

2
Sik;lk(K) (C.9a)

iγ2
∑

L

Alj(L+K)A∗
ki(L)

(
∆′(−ζkiL) + ∆2(−ζkiL)

︸ ︷︷ ︸

−∆1(ζkiL)

)
=

i

2
Slj;ki(K) (C.9b)

iγ2
∑

L

A∗
jl(L−K)Akl(L)

(
∆′(ζklL)
︸ ︷︷ ︸

−∆′(−ζklL)

+∆1(ζklL)
)

= − i

2
S∗
jl;kl(−K) (C.9c)

iγ2
∑

L

A∗
ki(L−K)Alj(L)

(
∆′(ζljL)
︸ ︷︷ ︸

−∆′(−ζljL)

+∆1(ζljL)
)

= − i

2
S∗
ki;lj(−K) . (C.9d)

Finally, replacing the rates Rlj;ki by the extended rates

R̂lj;ki := Rlj;ki − iSlj;ki , (C.10)

the form of the Floquet-Markov master equation is recovered in the same form as Eq. (B.47),

(
∂

∂t
+

i

~
εij

)

ρij(t) = (C.11)

−1

2

∑

k,l

(

ρlj(t)R̂ik;lk(t) + ρil(t)R̂
∗
jk;lk(t) − ρkl(t)

(

R̂lj;ki(t) + R̂∗
ki;lj(t)

))

.

Since the coefficients Slj;ki(t) are also time-periodic, the Floquet theorem still applies to this

differential equation and the reasoning of Appendix B for its asymptotic solution still holds: it

is time-periodic and satisfies an extended system of rate equations for the individual Fourier

components ρij(K). Again, we neglect the small temporal oscillations about the average

values ρij ≡ ρij(K = 0) by setting the components ρij(K 6= 0) zero. This approximation

requires the extended rates R̂lj;ki(K) ∼ O(γ2) to be small against ω. We obtain the already

known form (B.56) for the rate equation,

0 =
1

2

∑

k,l

(

ρljR̂ik;lk + ρilR̂
∗
jk;lk − ρkl

(

R̂lj;ki + R̂∗
ki;lj

))

+
i

~
εijρij , (C.12)
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but wherein now the original ratesRlj;ki replaced by the extended rates R̂lj;ki := R̂lj;ki(K = 0).

In the short-hand notation 0 =
∑

k,l M̂ij;klρkl the coefficient matrix M̂ij;kl = Mij;kl − iNij;kl

differs from the original Mij;kl of Def. (B.48) by the additional term

Nij;kl :=
1

2

(
∑

m

Sim;kmδjl +
∑

m

S∗
jm;lmδik − Slj;ki − S∗

ki;lj

)

. (C.13)

Note, that the Nij;kl behave opposite to the Mij;kl under complex conjugation, such that the

properties (B.59) of the latter are passed to M̂ij;kl:

N∗
ij;kl = −Nji;lk (C.14a)

(B.59c)⇒ M̂∗
ij;kl = M̂ji;lk (C.14b)

(Nij;kl ±Nij;lk)
∗ = ∓(Nji;kl ±Nji;lk) (C.14c)

(B.59d)⇒ (M̂ij;kl ± M̂ij;lk)
∗ = ±(M̂ji;kl ± M̂ji;lk) (C.14d)

Hence, also the conversion of Eq. (C.12) into a system of equations for the quantities {ρii,
Reρij, Imρij (i < j)} is analogous to Eq. (B.58).

We now ask for the reduction of the rate equations (C.12) to a system of rate equations

for the diagonal densities pi := ρii, under the assumption that the rates |R̂lj;ki| are small com-

pared to all quasienergy spacings. If the spacings εij are dominant in the coefficient matrix

of the rate equations (C.12), the corresponding non-diagonal densities ρij can be neglected.

Remarkably, in the remaining rate equations for the diagonal densities the contributions of

the Lamb shifts vanish:

0 =
1

2

∑

k

(

ρii (Rik − iSik) + ρii (R
∗
ik + iS∗

ik) − ρkk (Rki − iSki +R∗
ki + iS∗

ki)
)

(C.15)

= pi
∑

k

Rik −
∑

k

pkRki , (C.16)

using that the quantities Sik := Sik;ik are real-valued, like the original ratesRik = Rik;ik. That

means, in this limit of very weak coupling the Lamb shifts have no influence on the asymptotic

state. This is similar to the situation in time-independent systems in the weak-coupling limit,

where the Lamb shifts only influence the non-diagonal density matrix elements, but not the

asymptotic occupations [77]. On the other hand, if the effective coupling strength exceeds

certain quasienergy spacings, which is especially likely to happen at avoided crossings, the

reduction to Eq. (C.16) is not allowed, since certain non-diagonal elements ρij of the Floquet

density matrix cannot be neglected and influence the diagonal elements. Then the Lamb

shifts can cause significant changes in the asymptotic state, compared to the asymptotic

solution of the original Floquet-Markov master equation. The rate equations for such a

situation are analyzed in Appendix E.
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The Floquet basis is the appropriate representation for the time-periodic asymptotic state

ρ(t) of the driven system. As it already contains the explicit time-dependence, the Floquet

density matrix elements ρij are approximately constant in the asymptotic state and then

satisfy the rate equations (3.26) (Eq. (B.56)) with time-independent rates Rlj;ki. However,

in the vicinity of avoided crossings this representation is not perfectly suited, because the

hybridization of the two involved Floquet states, the adiabatic states |ua,b〉, affects a multi-

tude of rates Rlj;ki in Eq. (3.26), where one of the indices is a or b. In order to remove the

resulting sensitive parameter dependence, the rate equations (3.26) have to be represented

in the local diabatic basis of the avoided crossing. We recall that the terms diabatic and

adiabatic basis refer not only to the two states of the avoided crossing, but to the entire

basis including the diabatic states |ū1,2〉 in the first case, and containing the adiabatic states

|ua,b〉 in the latter case. All quantities in the diabatic basis are designated with an overbar.

The following derivation is taken from Ref. [25], with some of the transformations per-

formed explicitly here. The starting point is the still representation-independent form (B.29)

of the master equation. Firstly, we consider its lhs combined with the first term of the rhs.

For all matrix elements omitting the states of the avoided crossing one recovers the same

form as in Eq. (B.32),

〈

ūi(t)
∣
∣
∣
∂ρ

∂t
+

i

~

[
Hs(t), ρ(t)

]
∣
∣
∣ūj(t)

〉

=
∂ρij
∂t

+
i

~
ε̄ijρ̄ij i, j /∈ {1, 2} . (D.1)

In the subspace of the avoided crossing, we make use of the matrix (3.33) of the Floquet op-

erator Hac in the basis of the diabatic states, e.g. (Hs(t) − i~∂/∂t) |ū1(t)〉 = Hac(t)|ū1(t)〉 =

ε̄1|ū1(t)〉+ ∆/2|ū2(t)〉 with the minimal spacing ∆ of the avoided crossing. Thus, instead of

Eq. (B.32) one obtains

〈

ūi(t)
∣
∣
∣
∂ρ

∂t
+

i

~

[
Hs(t), ρ(t)

]
∣
∣
∣ūj(t)

〉

=







∂ρ1j

∂t
+ i

~

(
ε̄1j ρ̄1j + ∆

2
ρ̄2j

)
i = 1, j /∈ {1, 2}

∂ρ2j

∂t
+ i

~

(
ε̄2j ρ̄2j + ∆

2
ρ̄1j

)
i = 2, j /∈ {1, 2}

(D.2)

and

〈

ūi(t)
∣
∣
∣
∂ρ

∂t
+

i

~

[
Hs(t), ρ(t)

]
∣
∣
∣ūj(t)

〉

= (D.3)

∂

∂t






ρ̄11 ρ̄12

ρ̄21 ρ̄22




+

i

~






−i∆Imρ̄12 −∆
2

(ρ̄11 − ρ̄22 − 2dρ̄12)

∆
2

(ρ̄11 − ρ̄22 − 2dρ̄21) i∆Imρ̄12




 .

We recall the definition (3.37) of the dimensionless distance d to the center of the avoided

crossing. The remaining density matrix elements are determined by the Hermiticity of ρ.
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To represent the remaining terms on the rhs of Eq. (B.29), the same transformations are

made as from Eq. (B.33) to Eq. (B.47). However, in the diabatic basis the evaluation needs

to be founded on the assumption, that the quasienergies εa,b and their linearized branches

ε̄1,2 differ only weakly, εa ≈ εb ≈ ε̄1 ≈ ε̄2, and are consequently all set equal in the occurring

phase factors e−iεit/~. By that, the phase factors e−iεit/~, which occur due to the action of

the propagator on the diabatic states, can be set equal:

Us(t, t0) |ū1(t0)〉 =
(
α2e−iεa(t−t0)/~ + β2e−iεb(t−t0)/~

)
|ū1(t)〉 (D.4)

+αβ
(
e−iεa(t−t0)/~ − e−iεb(t−t0)/~

)
|ū2(t)〉

≈ e−iε̄1(t−t0)/~ |ū1(t)〉 , (D.5)

making the respective matrix elements formally identical to those in Eqs. (B.33). The rhs of

Eq. (B.36) is thereby reproduced form invariant. This consideration also indicates the limit

of validity for the above approximation: the maximum error in the exponents is ∆. If G(t)

has already dropped to zero on the corresponding time scale ~/∆, i.e. for τc ≪ ~/∆, the

approximation is well-grounded. As we here take τc < 2π/ω for granted, this presumption is

fulfilled anyway. Eventually, the coupling-induced terms on the rhs of Eq. (B.29) have form

invariant representations in the diabatic basis as compared to the Floquet basis,

−1

2

∑

k,l

(

ρ̄ljR̄ik;lk + ρ̄ilR̄
∗
jk;lk − ρ̄kl

(

R̄lj;ki + R̄∗
ki;lj

))

, (D.6)

compare the rhs of Eq. (B.47). The rates are defined according to Defs. (B.44) and (B.57),

but now refer to the diabatic representation.

We ask for the asymptotic solution of the resulting differential equation, whose lhs is

given by the differentiation (D.1)-(D.3) and whose rhs is (D.6). The same arguments as in

Appendix B.4 apply, in particular we again neglect the small temporal oscillations of ρij(t)

about the mean value ρij and obtain a system of rate equations similar to those in Eq. (3.26),

but with modified coherent terms:

0 =
1

2

∑

k,l

(

ρ̄ljR̄ik;lk + ρ̄ilR̄
∗
jk;lk − ρ̄kl

(

R̄lj;ki + R̄∗
ki;lj

))

(D.7)

+
i

~







ε̄ijρ̄ij i,j /∈{1,2}
(
ε̄1j ρ̄1j + ∆

2
ρ̄2j

)
i=1,j /∈{1,2}

(
ε̄2j ρ̄2j + ∆

2
ρ̄1j

)
i=2,j /∈{1,2}

−i∆Imρ̄12 i=j=1

i∆Imρ̄12 i=j=2

−∆
2

(ρ̄11 − ρ̄22 − 2dρ̄12) i=1,j=2
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To further evaluate the rate terms in Eq. (D.7), the following presumptions are made in

the parameter range throughout the avoided crossing:

(i) The diabatic states |ū1,2〉 are assumed to be independent of the parameter distance d

from the center of the avoided crossing.

(ii) Almost all quasienergy spacings are taken to be larger than the effective coupling

strength to the heat bath, with the exception of the single quasienergy spacing εab.

The separation of the non-diagonal densities ρ̄ij (i 6= j) in analogy to Eq. (3.26) is

then possible, except of ρ̄12.

(iii) The deviations between εa,b and ε̄1,2 as well as the spacings εab and |ε̄12| are assumed

to be tiny compared to the mean quasienergy spacing. All of them are treated as

equal, εa ≈ εb ≈ ε̄1 ≈ ε̄2, in the arguments of the correlation function g(E) with the

maximum error in g(E) being ∆. Provided that g(E) does not vary significantly on

the scale ∆, i.e. ∆ ≪ ~/τc, the approximation is not critical. This is automatically

satisfied since we restrict the consideration to cases ~/τc > ~ω.

(iv) The matrix elements Ā12(K) and Ā21(K) as well as combinations like Ā1j(K)Ā2j(K) or

Āj1(K)Ā2j(K) are neglected. This approximation is possible, if the spatial structure of

the states |ū1〉 and |ū2〉 is fundamentally different, e.g. if they arise from energetically

widely separated states of the undriven system. Then, the matrix elements Ā12 are very

small and the matrix elements Ā1j and Ā2j have well-separated maxima in K-space.

It follows that all rates like R̄12;ij , R̄1j;2j are negligible. Only the real-valued rates R̄11,

R̄1i = R̄i1, R̄1i;i1, R̄i1;1i remain out of all the rates involving the state |ū1〉. The same

holds for the accordant rates referring to state |ū2〉. Besides, R̄11;22 and R̄22;11 are still

maintained.

By virtue of the assumption (ii) the non-diagonal densities ρ̄ij (i 6= j) apart from ρ̄12 are

neglected and only the following rate terms remain in Eqs. (D.7):

1

2

∑

k,l

(

ρ̄ljR̄ik;lk + ρ̄ilR̄
∗
jk;lk − ρ̄kl

(
R̄lj;ki + R̄∗

ki;lj

))

=







1
2

∑

k,l

(

ρ̄liR̄ik;lk + ρ̄ilR̄
∗
ik;lk − ρ̄kl

(
R̄li;ki + R̄∗

ki;li

))

i=j /∈{1,2}

1
2

∑

k,l

(

ρ̄l1R̄1k;lk + ρ̄1lR̄
∗
1k;lk − ρ̄kl

(
R̄l1;k1 + R̄∗

k1;l1

))

i=j=1

1
2

∑

k,l

(

ρ̄l2R̄2k;lk + ρ̄2lR̄
∗
2k;lk − ρ̄kl

(
R̄l2;k2 + R̄∗

k2;l2

))

i=j=2

1
2

∑

k,l

(

ρ̄l2R̄1k;lk + ρ̄1lR̄
∗
2k;lk − ρ̄kl

(
R̄l2;k1 + R̄∗

k1;l2

))

i=1,j=2

(D.8)
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and further

1

2

∑

k,l

(

ρ̄ljR̄ik;lk + ρ̄ilR̄
∗
jk;lk − ρ̄kl

(
R̄lj;ki + R̄∗

ki;lj

))

=







ρ̄ii
∑

k R̄ik −
∑

k ρ̄kkR̄ki i=j /∈{1,2}

ρ̄11

∑

k R̄1k −
∑

k ρ̄kkR̄k1 i=j=1

ρ̄22

∑

k R̄2k −
∑

k ρ̄kkR̄k2 i=j=2

ρ̄12
2

(
∑

k

(
R̄1k + R̄2k

)
− R̄22;11 − R̄∗

11;22

)

i=1,j=2

(D.9)

In combination with the coherent terms in Eqs. (D.7) these take the forms

0 = ρ̄ii
∑

k R̄ik −
∑

k ρ̄kkR̄ki (D.10a)

0 = ρ̄11

∑

k R̄1k −
∑

k ρ̄kkR̄k1 +
∆

~
Imρ̄12 (D.10b)

0 = ρ̄22

∑

k R̄2k −
∑

k ρ̄kkR̄k2 −∆

~
Imρ̄12 (D.10c)

0 = 1
2
ρ̄12 (Γ − iΣ) −i

∆

2~

(

ρ̄11 − ρ̄22 − 2dρ̄12

)

, (D.10d)

where the following definitions are used

Γ :=
∑

k

(
R̄1k + R̄2k

)
− 2ReR̄11;22 (D.11)

=
∑

k/∈{1,2}

(
R̄1k + R̄2k

)
+ 2π

γ2

~

∑

K

∣
∣Ā11(K) − Ā22(K)

∣
∣
2
g(−K~ω) > 0 (D.12)

Σ := −2ImR̄11;22 (D.13)

The effective rate Γ basically measures the total probability flow away from the subspace

of the avoided crossing. The quantity Σ is zero in the case of a symmetric driving, as is

explained by the following arguments: for the symmetric Hamiltonian Hs(−t) = Hs(t) the

Schrödinger equation is invariant under time reversal and the periodic parts |ui(t)〉 of the

Floquet states can hence be chosen as even or odd functions of the time. This implies

Aii(t) = Aii(−t) for the diagonal matrix elements, and further A∗
ii(K) = Aii(−K) = Aii(K)

for their Fourier coefficients and eventually Rii;jj = R∗
ii;jj. Thus, the rate R̄11;22 is real-

valued, if Hs(−t) = Hs(t) holds. Otherwise, the term Σ has a similar effect as the analogous

term (E.7) originating from the Lamb shifts, see Appendix E.
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Equation (D.10d) establishes the relation

ρ̄12 =
i~Γ/∆ + 2d

(~Γ/∆)2 + 4d2
(ρ̄11 − ρ̄22) (D.14)

between the non-diagonal density ρ̄12 and the occupation imbalance (ρ̄11 − ρ̄22). Inserting

this into Eqs. (D.10b) and (D.10c) yields

0 = ρ̄11

(

Rac +
∑

k

R̄1k

)

−
∑

k

ρ̄kkR̄k1 + ρ̄22R
ac (D.15a)

0 = ρ̄22

(

Rac +
∑

k

R̄2k

)

−
∑

k

ρ̄kkR̄k2 + ρ̄11R
ac (D.15b)

with the effective rate Rac defined as

Rac :=
Γ

(~Γ/∆)2 + 4d2
. (D.16)

It replaces the direct rates between the two states of the avoided crossing, which under

the above premises are negligible, R̄12 ≈ R̄21 ≈ 0. Finally, by means of the substitutions

R̄12 → Rac and R̄21 → Rac the equations (D.15) and (D.10a) can be formally combined to

0 = ρ̄ii
∑

k

R̄ik −
∑

k

ρ̄kkR̄ki . (D.17)

Note, that if Σ is not zero, Def. (D.16) has to be slightly modified by the displacement

2d→ 2d− ~Σ/∆ and then reads

Rac =
Γ

(~Γ/∆)2 + (2d− ~Σ/∆)2
. (D.18)

Note also, that if the additional phase factor χ in the non-diagonal terms of the Floquet

matrix (3.33) at the avoided crossing are considered, this has an effect only on the non-

diagonal density, which is then modified by the factor χ∗, i.e. ρ̄12 → χ∗ρ̄12.

Equations (D.10b) and (D.10c) suggest that the maximum of Imρ̄12 scales with γ2 like the

rates. From the comparison with (D.14) it follows that the occupation imbalance (ρ̄11 − ρ̄22)

at d = 0 scales with γ4, whereas Reρ̄12 is exactly zero at d = 0.



E Rate equations at avoided crossings including Lamb

shifts

In this section we derive the modified version of the effective rate equations at an avoided

crossing. In contrast to Appendix D we explicitly include the Lamb shifts here. We take the

rate equations (C.12) as our starting point, which take full account of the Lamb shifts, but

are still represented in the adiabatic basis of the Floquet states |ui(t)〉. Following the lines of

Appendix D these equations are now expressed in the diabatic basis of states |ūi(t)〉. By this

change of representation, the last, coherent term of Eq. (C.12) has to be chosen according

the last, coherent term of Eq. (D.7). Under the same assumptions as in Appendix D, also the

rate terms in Eqs. (D.7) are recovered, but now have to be extended by the corresponding

Lamb shift terms (compare Eq. (B.56) with Eq. (C.12)), i.e. the rates R̄lj;ki have to be

replaced by the extended rates ˆ̄Rlj;ki = R̄lj;ki− iS̄lj;ki, now of course referring to the diabatic

representation. Under the assumptions of Appendix D several rates can again be neglected,

such that the rate terms simplify, namely for i = j /∈ {1, 2} according to

1

2

∑

k,l

(

ρ̄li
ˆ̄Rik;lk + ρ̄il

ˆ̄R∗
ik;lk − ρ̄kl

(
ˆ̄Rli;ki +

ˆ̄R∗
ki;li

))

(E.1)

=
1

2

∑

k

(

ρ̄ii
(
R̄ik − iS̄ik

)
+ ρ̄ii

(
R̄∗
ik + iS̄∗

ik

)
− ρ̄kk

(
R̄ki − iS̄ki + R̄∗

ki + iS̄∗
ki

))

= ρ̄ii
∑

k

R̄ik −
∑

k

ρ̄kkR̄ki (E.2)

and for i = j = 1 and i = j = 2 according to

1

2

∑

k,l

(

ρ̄l1
ˆ̄R1k;lk + ρ̄1l

ˆ̄R∗
1k;lk − ρ̄kl

(
ˆ̄Rl1;k1 + ˆ̄R∗

k1;l1

))

= ρ̄11

∑

k

R̄1k −
∑

k

ρ̄kkR̄k1 (E.3)

1

2

∑

k,l

(

ρ̄l2
ˆ̄R2k;lk + ρ̄2l

ˆ̄R∗
2k;lk − ρ̄kl

(
ˆ̄Rl2;k2 + ˆ̄R∗

k2;l2

))

= ρ̄22

∑

k

R̄2k −
∑

k

ρ̄kkR̄k2 . (E.4)

Note, that in these equations for the diagonal densities the original rates R̄ik are recovered

instead of the extended ˆ̄Rik. Solely in the remaining equation for i = 1 and j = 2, which

determines the non-diagonal density ρ̄12, the Lamb shift contributions S̄ik are sustained,

1

2

∑

k,l

(

ρ̄l2
ˆ̄R1k;lk + ρ̄1l

ˆ̄R∗
2k;lk − ρ̄kl

(
ˆ̄Rl2;k1 + ˆ̄R∗

k1;l2

))

(E.5)

=
1

2

∑

k

(

ρ̄12

(
R̄1k − iS̄1k

)
+ ρ̄12

(
R̄2k + iS̄2k

)
− ρ̄12

(
R̄22;11 − iS̄22;11 + R̄∗

11;22 + iS̄∗
11;22

))

=
1

2
ρ̄12 (Γ − iΣ) . (E.6)
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We have introduced the effective rates

Γ :=
∑

k

(
R̄1k + R̄2k

)
− 2ReR̄11;22 (E.7a)

Σ :=
∑

k

(
S̄1k − S̄2k

)
− 2ImR̄11;22 (E.7b)

and used R̄12 ≈ R̄21 ≈ S̄12 ≈ S̄21 ≈ 0 according to the premise (iv) in Appendix D. Besides,

the properties S̄22;11 = S̄∗
11;22 and R̄22;11+R̄∗

11;22 = 2ReR̄11;22−2iImR̄11;22 have been employed

in Eqs. (E.3)-(E.6). Combining the expressions (E.2)-(E.6) with the last, case-differentiated

terms of Eq. (D.7) yields the set of equations

0 = ρ̄ii
∑

k

R̄ik −
∑

k

ρ̄kkR̄ki (E.8a)

0 = ρ̄11

∑

k

R̄1k −
∑

k

ρ̄kkR̄k1 +
∆

~
Imρ̄12 (E.8b)

0 = ρ̄22

∑

k

R̄2k −
∑

k

ρ̄kkR̄k2 −
∆

~
Imρ̄12 (E.8c)

0 =
1

2
ρ̄12Γ − i

∆

2~

(

ρ̄11 − ρ̄22 −
(

2d− ~Σ

∆

)

ρ̄12

)

. (E.8d)

The last equation establishes the relation

ρ̄12 =
i~Γ/∆ + (2d− ~Σ/∆)

(~Γ/∆)2 + (2d− ~Σ/∆)2
(ρ̄11 − ρ̄22) (E.9)

between the non-diagonal density ρ̄12 and the occupation imbalance (ρ̄11 − ρ̄22) and suggests

the modification of the effective rate to

Rac :=
Γ

(~Γ
∆

)2 + (2d− ~Σ
∆

)2
. (E.10)

Substituting the negligible rates R̄12 ≈ R̄21 ≈ 0 by Rac, the rate equations are again cast

into the form

0 = ρ̄ii
∑

k

R̄ik −
∑

k

ρ̄kkR̄ki , (E.11)

where no case differentiation is needed. A comparison between the present definition (E.10)

of Rac and the definition (D.16) in the absence of Lamb shifts demonstrates, that the latter

effectively displace the maximum of Rac from d = 0 to d = d∗ := ~Σ/(2∆).



F Rate balance among the resonance states

This section aims to demonstrate the decoupling of the balance relation among the regular

states |ψ(ml)〉 of a nonlinear r:s-resonance leading to the independent detailed balance rela-

tions (4.47). The original detailed balance relation (4.6) is not adequate for the occupations

p(ml) of the resonance states, since in addition to the nearest-neighbor rates R(ml)(m±1,l) also

the ‘internal’ rates R(ml)(ml′) in the subspace of the r resonance states l = 0, 1, . . . , r − 1 of

fixed principal quantum number m are non-negligible. In analogy to Eq. (4.6) we consider

only the dominant rates between states of successive principal quantum numbers, m and

m+ 1, with the reduced balance condition

p(ml)

(
r−1∑

l′=0

R(ml)(ml′) +R(ml)(m+1,l)

)

=

r−1∑

l′=0

p(ml′)R(ml′)(ml) + p(m+1,l)R(m+1,l)(ml) . (F.1)

Note, that the tiny rates R(ml)(m+1,l′) and R(m+1,l′)(ml) with l 6= l′ are already neglected in

Eq. (F.1).

We recall that the r resonance states l = 0, 1, . . . , r−1 of fixed principal quantum number

m have near degenerate values of the mean energy 〈E(ml)〉τ as well as of the occupation

p(ml). Deviations from exact degeneracy of these values can be traced back to the influence

of avoided crossings. Under the premise p(ml) ≡ pm, compare Eq. (4.46), the balance (F.1)

can be cast into the form

p(m+1,l)

p(ml)

=
R(ml)(m+1,l)

R(m+1,l)(ml)

+

∑r−1
l′=0

(
R(ml)(ml′) − R(ml′)(ml)

)

R(m+1,l)(ml)

. (F.2)

We want to show that the second term, containing the ‘internal’ rates, vanishes. Firstly, the

period r of the central periodic orbit of the resonance is assumed to be odd. The numerator

in the last term of Eq. (F.2) can then be rewritten as

r−1∑

l′=0

(
R(ml)(ml′) −R(ml′)(ml)

)

=

(r−1)/2
∑

k=1

(
R(ml)(m,l+k) − R(m,l+k)(ml) +R(ml)(m,l−k) −R(m,l−k)(ml)

)
(F.3)

=:

(r−1)/2
∑

k=1

G(mk) , (F.4)

where the indices k± l have to be taken modulo r. Since all rates in this expression refer to

a fixed value of m, we omit the index m in the following. Inserting approximation (4.27) for

the matrix elements xij(K) into Def. (3.31) for the rates and using g(−E) = g(E)eβE the
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Gk thus evaluate as

4π3

(~ω)2
Gk =

∣
∣x0
l,l+k

∣
∣2
(

1 − cos 2π
εl,l+k
~ω

)2∑

K

ζ−4
l,l+k,K g(ζl,l+k,K) eβζl,l+k,K (F.5)

−
∣
∣x0
l+k,l

∣
∣2
(

1 − cos 2π
εl+k,l
~ω

)2∑

K

ζ−4
l+k,l,K g(ζl+k,l,K) eβζl+k,l,K

+
∣
∣x0
l,l−k

∣
∣2
(

1 − cos 2π
εl,l−k
~ω

)2∑

K

ζ−4
l,l−k,K g(ζl,l−k,K) eβζl,l−k,K

−
∣
∣x0
l−k,l

∣
∣2
(

1 − cos 2π
εl−k,l
~ω

)2∑

K

ζ−4
l−k,l,K g(ζl−k,l,K) eβζl−k,l,K .

Since the resonance states l = 0 . . . r− 1 have equidistant quasienergies with mutual spacing

εl+1,l = ~ωs/r, i.e. εl,l+k = εl−k,l = −εl,l−k = −εl+k,l each of the cos-terms take the same

value. Besides, ζl,l+k,K = εl,l+k +K~ω = ζl−k,l,K and likewise ζl+k,k,K = ζl,l−k,K.

The matrix elements fulfill
∣
∣x0
l±k,l

∣
∣
2

=
∣
∣x0
l,l±k

∣
∣
2

and
∣
∣x0
l,l+k

∣
∣
2

=
∣
∣x0
l,l−k

∣
∣
2
. The last identity

follows from the semiclassical character of the resonance states

|u(ml)(t)〉 =

(
r−1∑

j=0

|ũ(j)
m (t)〉ei2πjls/r

)

eils/rωt , (F.6)

compare Eq. (2.79), which are linear combinations of the states |ũ(j)
m (t)〉 localized on the r

islands of the resonance chain. Since these have only exponentially small overlap for j 6= j′,

one may presume 〈ũ(j′)
m (t)|x|ũ(j)

m (t)〉 ∼ δjj′ and finds

xl,l+k(t) = 〈u(ml)(t)|x|u(m,l+k)(t)〉 (F.7)

=

(
∑

j,j′

〈ũ(j′)
m (t)|x|ũ(j)

m (t)〉ei2π(j(l+k)−j′l)s/r

)

eiks/rωt (F.8)

≈
(
∑

j

〈ũ(j)
m (t)|x|ũ(j)

m (t)〉ei2πjks/r
)

eiks/rωt = x∗l,l−k(t) (F.9)

This confirms the above stated equality
∣
∣x0
l,l+k

∣
∣2 =

∣
∣x0
l,l−k

∣
∣2 and thus the first term in Eq. (F.5)

cancels with the last, and likewise the two inner terms with each other, leading to Gk = 0.

Secondly, for a resonance stemming from a periodic orbit of even period r, the sum

r−1∑

l′=0

(
R(ml)(ml′) − R(ml′)(ml)

)
=

(r−1)/2
∑

k=1

G(mk) +
(
R(ml)(m,l+r/2) −R(m,l+r/2)(ml)

)
(F.10)

contains an additional contribution, which also vanishes10: the relevant quasienergy spacings

10For the resonance with s = 1, r = 4, as discussed in Section 4.3.2, already the matrix element
∣
∣
∣x0

l,l+r/2

∣
∣
∣

vanishes for symmetry reasons.
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are εl+r/2,l = ~ωr/2 = εl,l+r/2 + ~ω and ζl+r/2,l,K = ζl,l+r/2,K+1. Defining K ′ = K + 1 in the

rate R(m,l+r/2)(ml) this implies

(
Rl,l+r/2 − Rl+r/2,l

)
=

∣
∣x0
l,l+r/2

∣
∣2
(

1 − cos 2π
εl,l+r/2

~ω

)2

(F.11)

·
(

∑

K

ζ−4
l,l+r/2,K g(ζl,l+r/2,K) eβζl,l+r/2,K

−
∑

K ′

ζ−4
l,l+r/2,K ′ g(ζl,l+r/2,K ′) eβζl,l+r/2,K′

)

= 0 (F.12)

In conclusion, the second term in Eq. (F.2) vanishes irrespective of r, such that the

balance relation among the resonance states reduces to the r redundant detailed balance

relations
p(m+1,l)

p(ml)

=
R(ml)(m+1,l)

R(m+1,l)(ml)

(F.13)

for the occupations p(m,l) = pm, as used in Chapter 4 in Eq. (4.47).
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[76] J. v. Neumann and E. Wigner: Über das Verhalten von Eigenwerten bei adiabatischen

Prozessen, Physik. Zeitschrift 30 (1929) 467–470.

[77] H. Carmichael: An Open Systems Approach to Quantum Optics, vol. 18 of Lecture

Notes in Physics: New Series M , Springer, Berlin, (1993).

[78] D. T. Gillespie: Exact stochastic simulation of coupled chemical reactions , J. Phys.

Chem. 81 (1977) 2340–2361.

[79] C. W. Gardiner: Handbook of Stochastic Methods, Springer Series in Synergetics,

Springer, Berlin, 3rd edn., (2004).

[80] L. D. Landau and E. M. Lifschitz: Mechanik , vol. 1 of Lehrbuch der Theoretischen

Physik , Verlag Harri Deutsch, Frankfurt am Main, 14th edn., (1997).

[81] L. D. Landau, E. M. Lifschitz and L. P. Pitajewski: Statistische Physik, Teil 1 , vol. V

of Lehrbuch der Theoretischen Physik , Akademie-Verlag, Berlin, 8th edn., (1987).

[82] S. D. Frischat and E. Doron: Dynamical tunneling in mixed systems , Phys. Rev. E 57

(1998) 1421–1443.

[83] O. Bohigas, S. Tomsovic and D. Ullmo: Dynamical quasidegeneracies and separation

of regular and irregular quantum levels, Phys. Rev. Lett. 64 (1990) 1479–1482.

[84] R. S. MacKay, J. D. Meiss and I. C. Percival: Transport in Hamiltonian systems,

Physica 13D (1984) 55–81.

[85] J. D. Meiss: Symplectic maps, variational principles, and transport , Rev. Mod. Phys.

64 (1992) 795–848.

[86] R. Ketzmerick, L. Hufnagel, F. Steinbach and M. Weiss: New Class of Eigenstates in

Generic Hamiltonian Systems, Phys. Rev. Lett. 85 (2000) 1214–1217.

[87] S. Fishman, D. R. Grempel and R. E. Prange: Chaos, Quantum Recurrences, and

Anderson Localization, Phys. Rev. Lett. 49 (1982) 509–512.

[88] D. R. Grempel, R. E. Prange and S. Fishman: Quantum dynamics of a nonintegrable

system, Phys. Rev. A 29 (1984) 1639–1647.



References 161

[89] D. L. Shepelyansky: Localization of quasienergy eigenfunctions in action space, Phys.

Rev. Lett. 56 (1986) 677–680.

[90] G. Casati, J. Ford, I. Guarneri and F. Vivaldi: Search for randomness in the kicked

quantum rotator , Phys. Rev. A 34 (1986) 1413–1419.

[91] B. V. Chirikov, F. M. Izrailev and D. L. Shepelyansky: Dynamical stochasticity in

classical and quantum mechanics , Sov. Sci. Rev. C 2 (1981) 209–267.

[92] T. Dittrich and G. Graham: Long time behavior in the quantized standard map with

dissipation, Ann. Phys. (N.Y.) 200 (1990) 363–421.

[93] S. R. de Groot and P. Mazur: Non-equilibrium thermodynamics, North Holland, Am-

sterdam, (1963).

[94] R. Klages: Microscopic Chaos, Fractals, and Transport in Nonequilibrium Steady

States , Habilitation, Max Planck Institut für Physik komplexer Systeme, Dresden,

(2004).

[95] Y. Makhlin, G. Schön and A. Shnirman: Quantum-state engineering with Josephson-

junction devices , Rev. Mod. Phys. 73 (2001) 357–400.

[96] I. H. Deutsch, P. M. Alsing, J. Grondalski, S. Ghose, D. L. Haycock and P. S. Jessen:

Quantum transport in magneto-optical double-potential wells , J. Opt. B: Quantum

Semiclass. Opt. 2 (2000) 633–644.
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