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Abstract—Energy efficiency is a key optimization goal for
software and hardware in the High Performance Computing
(HPC) domain. This necessitates sophisticated power measure-
ment capabilities that are characterized by the key criteria
(i) high sampling rates, (ii) measurement of individual com-
ponents, (iii) well-defined accuracy, and (iv) high scalability.
In this paper, we tackle the first three of these goals and
describe the instrumentation of two high-end compute nodes
with three different current measurement techniques: (i) Hall
effect sensors, (ii) measuring shunts in extension cables and riser
cards, and (iii) tapping into the voltage regulators. The resulting
measurement data for components such as sockets, PCIe cards,
and DRAM DIMMs is digitized at sampling rates from 7 kSa/s up
to 500 kSa/s, enabling a fine-grained correlation between power
usage and application events. The accuracy of all elements in
the measurement infrastructure is studied carefully. Moreover,
potential pitfalls in building custom power instrumentation are
discussed. We raise the awareness for the properties of power
measurements, as disregarding existing inaccuracies can lead to
invalid conclusions regarding energy efficiency.

I. INTRODUCTION

It is now widely accepted that energy efficiency is a key
challenge for High Performance Computing. Similar to time-
focused performance optimization, it is an iterative process that
relies on metric-based feedback. To that end, the consumed
energy or average power consumption is measured in addition
to the runtime or throughput of a certain task. While it is not
trivial to measure a time duration in distributed computer sys-
tems correctly, it is even more challenging to measure energy,
which comprises current, voltage, and time measurements.
Even low-cost real-time clocks have drifts of 10 parts per
million [1] (0.001 %), a level of precision that is much more
difficult to achieve for power measurements. In contrast, high-
quality power meters may achieve 0.1 % uncertainty under
restricted conditions [22]. Furthermore, power measurements
are often not readily available and incur additional costs.

In no way does this mean that good energy measurements
are impossible but they do require trade-offs between temporal
and spatial resolution, accuracy, scalability, cost, and conve-
nience. A good temporal resolution is required to detect and
understand effects of rapidly changing power consumption,
e.g., alternating short code paths with different power charac-
teristics. Typical temporal resolutions for power measurements
range from 1 s to 1 ms. A high spatial resolution helps to

understand the energy consumption of different components
individually rather than the whole system as a black box.
The spatial resolution may range from the power input to a
server room to individual voltage lanes of a chip. Scalability
is another important property for power measurements in HPC
systems. It can be challenging to apply a solution to an entire
cluster consisting of hundreds or thousands of nodes leading
to a high diversity among power measurement approaches.

This work focuses on custom solutions with high sampling
rates, individual component measurements, and good accuracy
for individual high performance compute nodes. Section II
gives a broader overview of existing power measurement
approaches. In Section III, the instrumentation of DC power
consumers in computer systems using shunts, Hall effect
sensors, and voltage regulators is discussed. This is followed
by a description of analog and digital processing in Section IV
and Section V, respectively. We describe the calibration and
evaluate the accuracy of our measurement implementations in
Section VI followed by exemplary use cases in Section VII.

II. RELATED WORK

With the growing importance of power limitations and
energy efficiency, a variety of interfaces and tools for power
instrumentation have been developed within the last years.
Figure 1 gives an overview of the connectors and voltage
transformations in a typical system and also highlights possible
instrumentation points for power measurements.

On a coarse-grained level, power supply units (PSUs) and
power distribution units (PDUs) for different server systems
provide power readings that can be accesses from the board
management controller (BMC) via IPMI. Such measurements
are not only coarse-grained in terms of temporal accuracy
(mostly with an update rate of 1 Sa/s or less) and spatial
granularity (only the whole node can be measured), they
also lack accuracy due to IPMI limitations and the provision
of instantaneous measurements. Deep analyses of such an
instrumentation are provided in [5] and [3].
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Fig. 1. Overview of possible power transmission and conversion for a single
component. Thunderbolts represent possible instrumentation points.



Measurement Type Temporal Resolution Spatial Resolution Accuracy Scalability Cost

Shunt at DC (++) ≈70µs (+) per DC plug (++) < 1.7 % (P) (--) (-)
Hall effect sensor at DC (++) ≈110µs (+) per DC plug (+) plausible (--) (-)
Voltage regulator (+++) ≈10µs (++) per voltage lane (-) nonlinearities (--) (-)

LMG450 at AC (-) 50 ms (-) entire system (++) < 0.07 % + 0.04 % (P) (-) (o)
PowerPack (shunts) [4] (+) �1 s (+) DC components (+) “verified” (+) (o)
PowerMon2 [2] (+) ≈1 ms (+) DC components (o) < 6.8 % (I) (+) (+)
PowerInsight [16] (+) ≈1 ms (+) DC components (o) avg. 1.8 % (I) (+) (o)
HDEEM [6] (+) 1 ms / 10 ms (++) node / voltage lanes (++) < 2 % / 3 % (P) (++) (+)
PDU (typical) [5] (--) 1 s (-) entire system (-) instantaneous (++) (+)
AMD’s APM [5] (o) 10 ms (perturbation) (+) per socket (-) systematic errors (+) (++)
Intel’s RAPL Sandy Bridge [5] (o) 1 ms (perturbation) (++) cores, memory per socket (-) systematic errors (+) (++)
Intel’s RAPL Haswell [7] (o) 1 ms (perturbation) (++) cores, memory per socket (+) no systematic errors (+) (++)

TABLE I. CLASSIFICATION OF DIFFERENT ENERGY MEASUREMENT APPROACHES.

A more accurate measurement on a node level can be based
on certified and calibrated power meters attached to the PSU,
e.g., as required to compare the energy efficiency of computing
platforms using benchmarks like SPEC power ssj2008 [15]
or SPEC OMP2012 [17]. We use a calibrated ZES ZIMMER
LMG450 for reference measurements. This power meter has a
specified uncertainty of 0.07 % + 0.25 W1 and provides average
real power values for well-defined time slices. Still, the low
external readout rate of 20 Sa/s and the low spatial granularity
(whole system only) limits the application in a fine-grained
measurement scenario. Internally, it samples the voltage and
current at a much higher rate to achieve its accuracy.

Another non-intrusive option is to rely on energy models
and interfaces provided by vendors. Intel’s RAPL [19], AMD’s
APM [11], or performance counter based models [21] provide
an estimate of the power consumption of processors, thus
increasing the spatial accuracy to the processor level. They
also provide a higher update rate (e.g. 1 ms on RAPL and
10 ms on APM) than the previously discussed approaches.
However, these models also lack accuracy as described in [5].
Although the RAPL energy counters are updated in 1 ms
intervals, a readout in such small intervals is problematic. First,
readouts happen on the system under test and thus perturb
the measurement. Second, the provided energy values lack
any time information. Assuming the readout time to be the
update time, inaccuracies occur when attributing the energy
to application events or computing average power, especially
when the values are read frequently. Additionally, performance
counter based models have to be trained for a specific pro-
cessor instance, as different equally labeled processors may
provide different energy profiles due to process variation.
Moreover, such models have to be re-evaluated regularly due to
aging effects. In contrast to previous implementations, RAPL
in the Intel Haswell architecture uses physical measurements
that provide a much better accuracy and no more bias towards
certain workloads [7].

Fortunately, HPC hardware vendors are starting to rec-
ognize the growing need for power measurements and offer
convenient and relatively low-cost solutions. Examples are
NVIDIA [18], Cray [8], IBM [13], and BULL [6] who
now provide software interfaces to gather information from
pre-instrumented components. However, these interfaces are
usually closed source and information on accuracy and internal
specifics like used filters are rarely documented publicly.

1With a measuring range of 250 V and 2.5 A [22]

To overcome the obstacles of all these solutions, low
level instrumentation frameworks have been developed.
PowerPack [4] is a hardware and software framework that can
access various types of sensors. In a typical implementation,
it uses resistors added to several DC pins and a National
Instruments input module. A redundant set of measurements
enables accuracy verification. PowerInsight [16] is a solution
that is commercially available. It uses sensor modules as
Molex adapters and riser cards that are equipped with small
Hall effect sensors. Unfortunately, only average errors for
current measurement (1.8 %) and voltage measurement (0.3 %)
are reported. We assume that cost or size limitations have
implied the choice of rather inaccurate Hall effect sensors
and only 10-bit analog-digital converters. The sampling rate
is reported to be limited to ≈1 kSa/s by software overhead.
PowerMon2 [2] is a low-cost power monitoring device for
commodity computer systems with a measurement rate of
up to 1024 Sa/s. It measures up to 8 DC channels with a
measurement resistor and a digital power monitor chip that
contains both a current sense amplifier and an analog/digital
converter. The accuracy is reported as ±0.9 % for voltage and
-6.6 % / +6.8 % (worst-case) for current.

While we employ similar techniques like these measure-
ment frameworks, we focus on pushing the boundaries in
terms of sampling rates, while ensuring a verified and high
accuracy measurement setup as well as maintaining a good
spatial resolution. To that end, we make concessions regarding
cost, size, and therefore scalability. Table I puts our efforts into
perspective with the other approaches described in this section.

III. DIRECT CURRENT INSTRUMENTATION METHODS

There are various options to instrument the current supply
of system components. For those that are connected with a
standard Molex connector, an intermediate connector can be
used. Components that utilize slots such as DIMMs or PCIe
can be measured by using riser cards that provide hooks for
measurement probes in the current connectors. This makes the
measurement probe modular so that it can be used in different
systems under test. Proprietary adapters or hard-wired power
supplies require a more intrusive approach. While CPU socket
power consumption would be a valuable information, there is
no feasible approach to directly instrument the CPU voltage
input without major efforts that are unaffordable for typical
scientific purposes. Therefore, CPU power consumption has
to be instrumented on the mainboard, at the CPU voltage
regulators (VRs), or at the input to the CPU VRs.



Fig. 2. Measurement shunt inside adapter for 6-pin Molex power connector

We evaluate two common current measurement techniques.
Measurement shunts are well-defined resistors that measure
current by causing a specific voltage drop. The resistance
of a shunt needs to be dimensioned so that the measured
components are not affected by the drop of their input voltage.
As an alternative, Hall effect sensors use the magnetic field
of a current which does not require to tap the current flow
and therefore is less intrusive. They also provide a galvanic
separation between the measured and the measurement system.
Unlike shunts, Hall effect sensors are active sensors requiring a
supply voltage independent of the measured line. Their signal
can be strong enough to be used without further amplification.
Unfortunately, the specific frequency response of Hall effect
sensors significantly limits their applicability in the presence
of high frequency load swings.

The measurement setup needs to consider that DC com-
ponents in computer systems draw dynamically regulated
currents that can resemble arbitrary patterns based on the
(computational) workload of the component or the behavior of
intermediate VRs. In addition to the current, the voltage level
needs to be measured as well. Assuming a fixed voltage (e.g.,
12 V) introduces inaccuracies due to variations in the voltage
supply. For instance, the ATX specification allows for up to
5 % variation of voltage [9]. Voltage measurements are usually
straight-forward by using data acquisition hardware directly.

In system A, we instrumented the output of the power
supply unit (PSU) by cutting the cables and rerouting them
through Hall effect transducers2. This provides information
about the 12 V, 5 V, and 3.3 V input into the mainboard. The
majority of power is consumed through the 12 V lane, the other
lanes have low or almost constant power demand.

An alternative approach to measure closer to the com-
ponents is to utilize the on-board voltage regulators. These
voltage regulators convert the voltage from the PSU (e.g.,
12 V) to the respective voltage required by the component (e.g.,

2LEM LA 100-TP for 12 V and LEM HXS 20-NP for 5 V and 3.3 V lanes

1.5 V for DDR3). The involved chips perform a measurement
of current using the voltage drop over an inductor. Multiple
phase ICs amplify this signal and provide a shared output
of the total current to the control IC for voltage positioning.
In system A we use this summary signal to read the current
for each voltage lane of the sockets. The calculation is done
by using the formulas given in the datasheet [10]. It has to
be noted that the measurements by the voltage regulators are
usually designed for a specific operating point and therefore are
not necessarily accurate or linear for a wider range of currents.
Also, these measurements cover the actual energy used by
the consumer, but not the losses of the voltage regulator
itself. These losses may be variable depending on the load
characteristic, e.g., frequency of load swings.

In contrast, for system B we use modular Molex adapters
at all PSU outputs, i.e.:

• Two 8-pin connectors supplying power to each of the
sockets (including CPU and memory)

• An ATX connector with the 12 V, 5 V, and 3.3 V lines
• Two 6-pin connectors, coupled to a single measurement

probe, as external power supply for a GPU card
• A SATA connector with the 12 V and 5 V line
• One 4-pin connector as power supply for all fans

In addition we use two instrumented riser cards for PCIe
(12 V and 3 V) as well as a DDR3 DIMM for one memory
module. All measurement probes in system B use shunt re-
sistors. Figure 2 shows the shunt casing of the GPU Molex
adapter. The size of the resistor is necessary to avoid heat
transformation due to the large current draws of modern GPUs.
Table II summarizes the specifications and instrumentation of
our two measurement systems.

IV. ANALOG PROCESSING AND DATA ACQUISITION

The signal from the probes and sensors is processed in
three analog steps:

• Amplification into a common voltage range
• Analog low-pass filtering
• Data acquisition (analog/digital conversion)

The signal from current measurement shunts (voltage drop)
is usually in the range of millivolts, while the signal from
the voltage measurement is > 1 V. Consequently, the signals
need to be amplified into a common range to allow a high
resolution A/D conversion with a single data acquisition card.
We use instrumentation amplifiers3 with low distortion and
high precision. Their programmable gain allows us to calibrate
each channel using predefined factors between 0.5 and 500. All
current signals are amplified differentially.

3Linear Technology LT1167

system A system B

Processors 3 × Opteron 6274 2 × Intel Xeon E5-2690
Cores 48 16 (32 threads)
Memory 48 GB DDR3 64 GB DDR3
Instrumentation all processor voltage regulators (cores, northbridge, RAM) 2 × 12 V input per socket (CPU & RAM, shunt)

12 V, 5 V, 3.3 V board input (Hall effect sensor) All other DC Molex plugs (shunt), PCIe, 1 × DDR3 (riser, shunt)
AC input via LMG450 AC input via LMG450

TABLE II. SPECIFICATIONS OF MEASUREMENT SYSTEMS



To further condition the signal for A/D conversion, we
apply low-pass filters (in addition to the low-pass behavior
of the amplifiers) to remove high frequencies that cannot
be sampled correctly by data acquisition. The dimensioning
of filters depends on the available sampling rate and the
frequencies in the signal (variation that is of interest versus
noise and effects that are not in the focus of the measurement).

We use two National Instruments data acquisition cards.
One NI PCI-6255 can capture up to 80 input signals at an
aggregate sampling rate of 1.25 MSa/s. This allows us to use
up to 40 measurement points (each with voltage and current)
sampled with up to 15 kSa/s. Due to the multiplexing in this
card, the amplifiers have to build up the charge within the time
between two samples. When utilizing the maximum sampling
rate, this is only 800 ns and can lead to cross-talk between
different signals. We therefore use a lower sampling rate of
7 kSa/s per channel. It is also possible to reduce the number
of actively measured channels and increase the sampling rate.
An additional NI PCI-6123 provides 8 inputs sampled simulta-
neously at 500 kSa/s. This provides an even more detailed view
on up to four selected measurement points. The two DC socket
measurements and the DDR3 riser measurement are a suitable
target for this high resolution. The amplified signals use a
common ground plane that is connected to the measurement
system ground. A differential data acquisition would require
twice as many analog inputs on the NI PCI-6255, whereas the
NI PCI-6123 always measures all inputs differentially.

V. DIGITAL PROCESSING, STORAGE AND ANALYSIS

The large amount of generated data makes digital process-
ing challenging, as does the variety of use-cases, such as:

• Correlating application events with full-resolution power
measurements.

• Recording total energy consumption of different compo-
nents for multiple experiments.

• Analyzing long-term data.

Initial testing of the National Instruments data acquisition
can be done using LabVIEW, which is a graphical environment
that features a range of virtual instruments. However, it is not
suitable for long term recording or to correlate the recordings
with application events. Therefore, we implemented a data
acquisition daemon that can run continuously. Initially, it
converts the input signals to the actual measurement voltages,
currents and power values. Clients can connect to the daemon
via network and request the recording of a selection of
channels. While the sampling rate is defined by the daemon
configuration, the client can specify a temporal aggregation to
reduce the overall data rate. During the experiment, the data is
then stored in the daemon’s memory. Afterwards, the collected
data is transferred to the client for further processing.

This workflow allows for an unperturbed experiment with-
out data processing at the client. The C++ client library sup-
ports additional digital filters for noise reduction at high sam-
pling rates as well as multiplexing readings from several data
acquisition cards. To correlate the power measurement data
with application events, the tracing infrastructure Score-P [14]
is supported via metric plugins [20] that connect to the daemon
and integrate the power measurements into the application
trace after the execution.

One of the most challenging aspect is the synchronization
of timestamps from the data acquisition system and the system
under test. Considering that measurement values are only
valid for intervals of 100µs and shorter, the accuracy of
NTP synchronized clocks is not sufficient. Precise GPS clocks
would be an option but require additional hardware. In our
implementation, the metric plugin runs a synthetic load pattern
on the system under test at the beginning and end of the
experiment. This pattern is detected in the power measurement
series which results in two pairs of timestamps from the
data acquisition system and system under test that is used
as baseline for a linear interpolation to translate all power
measurement timestamps to fit in the application measurement.
In practice, this synchronization is usually accurate to 50µs.
Measurements at 500 kSa/s may require additional manual
realignment.

In addition to serving clients, the daemon also sends a
continuous stream of aggregated measurement values to a
persistent storage infrastructure [12]. It is configured to reduce
the data to 20 average values per second. While the storage
infrastructure is not suited for handling raw data with more
than 1 kSa/s, it provides a rich set of tools and APIs to
analyze the measurements when a high time resolution is not
required. Furthermore, a web-based GUI allows to visualize
past measurements as well as live monitoring.

VI. MEASUREMENTS CALIBRATION AND VERIFICATION

A. Calibration

We calibrate our measurement setup to achieve good ac-
curacy. A signal generator is used as input to the amplifiers,
and two calibrated voltmeters measure the input and output
of each amplifier. The calibration factor is an 8-bit number,
resulting in inaccuracies around ± 0.21 % for each amplifier.
The measurement shunts are calibrated using a large sliding
resistor as constant load, again measuring the voltage drop
and current with calibrated voltmeters. We have observed up
to 10 % deviation from the specification of our measuring
resistances. Considering small resistances of down to 1.2 mΩ,
these can likely be additional contact resistances. The accurate
values of the measurement resistances are important for com-
puting the current from the measured voltage drop correctly.

B. Verification technique

We run a set of micro-kernels at different thread config-
urations and CPU frequencies to generate a variety of work-
load points to compare our measurement with the reference
measurement. The set includes kernels with both static and
dynamic power consumptions (see [5]). All load configurations
are run for 10 seconds of which the average power consump-
tion of the inner 9 seconds is used. This hides parts of the
measurement noise but is necessary to avoid errors due to dif-
ference in readout rates and time synchronization between the
fine-grained measurement and the reference measurement. We
focus on the CPUs and main memory due to their variability
and large fraction of the total power consumption. During our
verification, there was no dedicated GPU installed in system B.

For system A, we compare the VR measurements with
the Hall effect sensor measurements at the 12 V board input,
which should correlate closely. In system B, we measure the
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Fig. 3. Measurement points of the 12 V board input measurement compared
to the sum of all voltage regulator measurements on system A under different
load characteristics.

per-socket DC power consumption with a calibrated reference
power meter (LMG450) and additional connectors. In addition,
we correlate the sum of DC measurements of both systems
with AC measurements using the reference power meter.

C. Verification of measurements in system A

1) VR measurements versus 12 V board input: We directly
compare the power measured by the 12 V board instrumenta-
tion and the sum of all voltage regulator measurements. There
is at least one additional chip on the board supplied by the
12 V input that we cannot measure and have to assume to have
a negligible or constant power consumption. Moreover, the
VR measurements only cover the consumption of the supplied
components, not the VR losses. However, we would expect
the two measurements to correlate closely. Unfortunately, the
results shown in Figure 3 reveal that the measurement points
do not map well from VR power to 12 V power. It is especially
noteworthy that different workloads, that stress different VRs
unevenly, have distinct characteristics. This cannot be fully
attributed to different VRs having varying efficiencies. We
were unable to build a plausible model that would map
VR power correctly to 12 V power. This may be due to
the errors in the VR current measurement, as those are not
originally designed to provide precise linear measurements but
rather accurately measure specific points. As a consequence,
we do not advise to consider these measurements as correct
absolute numbers or when comparing voltage lanes. They
can still be useful for understanding the relative effect of an
algorithmic or configuration change on a single voltage lane.

2) Total board input versus AC reference measurement:
We have more confidence in the Hall effect based DC board
input measurements. The current sensor itself has a speci-
fied uncertainty of 0.45 % for the 12 V measurement that is
dominating the power consumption. The total uncertainty is
also affected by the amplifier calibration and data acquisition
uncertainty, both of which applies to current and voltage
measurement. We thus compare the resulting sum of 12 V,
5 V and 3.3 V DC power measurements with the AC reference
measurement. These measurements correlate strongly, resulting
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Fig. 4. Relative difference of the sum of board input Hall effect measurements
compared to the quadratic PSU model of the AC reference measurement on
system A. Includes the uncertainty bound of the reference measurement.

in a plausible quadratic model4 that accounts for the losses in
the PSU. While the model may hide some calibration issues,
the difference can still reveal bias errors of our measurement.
Note that we have excluded those workloads with dynamic
power consumption because they show additional variance
of the PSU efficiency and power factor that would require
separate investigation and discussion outside the scope of this
paper. Figure 4 shows the relative difference between the
measured DC power and this model for our set of verification
measurements. The figure also shows the uncertainty bound of
the reference measurement, meaning that any deviation inside
this bound can stem from either of the measurements. This
does not mean that all values should be within that bound—it
merely shows that the reference measurement is not perfect
and gives an impression of its influence on our results. The
plot reveals no systematic errors towards a certain workload
and the remaining variation is below 2 %. It is impossible to
determine whether the variation stems from the measurement
or variable consumption of the fans in the system5.

D. Verification of measurements in system B

1) 12 V DC measurements: For the verification of the 12 V
socket shunt measurements in system B, additional adapters are
inserted between the PSU and our custom shunt measurement
adapters for each socket. With this arrangement, we measure
the same power domains with a reference measurement and
our custom shunt measurement simultaneously (see Figure 5).

Figure 6 shows that our measurement is always within
1.7 % of the reference measurement. The absolute error is also
<2.3 W, which is almost completely within the uncertainty of
the reference measurement. This is a stronger verification than
the one shown in Figure 4, as no model is applied that may
hide systematic errors. We therefore have high confidence in
the DC shunt measurements.

4PAC = 0.00011 ∗ P 2
DC/W + 1.0015 ∗ PDC + 48.3W

5Fanspeed in system A is configured at constant maximum setting. Fans are
supplied by the PSU directly and not included in DC measurements.



Fig. 5. Schematic diagram of the verification setup for system B.

2) Total DC measurements versus AC reference measure-
ment: In system B, we measure all DC consumers, except
for the fan in the PSU itself. This allows us to compare the
total DC power consumption with the AC power consumption.
Similarly to system A, we apply a quadratic model6 of the PSU
efficiency based on regression on our comparison measure-
ment. The relative difference between total DC measurements
and the modeled DC power consumption based on the AC
measurement is shown in Figure 7. The remaining noise is less
than 1 % in this case and as expected there are no systematic
errors based on the selected workload.

In such a complex setup, verification and calibration is an
ongoing process. Just like any other electrical measurement
device, calibration should be done regularly, e.g. in 12 month
intervals. This aspect is often overlooked, especially in scalable
solutions. It is unrealistic to hope that a deployed calibrated
measurement system within a large HPC system remains
calibrated over the lifetime of the system, e.g. several years. In
our setup, we keep a close look on any irregularities occurring
during normal operation. This does happen in practice; over
the course of 3 years, two amplifiers failed, tight screws in
solid copper blocks loosened over time, and 50 Hz signals
suddenly appeared on the reference ground plane. This is
also the consequence of our highly customized and complex
equipment that enables energy efficiency studies that would be
impossible to perform in a simpler setup.

6PAC = 0.00026 ∗ P 2
DC/W + 0.99988 ∗ PDC + 14.7W

0 20 40 60 80 100 120 140
LMG reference measurement [W]

4

3

2

1

0

1

2

3

4

re
la

ti
v
e
 e

rr
o
r 

[%
]

socket 0
socket 1
reference uncertainty

Fig. 6. Relative difference of the 12 V per-socket shunt measurements
compared to 12 V per-socket reference measurements on system B. Includes
the uncertainty bound of the reference measurements.

VII. APPLICATION POWER TRACES

The fine-grained measurements detailed above can be used
for a wide variety of different energy efficiency analyses. Due
to its high spatial and temporal resolution, these measurements
can be employed to demonstrate effects that are not visible
with less detailed measurement solutions. We demonstrate one
use case to highlight the importance of this fine-grained mea-
surement. Figure 8 depicts a Vampir screenshot of application
traces of two runs of the SPEC OMP 371.applu benchmark
on system B that only differ in the KMP_BLOCKTIME setting,
which was either left at its default (200 ms, blue background)
or set to zero (white background). While the traces show a
slight performance advantage of the parallel region between
the two barriers (dark blue parallel do) in the default case,
it also demonstrates the difference of the power consumption
over time between the two runs.

Disabling the thread blocktime leads to immediate sleeping
of threads in a barrier, thus allowing the processor to enter
a sleep state. This is demonstrated for socket 0 where it
appears that all threads on that socket finish the first parallel
do loop at least 50 ms earlier than the threads running on
socket 1 before entering a barrier to perform a global thread
synchronization. In the default case, power consumption drops
slightly by ≈30 W since busy wait consumes less power than
heavy computation. However, with blocktime disabled, all
threads enter a sleep state, allowing the processor to enter a
deep C-state and dropping power consumption by about 100 W.
A similar behavior can be observed for the second parallel do
loop (dark blue), where the early arrival of some of the threads
running on socket 1 in a barrier has a notable impact on power
consumption of this socket if the blocktime is disabled.

At about 270 ms into the depicted time frame, a spike in
power consumption is visible for the narrow green band in the
timeline. This area is detailed in Figure 9 and shows a parallel
region (green) in which all threads are active before a new
parallel region is started (brown), in which the thread activities
start with different offsets, hence leading to another drop and
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Fig. 7. Relative difference of the total DC shunt measurements compared
to a PSU model of the AC reference measurement on system B. Includes the
uncertainty bound of the reference measurement.



Fig. 8. Screenshot of Vampir comparing a section of two identical runs of SPEC OMP 371.applu on system B with different settings for KMP_BLOCKTIME
(white background: set to zero; blue background: default) showing the timeline of the 16 threads each and the power measurements for sockets 0 and 1. OpenMP
regions from left to right: parallel for (light blue), implicit barrier (cyan), parallel for (dark blue), implicit barrier, parallel region (green), barrier (brown).

slow increase of power consumption over about 15 ms. The
measurements are able to provide enough temporal accuracy
to allow for a detailed analysis of even such short regions.

The value of measurements with a sampling rate of
500 kSa/s is demonstrated with a synthetic program that
changes its load in very short intervals. Figure 10a depicts the
execution of such a synthetic workload on system A alongside
the VR socket 0 core measurements. This shows that it is still
possible to clearly identify different regions of code having
distinct power consumptions at scales of ≈10µs. For even
shorter load changes, the amplitude decreases as a result of a
low-pass characteristic in the system. A similar measurement
executed on system B using the socket 12 V DC shunts is
displayed in Figure 10b. In this case, regions of ≈70µs can
be observed without significant amplitude drop. The low-pass
effect is stronger before the voltage regulator than in the
previous measurement. Similar to the system A 12 V Hall effect
sensor, regions of ≈120µs length can be observed without
dampening. Considering the much higher bandwidth of the
Hall effect sensor (200 kHz, -1 dB), this also likely reflects the
actual change in power consumption and not an effect of our
measurement system.

Fig. 9. Screenshot of Vampir of a section of the SPEC OMP 371.applu
benchmark detailing the spike in power consumption at +0.260 s in Figure 8.

These experiments show the limits of the actually achiev-
able temporal granularity at the specific measurement points.
Further increasing the sampling rate would not reveal more
details of power variance from processor operations but in-
stead reflect high-frequency effects of the voltage regulator
operation. Nevertheless, it is possible to trace the execution of
a parallel application at those time scales. When combined,
this presents a unequaled tool to understand the energy con-
sumption of an application, not only for manual optimizations,
but also for building accurate energy models of very short
application functions.

(a) 12µs load changes and the core power consumption (VR) on system A

(b) 70µs load changes and the socket power consumption on system B

Fig. 10. Screenshots of Vampir displaying a synthetic workload and the
power consumption measured with 500 kSa/s. Low load (sqrt): orange, thread
synchronization: cyan, High load (compute): dark blue.



VIII. CONCLUSION AND FUTURE WORK

This paper describes possible approaches to measure the
power consumption of high performance compute nodes. We
discuss limitations of related work and present a custom
approach for per-component measurements that pushes the
limits regarding temporal resolution while providing high ac-
curacy and thorough verification. This solution is rather costly
and limited in scalability, but provides power consumption
details for application regions with runtimes in the order of
only tens of microseconds. Our experiments and verification
show that measurements at the voltage regulators provide the
best temporal and spatial resolution, but suffer from limited
accuracy. Measurement probes inserted at the DC input of
the mainboard are slightly more coarse-grained, but reveal
power consumption details in the order of 100µs. For this,
Molex adapters can be used to build a modular measurement
infrastructure. Both shunts and Hall effect sensors can be
accurate. We tend to prefer shunts for their non-distorted
frequency response, but they do require good amplifiers and
calibration.

Our application traces with power consumption metrics
show that this novel infrastructure can enable to a deeper un-
derstanding of how systems and applications use energy. While
our work is highly customized and complex, the experiences
presented can help building similarly powerful measurement
setups. With vendors recognizing the growing importance of
this topic, such detailed measurements should be more easily
accessible in the future.

While we put the focus on CPU and socket power con-
sumption in this paper, the full range of DC instrumentation
allows for a broader view on power consumption in compute
nodes. PCIe instrumentation enables high resolution measure-
ments for GPUs and network cards. Other upcoming topics are
the power consumption of disk I/O as well as PSU efficien-
cies. Moreover, DDR3 riser cards help to separate the power
consumptions of memory and CPUs. In future work we plan
to combine power consumption recordings with system events
such as interrupts or processor state changes to gain a more
profound understanding of these features. The measurement
system will be used to bolster a wide area of research in
energy-efficient computing, both from the application as well
as the system point of view.
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