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DKRZ — very short intro

DKRZ is a topical IT infrastructure
provider for the Earth System
Science (ESS) community (in
Germany)

A suite of services specifically tailored
towards the needs of ESS researchers

- Model improvement
- Analysis support

- Data management

Levante Supercomputer Tape archive Author i foensed under
(130PB disk sforage, DDN)  (300PB capacity, MinlO Cloud (~20PB)
Stronglink) +

in testing


https://uta.pressbooks.pub/teamworkstudent/chapter/the-importance-of-teamwork-skills-on-a-resume/
https://creativecommons.org/licenses/by-nc-sa/3.0/
https://creativecommons.org/licenses/by-nc-sa/3.0/

Relativel coarse resolufion
models

Grid spacing ~100km

Output volumes manageable
by "common approaches”
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Common approaches?
An example (the “individual scientist” case)

simulation(s) configured and performed by individual scientist (on the HPC)

output written to specified location on disk in private user/group space
¢ Usually in relatively large individual files

Postprocessing to fit analysis demands (possibly involving duplication)
Data analysis

Paper publication

Transfer to tape archive at the end of a project to free up space

Documentation of data handling did often not take place, data therefore “got lost in the
archive”

Data volume on the order of several 10s of TBs for multiple simulations
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® simulation(s) configured according to common approaches and
performed by a group of scientists

® output postprocessed and standardised according to agreed protocols SR

¢ Usuadlly in relatively large (global) files vl e,
o L : : A R

Data publication via ESGF (a global federation of data nodes) \ww__e«.w-
® Transferred to long-term archive for preservation and global availability f\R“
{ | . SR ‘ W
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® Total data volume on the order of several 10s of PBs for multiple

simulations (still all available via ESGF)


https://www.wdc-climate.de/
https://archive.ipcc.ch/publications_and_data/ar4/wg1/en/ch1s1-5.html
https://archive.ipcc.ch/publications_and_data/ar4/wg1/en/ch1s1-5.html
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Characteristics

 Model output often still manageable at the
iIndividual scientist level

« Often used only by one scientist

* Analysis methods often not optimized (but that
did not maftter)

- Climate change projections with alarge 3 ff
ensemble of models possible and sfill
manageable

www.digitalbevaring.dk
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* First simulations attempted to follow established
approaches
« Multiple GB sized files

» Labour-infensive postprocessing for reuse by many
local scientists (regridding, renaming,
reorganization)

* Very slow anlaysis/visualisation
« Global reuse/sharing practically impossible

« Qutput volumes of ~1PB per ONE 5yr simulation



https://www.istockphoto.com/de/grafiken/frustrated-man
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https://www.istockphoto.com/de/grafiken/frustrated-man
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“efficient access to and discovery and processing
of (very) large in-house and remote datasets”

Comprehensive metadata
cataloguing and metadata-driven

access across storage tiers Data formats allowing
for fast access and

processing

Possibility of very
SpeC|f|C data base by Unknown Author is licensed under
qgueries

Efficient use of
existing hardware



http://d3voradordelibros.blogspot.com/2016/05/top-ten-wishlist.html
https://creativecommons.org/licenses/by-nd/3.0/

Infake catalogs
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- a simple programmatic dafta access layer allowing for INTAKE

semantic data access
- available for Python
- DKRZ provides these catalogs for PBs worth of data

import intake
col = intake.open_esm_datastore("/work/ik1017/Catalogs/dkrz_cmip6_disk.json")

col.df.head()

Features

» display catalogs as clearly structured tables inside jupyter notebooks for easy investigation
» browse through the catalog and select your data without being on the pool file system

» open climate data in an analysis ready dictionary of xarray datasets

—

- CMIP5/6

- CORDEX
— - ERAS

- DYAMOND
- nexiGEMS

~—

Benefit;

Large dataset collections can be
stored anywhere on the system and
users do not need to know where it

acutally is.

BUT: catalogs have to be maintained


https://cmip-data-pool.dkrz.de/intake-catalog-service.html

AT - a file storage format for chunked, compressed, N-dimensional arrays
based on an open-source specification

For climate data:

- “feels like netCDF”

- full datasets can be larger than memory

- /O and analysis can be easily parallelized (w/o MPI)
- optimized for cloud storage

- possibility fo just access the data you need (through
semantics)


https://zarr.readthedocs.io/en/stable/

Some performance checks:

Store data in horizontal chunks, load only a few of them

compute nodes

output nodes
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output analyst

T. Koelling



Some performance checks:

It works - individual "files”
are fairly small

Plot a time series averaged over a certain area (0.75 % of globe) (CI bout 10-100
MB)

- 800 TB of data
result in millions of

files
H * 10 *29
Chunk size 20%4 6*4 _ performonce
format grib/aec blosc/1z4 issues on d
1 thread 20 min 6.8s pCII’CI||6| file
48 threads 3min29s 48s sys’rem Clﬂq Ind
—— — tape archive

- further research
needed for

T- Koelling optimal setup
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/fastdata at DKRZ (by DDN)

Configuration

We have 200 TB SSD via nvme (OST 0-15) and 3 PiB HDD (OST16-19).
They are organized in pools ddn_ssd and ddn_hdd.
Default write would spread data randomly across the SSD and HDD parts.

The fancy magic can move/distribute data between SSD and HDD.

Writing to this part of the file system by request, e.g. for large projects, data
access is logged ©

Test case: use it for a Hackathon in the beginning of June 2023 (about 100+
scientists working on several PBs of data at once)
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a_tracer_v_to atmos_fluxes_frshflux_evaporation atmos_fluxes_frshflux_precipitation  atmos_fluxes_frshflux_runoff atmos fluxes_frshflux_snowfall atmos_fluxes_heatflux_latent  atmos_fluxes_heatflux_longwave  atmos fluxes_heatflux_sensible ~atmos_fluxes_heatflux_shortwave  atmos fluxes_heatflux_total

D) What data is actually

atmos_fluxes_stress x atmos_fluxes_stress xw atmos fluxes_stress_y atmos_fluxes_stress_yw clivi cllvi clw dzghalf U S e d G -I- -I- | I e

-- - 94 parameter fields

.
hydro_drainage_box hydro_runoff_box hydro_snow_soil_dens_box hydro_transpiration_box hydro_w_ice_s|_box hydro_w_snow_box hydro_w_soil_s|_box ice_u miotst I I I -I-O -I-O |
ocean_fraction_depth_full ocean_fraction_depth_half ocean_fraction_surface pres_msl| pres_sfc
for many, only

hydro_discharge_ocean_box

heat_content_seaice heat_content_snow heat_content_total hi

r
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rsds sse_gmd_hfix_old_box
P

Of course only a
snapshot, but gives
valuable information
for system
optimization
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How to deal with all these small files?e

Goal: enable co’ralo?—bosed access fo chunked
data using the DKRZ fape archive system (HSM)

. . I ks, but heauvil
Home-built solution: “outtake” doronds ot
- archive tar'ed zarr datasets along with index | performance of the
flleS HSM system.
- request a chunk More stabie applicatior
. . eaturin ese
- outtake finds the tarball needed for this chunk | caabiities wit be bui

- downloads this tarball to a "disk-cache”
- extracts the chunk and provides it fo the user


https://easy.gems.dkrz.de/Processing/Intake/tape_archive.html
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Thank you for your attention!
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